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Abstract

Mutual exclusion (mutex) is one of the most fundamental synchronization problems encountered
in shared memory systems. It appears in all computer science first-degree curricula. This article
presents nine mutex algorithms, each with its noteworthy features, spread over seven dates covering
1965-2020. Most of these algorithms are very well known and paved the way for new research
directions. This article aims to present fundamental issues and basic principles that underlie the
design of shared memory mutex algorithms in different contexts. So, differently from exhaustive
surveys on shared memory mutex algorithms, it strives to give the reader a flavor of the many design
facets of this still challenging problem.
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1 Introduction

The mutual exclusion problem (mutex) guarantees mutually exclusive access to a single shared resource
when several competing processes exist. The problem arises in operating systems, database systems,
parallel supercomputers, and computer networks, where it is necessary to resolve conflicts resulting
when several processes are trying to use shared resources, such as data items, files, discs, printers, etc.
For example, the integrity of the data may be destroyed if two processes update a common file at the same
time, and as a result, deposits and withdrawals could be lost, confirmed reservations might disappear,
etc. In such cases, it is essential to allow at most one process to use a given resource at any given time.
Mutual exclusion is of great significance since it lies at the heart of many synchronization problems in
concurrent programming involving cooperation or competition issues.

The notion of sequential processes and the need to synchronize them —for cooperation or conflict
resolution— was introduced by Edsger W. Dijkstra in the very early sixties (1962) [31], who introduced
the mutual exclusion problem and its property-based formulation [32]. According to him, the first mutual
exclusion algorithm (for two processes) was proposed by Dekker'. Since then, numerous solutions for
the mutex problem have been proposed. Moreover, due to its importance and new hardware and software
developments, new solutions to the problem are being designed all the time. The first book entirely
devoted to mutual exclusion appeared in 1986 [72]. Numerous surveys devoted to mutual exclusion
have been published. Among them, [9] (2003) covers the period 1996-2003. More recently (2015) [19]
presents an in-depth study of the correctness and performance of an extensive set of mutual exclusion
algorithms.

The present article uses an informal style to provide the reader with a short algorithmic-based visit
of the mutual exclusion problem since its introduction in the early sixties. This visit is articulated around
seven dates, each associated with a given computing model and one or two algorithms. Its aim is neither
to focus on proof techniques of algorithms solving the mutex problem (which can be found in textbooks,
surveys, or specific articles, e.g. [20, 24, 47, 50, 73, 82]) nor to be an in-depth presentation coming with
experimental evaluations of numerous mutex algorithms (as nicely done in [19]). By taking a date-based
historical view, the article aims to trace an evolution in the motivation for new mutex algorithms, which
led to new principles in their design. Table 1 presents a synoptic picture of the visit.

Year Main feature ‘ Section ‘ Reference ‘
1965 Dijkstra’s algorithm 3 [32]
1974 No underlying atomicity 4 [53]
1981-82 | Simplicity and Efficiency 5 [50, 68]
1985 Real-time 6 [36]
1987 Adaptivity 7 [58]
1990-91 Local spinning 8 [10], [64]
2020 Full anonymity 9 [77]

Table 1: Global picture

Remark Due to subtle interferences, concurrent algorithms are prone to errors. Their exhaustive test-
ing can be impossible and possibilities for model checking are limited. So, their correctness must be
proved. The present article is on the design principles of mutex algorithms and not on associated proof
techniques. However, some of the presented algorithms are proved and references to proofs of other
algorithms are given.

!The reader interested in Dekker’s algorithm will find an in-depth (both theoretical and practical) study of it in [20].



2 Preliminaries

2.1 Process and communication model

Except one, all the presented algorithms consider a system composed of n asynchronous sequential
processes, denoted p1, ..., p,, Which communicate by accessing shared registers. When needed, the
integer ¢ is used as the identity of p;. Asynchronous means that each process progresses at its pace,
which can vary with time and is unknown to the other processes. The processes are assumed to be
failure-free. We consider four operations that the processes can use to access the shared registers as
defined below. These operations are read, write, fetch&increment, swap and compare&swap.

Unlike the other algorithms, the algorithm presented in Section 6 considers a partially synchronous
system. Based on the real-time passage, that system model assumes that two consecutive accesses to
the shared memory by the same process are separated by at most A time units, A being an upper bound
known by the processes.

Read/write registers A register accessed only by read and write operations is called a read/write
register. Such a register is either a multi-writer multi-reader register (all the processes can read and
write it, in short MWMR), or a single-writer multi-reader register (a single process can write and all the
processes can read it, in short SWMR). Given an array A[l..n] of SWMR registers, only p; can write
Ali].

A read/write register is atomic, if while the read and write operations that access it can be concurrent,
they appear as if they have been executed one after the other, this total order complying with their real-
time order, and the projection of this sequence on each register satisfies the semantic of a sequentially
accessed register (the value returned by the reading of a register R is the value written by the closest
preceding write invocation (or the initial value if there is no such write).

A read/write register is non-atomic if it is not atomic. Informally, the weakest possible SWMR
non-atomic register (also called safe register [56]) is where it is assumed only that a read not concurrent
with any writes obtains the correct value. That is, the read should return the value written by the most
recent write, or the initial value if no write had yet occurred. In the case where a read from a register is
concurrent with some write into that register, the read may return an arbitrary value that matches the type
of the register. The model in which the processes communicate only through atomic (resp. non-atomic)
read/write operations is denoted atomic-RW (resp., non-atomic-RW).

Beyond read/write registers In addition to atomic read/write operations on registers, SOme processors
provide users with “stronger” atomic operations such as the following ones, denoted fetch&increment(),
swap(), and compare&swap() as defined below. The corresponding communication model is denoted
atomic-RW+.

* Let v be the current value of register R. The invocation of fetch&increment(R) by a process p;
writes v + 1 in R and returns the value v.

* Let v be the current value of register R. The invocation of swap(R,w) by a process p; writes w
in R and returns its previous value v.

* In the invocation of compare&swap(R, old, new), R is a shared register, while old and new are
two values. The value new is assigned to R only if R = old. In this case, the invocation returns
true. Otherwise, the value of R remains unchanged, and the invocation returns false.

Notations Uppercase letters are used for the identifiers of shared registers. Lowercase letters and
process index are used for the local variables of a process (e.g., auz; is a local variable of p;).



2.2 The Mutex Problem

Each process p; has a special piece of code called a critical section, denoted cs;. When process p; is
executing cs;, no other process p; can be simultaneously executing csj.2 The mutual exclusion problem
is to build two operations, denoted acquire() and release(), such that

» for each process p;, instead of executing directly only cs;, p; must execute the pattern
acquire(); cs;; release(), and

* the following requirements must be satisfied:
— Mutual exclusion (safety): no two processes are simultaneously inside their critical sections;

— Deadlock-freedom (liveness): if one or more processes concurrently invoke acquire(), at
least one of these invocations must eventually terminate.

The above liveness property does not state that, in the presence of concurrency, all invocations of
acquire() terminate. This constitutes a stronger liveness property, namely

* Starvation-freedom: if a process invokes acquire(), its invocation must eventually terminate.

A Dijkstra’s citation It is worth citing one of the very first sentences of E. W. Dijkstra’s article intro-
ducing mutex [32]. This sentence looks like a prophecy, namely:

“Although the setting of the problem might seem somewhat academic at first, the author
trusts that anyone familiar with the logical problems that arise in computer coupling will
appreciate the significance of the fact that this problem indeed can be solved.”

The initial seed needed to implement mutual exclusion Mutex is a symmetry-breaking problem, in
the sense that, all processes being “equal”, at any time, one and only one process is allowed to be in
the critical section. This means that an initial asymmetry seed must be present in the system to be able
to solve mutex [21, 23, 80]. In most mutex algorithms, which are based on atomic read/write registers,
this initial seed lies in the identities of the processes, which must be different and can be compared.
Moreover, in the case of algorithms based on SWMR atomic registers, the identities are used to allow
each process to write into its register.

Symmetric algorithms The notion of a symmetric algorithm was introduced in [80]. In a symmetric
algorithm, the only way to distinguish two processes is by comparing their identities. This defines a
specific programming type whose values can only be read, written, and compared. They cannot be used
for anything else (e.g., they cannot address array entries). So, a symmetric algorithm cannot be based
on SWMR atomic registers.

Moreover, a symmetric with equality algorithm is an algorithm in which the process identities can
only be compared with equality — there is no notion of “smaller” or “greater” among them, it is only
possible to check if two variables containing process identities are equal or not (or equal to a default
value _L considered as a “nil” process identity).

Finally, an algorithm satisfies the full symmetry property when the processes are anonymous (they
have no name, the same code with the same initialization). The interested reader will find in [79] more
developments on the notions of symmetry and anonymity.

“Let us observe that this definition of mutex is very general. Taking cs; = cs; = ... = cs, this definition boils down to the
mutex definition introduced in [32].



2.3 Lower bounds

As for any other problem, there are computability results and lower bounds associated with mutex.
These bounds are on the number of steps and the number of shared registers needed to solve n-process
mutex on top of read/write registers.

* Space: Assuming n processes with different and comparable identities, 7 atomic MWMR bits are
necessary and sufficient to solve deadlock-free mutex (but not starvation-freedom) [23].

Differently, if the atomic register can also be atomically accessed by a more powerful operation
such as compare&swap, a single register is sufficient for deadlock-free mutex. More results on
mutex-related memory bounds, when using powerful operations, can be found in [22].

* Time: There is no two (or more) process mutual exclusion algorithm, with an upper bound on the
number of times a winning process may need to access the shared memory to enter its critical
section in the presence of contention [6] (see also [82], page 119).

That is, in the presence of contention the adversary can schedule the contending processes in such
a way that the winning process will have to spin (busy-wait) on a register, until some other process
terminates the spin with a single write operation. Unfortunately, under contention, such spinning
may generate lots of traffic on the interconnection network between the process and the memory.
Hence, by consuming communication bandwidth spin-waiting by some process can slow other
processes.

3 1965: Dijkstra’s n-Process Mutex Algorithm

This algorithm was introduced in [32]. In this one-page article, E. W. Dijkstra defined the mutex problem
in terms of properties (that any algorithm solving it must satisfy), described an associated algorithm, and
gave proof of it!

Shared atomic read/write registers The communication model is atomic-RW. It is made up of the
following set of registers. FLAG(1..n] is an array of SWMR Boolean registers, all initialized to false.

NOTN/[1..n] is an array SWMR Boolean registers, initialized to [true, - - , true] (NOTN means
“not the next process to enter the critical section”). NEXT is an MWMR register that contains the
identity of the process that is considered to be the next to enter the critical section. Its initial value is
arbitrary. Let us note that the invocation of FLAG[NEXT| requires two consecutive (asynchronous)
accesses to the shared memory.

The atomic Boolean FLAG|i] is used by p; to inform the other processes that it is currently compet-
ing for the critical section or executing code inside it. The atomic register NEX T contains the identity
of the next process to enter the critical section. The flag NOTN ] is raised by p; when it is looping
to become the next process to enter the critical section. A process terminates an operation acquire() or
release() when it executes the associated return() statement.

Dijkstra’s algorithm The algorithm is described in Fig. 1. When process p; wants to enter the critical
section, it raises its flag FLAG|i] (line 1). It will lower it when it exits the critical section (line 10). After
it raised FLAG]i], process p; enters a repeat loop whose aim is to guarantee that exactly one competing
process will enter the critical section. There are two cases.

o If NEXT # i, p; indicates to the other processes, it is not the next process (line 4) and strives to
be it. To this end, if pygx 7 is not interested in the critical section (predicate FLAG[NEXT] =
false), p; competes to be the next (assignment NEXT < i at line 5)), and re-enters the repeat
loop.



operation acquire() is
(1) FLAGIi] + true;

(2) repeat

3) if (NEXT # 1)

“4) then NOTN|i] < true;

(5) if (FLAG[NEXT] = false) then NEXT « i end if
(6) else NOTN|[i] < false;

7 if (Vj #i: NOTN][j]) then return() end if

€)) end if

(9) end repeat.

operation release() is
(10) FLAGIi] < false; NOTN[i] < true; return().

Figure 1: Dijkstra’s 1965 n-process mutex algorithm (code of process p;) [32]

» If NEXT = i, p; writes false in NOTN[i] and terminates its invocation of acquire() if it sees
that each other process is not claiming it the next to enter (line 7). Otherwise, p; re-enters the
repeat loop.

Proof of the safety property Let R be the region of code including line 7, the critical section code,
and line 10. Let L; be the set of process indexes k for which p; has not yet verified NOTN [k]. Let us
observe that, when two different processes p; and p; are in the region R, we havei € L; V j € L;, i.e,
we have the global invariant (where p;, € R means that py, is inside the region R):

Vi,j:i#j7: {pi€R)A (pj €R)= (i € L) V (j €Ly).

We then have the following.

* If process p; enters R while p; in already in R, we have j € L;. If p; reads NOTN[j] = false,
it exits the region 12 (jumping to line 2). The same holds for p;, which proves the invariant.

e If process p; is inside the critical section, we have L; = (), and consequently, due to the invariant,
we have 1 € L.

It follows that no two different processes can be concurrently inside their critical section.

Proof of the deadlock-freedom property Let us assume by contradiction that one or more processes
invoke acquire() and none of them returns from its invocation. Due to lines 1 and 5, there is a finite time
T after which there is a competing process p; such that the predicates NEXT = i and FLAG|[i] = true
remain forever true. After 7, p; repeatedly executes only the lines 6-7, while each other competing
process pj, executes only the lines 4-5, at which it assigns true to NOTN [k]. It follows that there is a
finite time after which the predicate (V j # i : NOTN[j]) forever remains true. When this occurs, due
to line 7, p; terminates it invocation, which contradicts the initial assumption.

From deadlock-freedom to starvation-freedom While Dijkstra’s mutex algorithm ensures deadlock-
freedom, it does not ensure that all invocations of acquire() terminate. The interested reader will find
in [51] (1966) a mutex algorithm, due to Knuth, that “extends” the previous mutex algorithm to obtain
the starvation-freedom liveness property.



4 1974: When the Read/Write Registers Are Not Atomic

As with many other mutex algorithms, Dijkstra’s algorithm allows us to define “big” atomic operations
(whose codes define critical sections) from atomic read/write registers offered by the underlying hard-
ware. This gives rise to the following question “Is it possible to implement mutex from registers that are
not atomic?” This question was posed and solved by L. Lamport in 1974, who was looking for a real
solution to the mutex problem, namely an algorithm building atomicity without relying on atomicity at
a lower level [53].

The notion of a safe register Introduced by L. Lamport in [53], and then deeply investigated in
[56, 57], a safe read/write register is an SWMR register satisfying the following very weak properties:

* When the write of a value v terminates, the register contains v.

* A read of the register that occurs while there is no concurrent write returns the current value of
the register.

* A read of the register that occurs while there is a concurrent write returns any value that the register
can contain.

To see the weakness of a safe register, let us consider a safe bit that contains 0. Suppose that a read is
concurrent with a write of the value 1. The value returned by the read can be 0 or 1. Suppose now that
a read is concurrent with a write of the value (. As before, the value returned by the read can be 0 or
1. Hence, even if the value of the register has not changed, due to concurrency between reading and
writing, a value that is never written can be returned by a read.

Principle of the algorithm The principle that underlies Lamport’s mutex algorithm is inspired by
ticket machines encountered in some shops (e.g., bakeries, hence the algorithm’s name): you click the
ticket machine to obtain the next ticket and wait until your ticket number is called. The problem lies
in the fact that the implementation of such a counter requires mutual exclusion. To solve this issue, L.
Lamport used the following solution: when a process wants to enter the critical section is compute a new
ticket number, by looking at the ticket numbers that currently want to enter the critical section, takes the
maximum and adds 1.

Due to concurrency, it is possible for two or more processes that simultaneously compute their ticket
numbers to obtain the same number. So, in order to be able to order all the requests to enter the critical
section, processes use stamps, which are pairs (x, i) where x is a ticket number and 1 is the identity of
the process that issued the request. Given any two pairs (z,4) and (y, j), a total order relation is easily
defined as follows: (5.1) < (g, ) d;f ((x <y Vir=y Ai<j) )

Let us note that the process identities are used to break symmetry when two ticket numbers are equal.
Moreover, the ticket values are assumed to be unbounded.

Shared non-atomic read/write registers To implement the previous idea in the non-atomic-RW
model, as in the previous algorithm, the shared memory is made up of two arrays of SWMR safe Boolean
registers, denoted FLAG([1..n] and MYTURN [1..n] (let us note that there is no MWMR register.)
FLAG]i] is initialized to false and then alternates from false to true and true to false.
FLAG(i] = true means that p; is computing its ticket number. MYTURN 3| is initialized to 0, and
contains the current ticket number of p;. It is reset to its initial value O when p; exits the critical section.



operation acquire() is

(1) FLAGIi] < true;

(2) MYTURNJi] + max(MYTURN[1],..., MYTURN|[n]) + 1;

(3) FLAG]Ii] + false;

(4) foreachj c {1,...,n}\ {i}do

5) wait (FLAG[j] = false);

6)  wait (MYTURN[j] = 0) vV (MYTURNIi,i) < (MYTURN]j], 5))
(7) end for;

(8) return().

operation release() is
(9) MYTURNJi] « 0; return().

Figure 2: Lamport’s 1974 n-process mutex algorithm (code for p;) [53]

Lamport’s Bakery algorithm This algorithm is described in Fig. 2. The operation acquire() is made
up of two parts: a doorway (in which there is no wait statement), and a waiting room.

* In the doorway (lines 1-3), p; computes its ticket number. As the registers MYTURN|1..n] are
only safe, the value obtained by p; from MYTURN{j] can be arbitrary if p; is concurrently
writing it. As already said, when a process p; reads true from FLAG(i], it knows that p; is
computing its ticket number from its reading of MYTURN|1..n].

* In the waiting room (lines 4-7), p; competes with each other process p;. It first waits until
FLAG]i] = false, and then waits again until either p; is not interested in the critical sec-
tion (MYTURN(j] = 0), or the stamp of its request is smaller than the one of p;, namely
(MYTURNi|,i) < (MYTURN[j],j). The statement wait(P), where P is a predicate, is a
busy-waiting: it is a macro for “repeat skip until P end repeat”.

The code of release() is a simple reset of MYTURNTi| to 0. Let us observe that (as for Dijkstra’s
algorithm) due to the fact that process identities are used to address array entries, this algorithm is not
symmetric.

Proof of the algorithm The proof is based on the following two lemmas (whose proofs can be found
in [53, 73, 82]). These lemmas capture the essence of the algorithm. Let us say that a process p; “is
in the bakery” when it is executing any of the lines 4-9, i.e., when it is in the waiting room, inside the
critical section, or executing release(). This algorithm satisfies the starvation-freedom property.

Lemma 1. Let p; and p; be two processes that are in the bakery, and such that p; entered the bakery
before p; enters the doorway. Then MYTURN[i] < MYTURN j].

Lemma 2. Let p; and p; be two processes such that p; is inside the critical section while p; is inside the
bakery. Then (MYTURN i],i) < (MYTURN j], ).

The delicate point in proving the previous lemmas lies in the absence of atomicity. The reasoning has
to be on the times at which processes enter and leave the doorway, the waiting room, and the bakery [59].

Bounding the domain of ticket numbers An algorithm, a variant of Lamport’s Bakery algorithm, is
presented in [81], which, assuming the registers are atomic (instead of safe), ensures that their size is
bounded. Other algorithms based on bounded safe registers can be found in [73, 82].



The impact of Lamport’s Bakery algorithm The design principles of this algorithm have had a very
strong impact on the understanding of asynchronous message-passing systems. Among these impacts,
there is the fact it uses SWMR registers. Such registers are easy to implement with a master copy residing
at the writer process, and updated copies at all other processes. A second is the introduction of stamps
which allows causality to be tracked despite asynchrony and the geographical distribution of computing
entities [55]. More developments on this can be found in [62]. On another side, the algorithmics of safe
registers combined with the techniques of “concurrent reading while writing” introduced in [54] can be
seen as a multi-dimension pioneering work, a branch of which culminated in wait-free computing [44].

S 1981: Looking for Simplicity and Efficiency

A very simple two-process mutex algorithm In 1981 G. L. Peterson introduced a very simple two-
process mutex algorithm for the atomic-RW communication model [68]. And simplicity is a first-class
property [2, 34]!

This algorithm uses two SWMR atomic bits FLAG[1..2], initialized to false, whose meaning is
the same as in Dijkstra’s algorithm, and an MWMR atomic register denoted AFTERYOU whose initial
value is irrelevant. It is described in Fig. 3.

operation acquire() is

(1) FLAGI]i] ¢ true;

(2) AFTERYOU « i

(3) wait ((FLAG[j] = false) V (AFTERYOU # i));
(4) return().

operation release() is
(5) FLAQGIi] + false; return().

Figure 3: Peterson’s 1981 two-process mutex algorithm (code for p;) [68]

When a process p; invokes acquire(), it raises its flag F'LAG|i] to inform the other process pj it starts
competing, and gives it the priority by writing its own identity in AFTERYOU . If the other process does
not want to enter the critical section or has given p; the priority, p; enters the critical section. Otherwise,
p; waits until one of the previous conditions becomes true. In a very interesting way, this very simple
algorithm ensures not only the mutex safety property but also satisfies the starvation-freedom property.

Let us suppress the SWMR registers FLAG(1..2] from the algorithm. It is easy to see that the
resulting algorithm satisfies the mutex safety property, but does not satisfy deadlock-freedom. We have
the same result if, instead of suppressing the registers FLAG(1..2], we suppress the atomic MWMR
register AFTERYOU . Said another way, the composition of these two very simple algorithms, none of
them guaranteeing deadlock-freedom, produces a starvation-free mutex algorithm.

An invariant-based proof of a variant of this algorithm is presented in [50]. In this variant, the
MWMR atomic register AFTERYOU is replaced by two SWMR atomic registers.

From two to n processes As shown in Fig. 4, Peterson’s two-process algorithm can be generalized in
a simple way to obtain an n-process starvation-free mutex algorithm.

Starting at level 0, the competing processes have to climb a ladder with (n — 1) levels. In the two-
process algorithm, a process p; uses a simple SWMR flag FLAG]i] whose value is either false (to
indicate it is not interested in the critical section) or true (to indicate it is interested). Instead of this
binary flag, a process p; uses now a multi-valued SWMR flag that progresses from a flag level to the
next one. This flag, denoted FLAGLEVEL]], is initialized to 0 (indicating that p; is not interested in
the critical section). Process p; increases first FLAGLEVELIi| to 1, then to 2, etc., until it attains the



operation acquire() is

(1) for ¢ from 1to (n—1)do

(2)  FLAGLEVEL[i] + t;

(3)  AFTERYOU[(] « i

@) wait (Vk+#i: FLAGLEVEL[K] < £) v (AFTERYOUI(] # i)
(5) end for;

(6) return().

operation release() is
(7) FLAGLEVEL[i] < 0; return().

Figure 4: Peterson’s 1981 n-process mutex algorithm (code for p;) [68]

level (n — 1) of the ladder. For 1 < x < n — 1, FLAGLEVEL[i] = x means that p; is at the level x of
the ladder and, if < n — 1, it is trying to enter level (z + 1).

Moreover, to eliminate possible deadlocks at any level ¢/, 0 < ¢ < n — 1, the processes use a second
array of atomic registers AFTERYOU[1..(n — 1)] such that AFTERYOU [{] keeps track of the last
process that has entered level /.

More precisely, a process p; executes a for loop to progress from one level to the next one, starting
from level 1 and finishing at level n — 1. At each level the two-process solution is used to ensure that
at most x processes are at level (n — x). The predicate that allows a process to progress from level /,
0 < ¢ <n-—1,tolevel £+ 1 is similar to the one of the two-process algorithm. More precisely, p; is
allowed to progress to level (¢ + 1) if, from its point of view,

* either all the other processes are at a lower level (i.e.,V k # i : FLAGLEVEL[k] < {),
* or it is not the last one that entered level ¢ (i.e., AFTERYOU [l] # i).

From mutex to k-mutex The k-mutex problem is a simple generalization of mutex, which allows up
to k processes to be simultaneously in the critical section. Hence, mutex corresponds to the case k = 1.
An extremely simple modification of Peterson’s mutex algorithm generalizes it k-mutex. It consists in
replacing at line 1 the loop upper bound (n — 1) by (n — k), which suppresses the & higher levels of the
ladder.

Exploiting the ladder idea The ladder idea has been used in fault-tolerant distributed computing to
allow a process to obtain a view of which processes are concurrent with it. An example of such an use
is the construction of an immediate snapshot object introduced in [16].

Looking for efficiency In each of the previous algorithms, an invocation of acquire() scans one or
two arrays of size n (the number of processes), which means that its time complexity (measured by the
number of processes to the shared memory) is at least O(n). Hence, a natural question: is it possible to
have a smaller time complexity?

As shown by G.L. Peterson and M.J. Fisher in [69] (1977), it is possible to use a tournament strategy
to reduce the number of shared memory accesses. Kessels’ algorithm [50] is based on this strategy,
namely it uses a binary tree of instances of an underlying two-process mutex algorithm (namely, an
adaptation of Peterson’s two-process algorithm that, very interestingly, uses SWMR (single writer/multi-
reader) shared variables only). Thanks to this tree, the gain obtained is from O(n) to O(log, n). Such a
mutex binary tree is depicted in Fig. 5, where (to simplify and without loss of generality) n = 2* with
k = 3, i.e., there are 8 processes. Experimental results, which demonstrate the efficiency of several
tournament algorithms, are presented in [19].

The tree is embedded in an array LOCK[1..(n — 1)] where LOCK1] is the root of the tree, and
each non-leaf vertex LOC K [x] has two children LOCK [2z] and LOCK[2x + 1]. According to its
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Level [log, n] LOCK]|1

/\

Level 2 LOCK[2] LOCK|3]
Level 1 LOCK[4] LOCK5] LOCK|[6 LOCK]7)
0 1 0 1 / \ /

process p; 1 P2 p3 P4

Figure 5: Tournament tree: from binary to n-process mutex

identity 4, a process p; start competing at a leaf vertex with a single other process p; as defined by the
tree. If it wins, it proceeds to the next parent vertex with the identity O or 1 as indicated in the figure.
Hence, to enter the critical section, a process competes with logyn processes. Details of this algorithm
are described in [50]. Pedagogical presentations and proofs are presented in [19, 73, 82] ([19] presents
also experimental results).

6 1985: Using Real-Time

A synchrony assumption Differently from the previous algorithms that are asynchronous, the algo-
rithm relies on a real-time assumption, i.e., it assumes that there a duration bound A, known by the
processes, such that any two consecutive accesses (not separated by a delay, see below) to read/write
registers by a process are separated by at most A time units. Let us note that, as A is known by the
processes, it can be explicitly used in the algorithm.

Moreover, the system provides the processes with an operation delay() such that the invocation of
delay(d), where d is a positive integer) stops the invoking process for a duration of at least d time units.

Fischer’s algorithm The algorithm presented in Fig. 6 is due to M. J. Fischer. Actually, this algorithm
has never been published by its author! It has its root in [58] and adapts the notion of a splitter (defined
in the next section) to a real-time context. Section 3.4 of [1] gives more details on its history. Formal
descriptions and proofs of it appear in [1, 24].

This simple, concise, and elegant algorithm needs a single atomic read/write register X, and works
for any bounded number of processes n. Moreover, no process needs to know the number of processes.

The atomic MWMR register X is initialized to the default value L, and then contains the identity
of a process or L. As in the previous algorithms, it is assumed that that the processes have distinct
identities. Let us note that this algorithm is a symmetric with equality mutex algorithm.

When a process invokes acquire() it first waits until it sees X = L, namely, no process is inside
the critical section. Then it competes with the other processes by writing its identity ¢ into X, and
stops during A units of times, after which it reads again X. If its identity is still in X, p; terminates its
invocation of acquire(), otherwise, it re-enter the repeat loop. The code of release() is a simple reset of
X toits initial value L.

Let us observe that, as the number of processes is bounded, in the presence of concurrent invocations
of acquire(), the last process that writes its identity in X will be granted the critical section. Hence, the
algorithm is deadlock-free. Proofs of this algorithm can be found in [24, 73, 82].
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operation acquire() is

(1) repeat wait(X = 1);

2) X 1

3) delay(A)

(4) until (X = 7) end repeat;
(5) return().

operation release() is
(6) X + L;return().

Figure 6: Fischer’s 1985 A-based n-process mutex algorithm (code for p;) [36]

A fast timing-based algorithm is presented in [6, 7], where only five accesses to the shared memory
are needed in order to enter a critical section in the absence of contention (and without the need to
execute any delay statement). In the presence of contention, the winning process may need to delay
itself for 2- A time units. Chapter 10 of [82], covers timing-based mutex algorithms, including the case
studied in [5] where the duration bound A exists but is unknown by the processes.

7 1987: Looking for Adaptivity

Reducing the cost of the operation acquire() and release() in favorable circumstances Considering
the atomic-RW communication model, let us define the cost of an acquire() or release() operation as the
number of read and write accesses to shared registers entailed by this operation.

As far as the operation acquire() is concerned, due to the busy-waiting (implemented by waiting
loops) it is impossible to evaluate the operation’s cost when several processes are competing. So,
let us consider a favorable case (which occurs very often in practice), namely, when a process in-
vokes acquire(), no process is inside the critical section and no other process is concurrently invoking
acquire().

When considering the previous algorithms, as a process p; does not know if it is or not in the pre-
vious favorable context, it must a priori consider it is competing with all the other processes and it has
consequently to access all the shared registers to build a local view of the current global state. It is
easy to see that the cost of the operation acquire() when a process runs alone (i.e., when there is no
contention) of Dijkstra’s algorithm and Lamport’s algorithm is O(n), while (due to the climbing of the
ladder) the cost of Peterson’s n-process mutex is O(n?).

A simple idea to reduce this cost consists in using a tournament tree, in which, at any time, a process
competes with at most one other process; hence each node of the tree is a two-process mutex algorithm.
The height of such a binary tree is [logsy(n)]|. It follows that in favorable circumstances, due to the binary
tree traversal, the cost of acquire() and release() reduce to O(logy(n)) (see [73, 82] for more details).
Hence, the question: Is it possible to design a deadlock-free n-process mutex algorithm the cost of
which is constant for the operation acquire() in favorable circumstances, and the cost of release() is
always constant? This question was posed and positively answered in 1987 by L. Lamport [58].

A basic skeleton: the splitter object This object provides the processes with a single operation de-
noted splitting(), that a process invokes at most once.

An invocation of splitting() returns a value from the set {winner, lateloser, concurrentloser}.
When accessed by x processes, the object satisfies the following properties:

* At most (x — 1) processes obtain the value concurrentloser.
* At most (x — 1) processes obtain the value lateloser.

* At most one process obtains the value winner.
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The algorithm described in Fig. 7 implements a splitter object on top of two MWMR atomic reg-
isters X, the initial value of which is irrelevant, and Y initialized to the default value L. Let us first
note that the register X plays the same role in the splitter algorithm and in Fischer’s synchrony-based
algorithm described in Fig. 6. The main difference lies in the fact that the splitter algorithm considers a
weaker asynchronous system. Hence, as Fischer’s algorithm, Fig. 7 describes a symmetric with equality
algorithm.

operation splitting() is

1) X 1

@ (Y #1L)

3) then return(lateloser)
“4) else Y « i;

) if (X = i)

(6) then return(winner)

) else return(concurrentloser)
8) end if

(9) end if.

Figure 7: Splitter object algorithm (code for p;) [58]

It is easy to see that if a single process invokes splitting(), it returns winner. If several processes
concurrently invoke splitting(), it is possible that all of them read L from Y. Then, when they execute
the lines 5-8, the last of them that wrote its identity in X will return winner at line 6, and all other will
return concurrentloser at line 7. All the processes that will later invoke splitting() will read a non-_L
value from Y and will consequently obtain the value 1ateloser at line 3. A proof of this algorithm can
be found in [73].

Such a splitter constitutes the skeleton on which Lamport’s fast mutex algorithm is based. In addition
to the MWMR registers X and Y, this algorithm uses the same SWMR Boolean FLAG[1..n| as in the
previous algorithms. Hence, the algorithm building the operation acquire() in Fig. 8 is the algorithm of
the splitter algorithm described in Fig. 7 enriched with appropriate statements. When looking at these
two algorithms, the lines with the same number contain the very same statements. Line N3 replaces
line 3, and the lines N7.1-N7.5 replace line 7. The lines NO, N1, and N10 are new lines.

operation acquire() is

(NO) repeat

(N1) FLAG|i] ¢ true;

) X i

@ (Y #£1)

(R3) then FLAG(i| < false; wait (Y = 1)

4) else Y « i;

5) if (X =1)

(6) then return()

(R7.1) else FLAGIi] + false;

(R7.2) wait (Vj:1<j<n:FLAG[j] = false);
(R7.3) if (Y = 4) then return()
(R7.4) else wait (Y = 1)
(R7.5) end if

8) end if

9)  endif

(N10) end repeat.

operation release() is
(11) Y « L; FLAGJi] < false; return().

Figure 8: Lamport’s 1987 n-process fast mutex algorithm (code for p;) [58]
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Lamport’s Fast mutex algorithm This algorithm is described in Fig. 8. When a process invokes
acquire() it enters a repeat loop that it exits when it will execute return() at line 6 or line R7.3.

Let us first consider the case where a process p; invokes acquire() while no process is inside the
critical section and no other process invokes acquire(). It is easy to see that, as Y is initialized to L, p;
terminates its invocation at line 6. Moreover, when it releases the critical section, it will reset its flag to
false and Y to its initial value L (line 11).

Let us now consider the case where a process p; invokes acquire() and finds Y # L when it executes
line 2. Thanks to the splitter properties, we known that p; is a lateloser, which means that a process is
inside the critical section or other processes have invoked acquire() and are competing to enter the
critical section. So, p; momentarily withdraws itself from the competition. To this end, p; first waits
until it can have a chance to enter the critical section, namely until Y = _L (line R3). When this occurs
p; restarts to compete again by re-entering the repeat loop. Deadlock prevention is ensured by the wait
statement wait (Y = L) at line R3 and line R7.4 where p; detects a conflict with respect to processes
that progressed more “quickly” than it.

Let us now consider the case where a process p; invokes acquire() and finds Y = L when it executes
line 2. So, p; enters the code at lines 4-8 where, thanks to the splitter properties, we know that it is either
a winner or an concurrentloser. Hence, from line 5), there are two cases.

e If X = 4, p; is the winner among the competing processes and it terminates its invocation of
acquire() at line 6.

o If X = 4, p; is an concurrentloser, and consequently executes the lines R7.1-R7.5 at which (as
before) it momentarily stops competing. This resignation period must not allow a deadlock to
occur (maybe no other process has entered the critical section and other concurrentloser processes
are still competing to win). To this end, p; lowers it flag (line R7.1) and waits until it sees all flags
down (let us remind that the readings of the flags are asynchronous). When the waiting period of
line R7.2 stops, p; reads Y, and there are two sub-cases.

— If Y # 4, another process wrote Y. In this case, p; does at line 7.1 and line 7.4 the same as
what is done (by lateloser processes) at line 3, and then re-enters the repeat loop.

- If Y = 4, no process executed line 4 after p; wrote its identity into Y. It follows from the
splitter read/write access pattern associated with the register Y (which is is the same as the
one on the register X) that, as p;is the last process that executed line 4 and, since this write,
it has seen all the flags down, it can safely enter the critical section. Hence it terminates its
invocation of acquire() (line R7.3).

Proofs of this algorithm can be found in [58, 73, 82].

Abortable mutex An abortable mutex algorithm is a mutex algorithm in which a process can decide to
stop the execution of the operation acquire(). In this case, acquire() returns the default value L (which
does not allow it to enter the critical section). It is easy to see that Lamport’s fast mutex algorithm can
be made abortable by replacing only one or both its waiting statements (line R3 and line R7.4) by the
statement return(_L) without altering the correctness of the algorithm.

Fast path vs. slow path This algorithm introduced the notion of fast path and slow path. Here the fast
path of the acquire() operation is the sequence composed of the lines NO, N1, 1, 2, 4-6, which involves
a constant number of accesses to atomic registers, namely 5. A slow path is any path taken by a process
that is not a fast path. The operation release() involves two accesses to shared registers.

It follows that, in favorable circumstances (operation acquire() executed in a concurrency-free pat-
tern), Lamport’s algorithm requires 7 shared memory accesses for an instance of mutex.

14



The interested reader will find in [46] an efficient starvation-free fast path mutex algorithm that
requires eight write and four read operations to enter and leave the critical section, which is claimed to
be optimal for starvation-freedom.

Adaptive algorithms The notion of a fast algorithm has given rise to the more general notion of an
adaptive algorithm. Intuitively, such an algorithm adapts itself to the concurrency degree [12, 28, 66, 65].
Fast mutex is adaptive in the sense that it provides operations with a constant number of accesses to
shared registers in the contention-free case. The question of whether there exists a (fully) adaptive
mutual exclusion algorithm was first raised in [65], where an adaptive algorithm is presented for a given
working system, which is useful provided process creation and deletions are rare. In [65], the term
contention sensitive was used, but later the term adaptive became commonly used.

Adaptivity can also be defined with respect to the quality of the result. As an example, let us
consider the renaming problem in an n-process system in which any number of processes may crash [11].
Considering that the n processes have initial names belonging to a very large name space, the problem
consists in designing an asynchronous crash-tolerant algorithm that assigns new names to the processes
from a new name space as small as possible. It has been shown that M = 2n — 1 is a lower bound on
the size of the new name space if the n processes participate in the renaming, except for some prime
number-related values of n for which renaming can be implemented with M = 2n — 2 [25]. Size
adaptive algorithms have been designed such that, if only p, 1 < p < n, processes participate in the
renaming, the size of the new name space can be reduced to 2p — 1. Examples of such algorithms are
described in [26].

8 1990: Local-Spinning Queue-Based Mutex

Taking into account the underlying shared memory architecture To obtain efficient executions,
many multi-processors provide each processor with local cache memory. Such a local cache contains
copies of shared registers composing the main memory. As a result, if a process p; has an uptodate copy
of a shared register R in its local cache, the cost for p; to read R is (nearly) the same as the cost of
accessing its local memory, i.e., no cost when compared to an access to the main memory. Differently,
the write in a register R of a new value v’ # v (where v is the current value of R) by a process p; entails
an access to the main memory, which invalidates the value of R in the caches of the other processes.
This memory architecture model is called cache coherent (CC) model. There is another architecture
model called distributed shared memory (DSM) model. In this case, each processor manages parts of
the shared memory, and there is no more a physical “main memory”. These three shared memory models
are illustrated in Fig. 9.

2 9% % % %

M M

@ (b) (c)

Figure 9: Three shared memory models. (a) Central shared memory. (b) Cache Coherent (CC). (c)
Distributed Shared Memory (DSM). P denotes processor, C denotes cache, M denotes shared memory
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Local spinning Hence, the question: “Is it possible to benefit from cache memories in order to de-
crease the cost of the operations acquire() and release()?” It turns out that the answer to this question
is positive as shown below. This is due to the fact that the waiting loops accessing shared registers that
have their last values in local caches become local waiting loops. This, called local spinning, decreases
the underlying network contention.

8.1 Local spinning in the CC model

Among the many local-spinning mutex algorithms for the CC model, each with its specific properties,
due to its simplicity, the one presented here is due to T. E. Anderson [10]. In addition to the operations
read and write, this algorithm uses the fetch&increment operation (which it applies to a single predefined
shared register). Hence, the algorithm assumes the atomic-RW+ communication model.

Shared registers and local variables A process p; manages a single local variable denoted ticket;.
The shared memory is made up of the following registers.

» TICKEFET, initialized to 0, is the only register accessed with the fetch&increment operation. It
is used by a process to obtain a sequence number that will allow it to enter the critical section.
It is assumed that T/C K E'T can increase forever (an algorithm where 7/C K E'T is bounded is
presented in [9]).

e VALID[0..(n — 1)] is an array of n atomic MWMR bits. VALIDI0] is initialized to 1, while all
its other entries are initialized to 0.

Local-spinning queue-based mutex Anderson’s algorithm is described in Fig. 10. It is queue-based
in the sense that it builds a “queue of requests” ordered by their sequence numbers.

Let us first observe that, due to the fetch&increment() operation invoked at line 1, all the invocations
of acquire() obtains different increasing integer values. To make the understating easier, let us assume
that the array VALID has an infinite number of entries. The idea is

* on the safety side: maintain invariant the following predicate ¥,>0 VALID|z]| < 1, and

* on the liveness side: allow a process p; to progress (starvation-freedom) when its ticket ticket; is
such that VALID[ticket;] = 1 (line 2).

The invariant ¥,>¢ VALID[z] < 1 is initially true, and then maintained true by the process that
invokes release() when it executes line 4 (at which it announces that it exits the critical section) and line
5 (at which it allows the process whose ticket is the next sequence number to enter the critical section).

operation acquire() is

(1)  ticket; « fetch&increment(TICKET);
(2)  wait( VALID[ticket; mod n] = 1);

3) return().

operation release() is

(4)  VALID[ticket; mod n] < 0;

5) VALID|(ticket; + 1) mod n] < 1,
(6)  return().

Figure 10: Anderson’s 1990 local-spinning n-process mutex algorithm (code for p;) [10]

Let us observe that, while the values obtained from TICKFET increase forever, each ticket value is
associated with exactly one process, and the next invocation of acquire() by a process is possible only
after it invoked the operation release() associated with its previous invocation of acquire(). In short,
a process is engaged in at most one call of acquire() at a time. It follows that, starting from the entry
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ticket;, such that VALID[ticket;] = 1, only the entries VALID|ticket; +1], ..., VALID|ticket; + (n—
1)], are meaningful (in the worst case each other process acquired a ticket value). From this observation
and the fact that the sequence of possible ticket values is the sequence made up of the consecutive
positive integers, we conclude that, instead of being an array with an infinite number of entries, VALID
can be folded in a cyclic array with n entries only, which is unambiguously obtained from the modulo n
function. Let us finally note that no two processes spin on the same register at the same time.

Properties of the algorithm The operation acquire() by a process p; always costs one access to main
shared memory (access to TICKET), plus one access to VALI D|ticket; mod n] when the copy in its
local cache has been invalidated. The operation release() costs two accesses to the main shared memory.
So the complexity, measured as the number of accesses to the main shared memory, is constant for each
use of the critical section.

Moreover, as it does not use the identities of the processes, Anderson’s algorithm works in a process-
anonymous system, and consequently it trivially satisfies the full symmetry property. The initial sym-
metry (same code, same initialization of the local variables) is broken thanks to the use of the operation
fetch&increment which allows the processes to create an asymmetry that is sufficient to solve mutex).

8.2 Local spinning in both the CC model and the DSM model

Anderson’s algorithm is specific to the CC model in the sense that, if executed in the DSM model, it
remains correct but loses its local-spinning property, namely its complexity with respect to the number
of remote shared memory accesses becomes unbounded. In this section, we present a local-spinning
algorithm, due to J.M. Mellor-Crummey and M.L. Scott [64], which is described in Fig. 11. The algo-
rithm works in both models and whose complexity of the acquire() and release() operations is constant
in both architecture models.

Extended atomic-RW+ communication model This operation model is the model atomic-RW+ in-
troduced in Section 2 in which the operation fetch&increment is replaced by a swap operation defined
as follows:

* The invocation of swap(R, aux;) by a process p; atomically exchanges the value in the shared
register R and the value in p;’s local variable auz;.

The operations that a process can invoke are consequently (a) read and write on all shared registers on all
registers except one, and (b) swap() and compare&swap() on the remaining register. As some variables
contain pointers, we use the following notations. Let X denote a register containing a pointer value and
Y denote a register containing a non-pointer value.

* | X denotes the register point to by X.
* 1Y denotes a pointer to Y.
* Hence | (1Y) is the non-pointer register Y and 1 ({ X) is the pointer register X.

Local variables and shared registers Let an “element” be a record composed of two fields: a bit
denoted value and a pointer denoted next. The shared memory is composed of (n + 1) registers,
namely an array NODE|0..(n — 1)] containing elements, and a register TAIL which contains a pointer
initialized to the null pointer denoted |.> TAIL is aimed at pointing to the last element of a FIFO queue.
Thanks to the pointer field in each element, the algorithm will manage elements in NODE[0..(n—1)] so
that they will compose a queue including all the pending requests issued by the processes, the element at

3The algorithm described [64] does not require an array bounded by n (the number of processes). We consider a bounded
array to simplify the presentation.
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the head of the queue being the process that is in the critical section, and its last element being pointed
to by TAIL.

The local memory of a process p; contains three local variables which are pointers to elements in the
shared memory. The local variable mynode; is initialized to T NODE][i] and forever keeps this value.
The local variables previous; and successor; are modified by p; but do not need to be initialized.

operation acquire() is

(1) ({ mynode,;).next < L;

(2) previous; <~ mynode,;

(3) swap(TAIL, previous,);

4) if previous; # L

(5)  then (] mynode,).value < 0;

(6) (J previous,).next < mynode,;
7 wait((| mynode,).value = 1)
(8) endif;

9) return().

operation release() is
(10) if (J mynode,).next # L
(11)  then successor; < (| mynode,;).next;

(12) (J successor;).value < 1

(13) else if = compare&swap(TAIL, mynode,, L)
(14) then wait((| mynode,).next # 1);
(15) successor; < (| mynode,).next;
(16) (J successor;).value « 1

17 end if

(18) if;

(19) return().

Figure 11: Mellor-Crummey & Scott’s 1991 local-spinning n-process mutex algorithm (code for p;) [64]

Algorithm of the operation acquire() When a process p; invokes acquire() it builds a new element
pointed to by mynode; (line 1), copies this pointer in previous, (line 2) and adds its request at the tail of
the queue with the help of the atomic swap operation (line 3). Hence, the content of previous; becomes
the end of the queue and the previous last element is saved in previous;. When this is done, it checks
the previous last element of the queue, which, as mentioned, is now in previous; (line 4). There are two
cases.

* If there no such element (previous; = L), p; terminates its invocation of acquire().

 If previous; # L), p; assigns 0 to | mynode; to indicate it is not yet at the head of the queue
(line 5), places this information in the queue (line 6), and waits until (] mynode,).value = 1,
which is the signal indicating it is now at the head of the queue. When this will happen, p; will
terminate its invocation of acquire() allowing it to enter the critical section (line 7).

Algorithm of the operation release() When a process p; invokes release(), it checks if it has a suc-
cessor in the queue (predicate (| mynode;).next # L at line 10). There are two cases.

* If ({ mynode;).next # L, p; sets to 1 the value field of its successor (lines 11-12), which allows
its successor in the queue to stop waiting at line 7, and consequently terminate its invocation of
acquire().

» If (] mynode;).next = L, p; checks if TAIL = mynode; with the atomic compare&swap
operation (line 13).

— If the operation returns true, p; was alone in the queue. In this case, the operation release()
terminates.
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— If the operation returns false, p;has a successor, but due to asynchrony, this is not yet
registered in (| mynode;).next. So, p; waits until this registration is done (line 14). When
this occurs p; allows its successor to progress (line 15 by executing the same statements as
at lines 11-12).

Properties of Mellor-Crummey and Scott’s algorithm Considering a atomic-RW model extended
with the swap and compare&swap operations, the algorithm satisfies the following properties.

It implements starvation-free mutex.

» A process locally spins on a single register (mynode;) and no two processes locally spin on the
same shared register.

* It satisfies local spinning in both the CC and the DSM architecture model, from which follows
that the time complexity of both operations are constant.

* It “nearly” satisfies the full symmetry property. The process identities are used only in the ini-
tialization part, namely, a process p; uses its identity only to initialize mynode; to a pointer to
NODE]i]. Actually, the algorithm needs to associate one and only one entry of NODE][1.n]
to each process. Hence,if we assume that this pairing is initially done by a “magical” function
that associates a shared register with each process p;, the algorithm satisfies the full symmetry
property.

* This algorithm does not satisfy the important bounded exit property (which is satisfied by all the
other algorithms presented in this article). This property states that the operation release() involves
a fixed number of steps of the invoking process (in other words, this operation does not contain a
wait statement). There are variants of this algorithm that satisfy the bounded exit property while
still meeting the properties mentioned above [35].

* A proof of this algorithm can be found in [47].

Other efficient local spinning algorithms can be found in [8, 35, 82].

9 2020: Mutex Despite Full Anonymity

Process anonymity In a process-anonymous system, it is not possible to distinguish a process from
another process. So, not only do the processes have no name, but they have the same code with the same
initialization of their local variables.

Process anonymity in shared memory systems has been studied in several articles mainly from a
computability point of view or a fault-tolerance point of view, e.g., [13, 17, 41] to cite a few. A survey
on process anonymity in read/write systems is presented in [75].

Memory anonymity Memory anonymity has been introduced a few years ago (2017) in [83]. Let
us see the shared memory as an array of m registers: R[1..m]. In the non-anonymous memory model,
for any x, R[z] denotes the same register for all the processes. This is no longer true in an anonymous
memory: R[z| invoked by p; and R[z| invoked by p; do not necessarily denote the same register. More
precisely, a memory-anonymous system is such that:

* For each process p; an adversary defined a permutation f;() over the set {1,2,--- ,m}, such that
when p; uses the address Rz}, it actually accesses R[f;(x)],

* No process knows the permutations, and

* All the registers are initialized to the same default value denoted _L.
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Let us observe that, due to their anonymity, the access to an anonymous register cannot be restricted to a
given process, i.e., any process can access any anonymous register. Hence all the registers are MWMR.

An example of anonymous memory made up of three registers is presented in Table 2. To emphasize
the fact that R[z] can have a different meaning for different processes, we write R;[x] when p; invokes

R[z].

identifiers for an
external observer

local identifiers
for process p;

local identifiers
for process p;

R[1] Ri[2] R;[3]
R[2] R;[3] R;[1]
R[3] R;[1] R;[2]

permutation | fi(): [2,3,1] | f;0: [3,1,2] |

Table 2: Illustration of the anonymous memory model

Problems such as leader election, agreement, mutual exclusion, renaming, memory de-anonymization
have been addressed in memory-anonymous systems where the processes are not anonymous [3, 38, 39,
76, 83]. Interestingly, anonymous shared memory systems are useful in modeling biologically inspired
distributed computing methods, especially those that are based on ideas from molecular biology [67, 71].

Necessary and sufficient conditions As far as deadlock-free mutex is concerned in an m-process
system where communication is through an anonymous memory of size m, and where process identities
can only be compared (symmetry constraint), the following results are known. Let M (n) be the set of all
the integers relatively prime with 2, ..., n,i.e., M (n) = {msuchthatV/¢:1 < ¢ <n: ged({,m) = 1}.
 If the communication model is atomic-RW: deadlock-free mutex can be solved if and only if

m € M(n) \ {1}. The only if direction was proven in [83], the if direction was proven in [3].

* If the communication model is atomic-RW+ where the additional operation is compare&swap():
deadlock-free mutex can be solved if and only if m € M (n) [3].

These necessary and sufficient conditions provide the asymmetry seed needed to solve mutex in anony-
mous memory symmetric systems.

Mutex in fully anonymous systems A fully anonymous system is a system in which both the pro-
cesses and the memory are anonymous. It is shown in [77] that deadlock-free mutex (a) cannot be
solved if communication is through read/write registers, and (b) can be solved if communication is
through read/write/compare&swap registers if and only if m € M (n).

As in a fully anonymous system, no process has an identity; any algorithm designed for such a
system trivially satisfies the “symmetric with equality” property.

A fully anonymous read/write/compare&swap algorithm The algorithm presented in Fig. 12 is due
to M. Raynal and G. Taubenfeld*. A detailed proof of it can be found in [78].

Let R[1..m] denote the anonymous memory, where each register is initialized to 0. Each process p;
manages a local array of bits myview;[1..m/, all initialized to false, and three local variables denoted
counter;, round;, and competitors,.

A process owns an anonymous register when the register has a positive value and the process is the
last one that wrote this positive value. The local variable counter; stores the number of registers owned
by p;. The bit myview;[j] is true if and only if p; owns the register R;[j].

*A previous version of this fully anonymous read/write/compare&swap mutex algorithm presented in [77] had a faulty
scenario in which deadlock-freedom was not ensured.
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operation acquire() is

(1) round; < 0; counter; < 0; for each j € {1,...,m} do myview,[j] +— false end for;
(2) repeat

3) round; < round; + 1;

4) for each j € {1,...,m} such that myview,[j] do R;[j] < round; end for;

) foreach j € {1,...,m} do

©6) while R;[j] < round; do

(7 myview,[j] < compare&swap(R;[j], 0, round;);
(8) if myview,[j] then counter; < counter; + 1 end if
()] end while

(10)  end for;
(11) competitors; <— n — round; + 1;
(12)  if counter; x competitors, < m then

(13) round; < 0; counter; < 0;
(14) for each j € {1, ..., m} such that myview,[j] do myview,[j] + false; R;[j] < 0 end for;
(15) wait(V j € {1,...,m} : Ri[j] =0) endif

(16) until round; = n end repeat;
(17) return().

operation release() is
(18) for each j € {1,...,m} do R;[j] < O end for;
(19) return().

Figure 12: Deadlock-free mutex for n anonymous processes and an anonymous memory of size m €

Algorithm of the acquire() operation A process p; first initializes its local variables (line 1) and then
enters a “repeat” loop, that it will exit when round; = n (this condition can be replaced by repeating
until myview; = [true, ..., true|). Its behavior inside this loop is composed of three parts.

* When it enters a new round round; = r, a process p; first writes its new round number in the
registers it owned previously (line 4). Those registers are locally registered in the local array
myview;[1..m] (which contains only the value false when p; executes the first round).

Then, p; strives to own more registers by writing its current round number 7 in new registers
(lines 5-10). To this end, p; considers each register such R;[j] < round; (lines 6-8), and for each
of them, loops until R;[j] > round,. To solve possible conflicts in the gain for new registers, the
processes use the atomic operation compare&swap().

Finally, when at line 10, p; exits the “for” loop it entered at line 5, it computes the maximal num-
ber of competing processes (line 11). If the number of registers it owns (registered in counter;) is
smaller than the average number of registers owned by the competing processes (line 12), p;
resigns by resetting to their initial values counter;, round; (line 13) the entries of the array
myview;[1..m] currently equal to true and the anonymous registers it owns (line 14). Then it
waits until it sees all the registers equal to 0.

If p; does not resign (the withdrawal predicate at line 12 is false), it progresses to the next round
if rounds; < n or enters the critical section if rounds; = n (line 18).

Algorithm of the release() operation When a process p; invokes release(), it releases all the anony-
mous registers by writing 0 into all of them one at a time (line 18). Notice that a competing process (if
any) may see some anonymous registers as being released (i.e., equal to 0) and other registers as being
not yet released (i.e., still equal to n). This will cause no problem since in such a case, the process will
either continue to the next round (if it owns enough registers) or release all the registers it owns and
waits in line 15 until it sees each anonymous register equal to 0.
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On the updates of myview;[j] It is easy to see that the assignment myview;[j] < true executed
by p; (line 7) has R;[j] = 0 as pre-condition and R;[j] = round; > 0 as post-condition. Similarly the
assignment myview;[j] < false (line 14) is executed with R;[j] = round; > 0 and followed by the
statement R;[j] <— 0 to obtain R;[j] = 0 as post-condition. It follows that the sum of all the counters of
the competing processes is equal to the number of registers that have positive values. Moreover, due to
the compare&swap() operation, each register with a positive value is owned by exactly one process.

10 By Way of Conclusion

Considering process failures Mutex cannot be solved in read/write systems where processes may
simply crash in its critical section (a crash is a premature definitive stop). Thus, some additional as-
sumptions must be made to cope with process failures.

In Section 3.3 of [82], mutex algorithms are considered that are immune to some type of process
failures, where a process may repeatedly fail and restart. Informally, a process fails by returning to the
beginning of its code (also called the remainder code) and resetting all the registers for which it has write
access to their predefined default values. This means that registers that may be written by more than one
process cannot be used since one of the processes that has the write permission may fail and “take the
shared register with it”. Thus, in such a case, only SWMR registers may be used.

Another approach consists in enriching the model by providing the processes with information on
failures. This is the failure detector-based approach introduced in [27]. The weakest information on
failures to solve mutex has been established in [15, 30]. Assuming atomic registers, a crash-tolerant
version of Lamport’s Bakery mutex algorithm is described in [30].

An important recent advancement in hardware technology is developing non-volatile random-access
memory (NVRAM), which retains its state despite a power outage. When a crash occurs, it causes
the CPU registers’ values (including the program counters) to be set to arbitrary values, but any pieces
of the algorithm’s state stored in the NVRAM remain intact. So, when a process p; restarts after a
crash, instead of redoing everything from the beginning, it might be possible for p; to "recover" its
state by consulting the NVRAM variables and resume the computation from where it was at the time
of the crash. This new hardware technology has initiated research on the design of recoverable mutual
exclusion algorithms. In [40], Golab and Ramaraju were the first to formalize the recoverable mutual
exclusion problem and designed several algorithms that are resilient to process (or system) crashes by
adapting traditional mutual exclusion algorithms.

A natural extension of mutex: group mutex This problem, introduced by Y. Joung in [48], is a
generalization of the mutual exclusion and readers-writers problems [29]. It ensures mutual exclusion
on different groups of processes in accessing a critical section (resource) while allowing processes of the
same group to share the critical section (resource). More developments on group mutex can be found
in [42, 43, 49, 63].

An operating system view The interested reader can consult [18] and [33] for an early history of
concurrent programming. These articles are oriented towards the concept of a process, basic synchro-
nization mechanisms, and operating system architecture.

Books on mutex A very first book entirely dedicated to mutex is [72], that considered algorithms
published until 1986. A presentation of mutex algorithms published after 1986 appeared in [9]. Then was
published [82], which is entirely devoted to synchronization. Several books have several full chapters
devoted to mutex (e.g, [14, 37, 45, 52, 61, 73] to cite a few).
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Mutex in message-passing systems This date-based history of mutex was devoted to shared memory
systems. The reader will find a survey on mutex algorithms for asynchronous message-passing in Part
III of [73] (more generally, this book is devoted to algorithms in failure-free asynchronous message-
passing systems.) Among the very first message-passing mutex algorithms there are the ones described
in [54, 60]. The reader will also find an example-based intuitive introduction to distributed computing
in [84] and an introduction to self-stabilizing algorithms in [4], both including mutex algorithms.

From mutex to consensus Recently appeared in [70] a short history on evolution from mutex to
consensus (i.e., the inescapable need for processes to agree in order to cooperate correctly in the presence
of adversaries such as asynchrony and failures).
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