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Abstract
We describe DreyFVS, a heuristic for Directed Feedback Vertex Set submitted to the 2022 edition of Parameterized Algorithms and Computational Experiments challenge. The Directed Feedback Vertex Set problem asks to remove a minimal number of vertices from a digraph such that the resulting digraph is acyclic. Our algorithm first performs a guess on a reduced instance by leveraging the Sinkhorn-Knopp algorithm, to then improve this solution by pipelining two local search methods.

1 Introduction
In the following, a directed graph, or digraph $G = (V, E)$ is a set of vertices $V$, and a set of arcs $E$, consisting of ordered pairs of vertices. For a vertex $v \in V(G)$, we denote its out-neighbourhood by $N^+(v) = \{ u \in V(G) : (v, u) \in E \}$, and its in-neighbourhood by $N^-(v) = \{ u \in V(G) : (u, v) \in E \}$. A directed cycle is a sequence $(u_1, \ldots, u_k, u_1)$ such that $(u_i, u_{i+1}) \in E(G)$. A directed acyclic graph, DAG for short, is a digraph containing no cycles. Given a set of vertices, we let $G[X]$ be the graph induced by $X$. A strongly connected component of $G$ is a vertex set $X$ such that there is a path between any pair of vertices in $G[X]$. We say that $(u, v)$ is a digon if it is a (directed) cycle of length two. We say that a set $C \subseteq V$ is a $d$-clique whenever $|C| = d$ and each pair $(c, c') \in C$ forms a digon. The Directed Feedback Vertex Set problem takes as input $G = (V, E)$ and asks for a set $X \subseteq V$ such that $G[V \setminus X]$ contains no directed cycle. We consider the minimization version of the problem, asking for $X$ to be of minimal size.

Our algorithm first applies reduction rules to obtain a smaller instance, guesses a first solution using a Sinkhorn-Knopp algorithm, then uses two heuristics to improve the solution in a local manner. A C++ implementation is available on a public git repository [1].

---

* This is a brief description of one of the highest ranked solvers of PACE Challenge 2022. It has been made public for the benefit of the community and was selected based on the ranking. PACE encourages publication of work building on the ideas presented in this description in peer-reviewed venues.
In Section 2, we present the steps needed to guess our first solution. We first describe our reduction rules 2.1, based on those described by Lin and Jou [4], and provide an extension to their CORE rule. Then, we give an overview of the Sinkhorn-Knopp method in 2.2. In Section 3, we describe our two local search heuristics.

2 Guessing a solution

2.1 Reductions

At any step of the reduction, one can deal with each strongly connected component independently, as solutions to the instance are exactly unions of solutions to each strongly connected component. The main reductions rules applied in our algorithm are those developed in [4], namely LOOP, IN0, IN1, OUT0, OUT1, PIE, CORE and DOME. Given a vertex \( v \in V(G) \), a bypass of \( v \) consists in the deletion of \( v \), followed by the addition of arcs \((u, w)\) for any \( u \in N^-(v), \ w \in N^+(v)\). The goal of the bypass operation is to reduce instances where \( v \) can always be replaced by another vertex in the solution. Towards motivating our extension of the CORE rule, we first describe rule IN1, note that the OUT1 rule is symmetric when \( v \) admits a single out-neighbour.

▶ Reduction Rule 1 (IN1). If a vertex \( v \in V(G) \) admits a single in-neighbour, bypass \( v \).

Indeed, the in-neighbour of \( v \) is part of any cycle containing \( v \). A solution using \( v \) in the original graph yields a solution of the same size using its in-neighbour in the reduced graph. Thus, a solution in the reduced graph is also a solution in the original one.

In [4], the CORE rule looks to bypass a vertex \( v \) that is a CORE of some \( d \)-clique, meaning that it forms a \( d \)-clique with all its (in or out) neighbours. We extend this rule by applying it whenever its in-neighbours or its out-neighbours form a \( d \)-clique.

▶ Reduction Rule 2 (CORE'). If a vertex \( v \in V(G) \) is such that \( N^-(v) \) or \( N^+(v) \) forms a \( d \)-clique, bypass \( v \).

Indeed, considering the case where \( N^-(v) \) forms a \( d \)-clique, any solution to DFVS must contain at least one vertex per digon in \( N^-(v) \), thus at least \( d - 1 \) vertices of \( N^-(v) \) in total. Then, by the same arguments as rule IN1, taking the remaining in-neighbour of \( v \) in a solution is at least as good as taking \( v \). The case is symmetrical when \( N^+(v) \) forms a \( d \)-clique, using the OUT1 rule.

2.2 The Sinkhorn–Knopp Algorithm

Given a graph \( G \), we construct our first solution \( X \) by the heuristic of Shook and Beichl [5]. We call a set of vertex disjoint cycles a disjoint cycle union, or DCU for short. Given an \( n \times n \) matrix \( A \), the permanent of \( A \) is defined as \( \text{perm}(A) = \sum_{\sigma \in S_n} \prod_{i=1}^{n} a_{\sigma(i)} \). The idea of the heuristic is to iteratively add vertices \( v \) that are contained in many DCUs to the solution \( X \). While computing all DCUs is not efficient, a first observation is that the permanent of \( A \) allows us to count the number of spanning DCUs in \( G \), where a spanning DCU is a DCU covering all vertices of the graph. To lift the spanning constraint and count all DCUs, it is possible to take the permanent of the matrix \( M = A + I \). If we denote by \( M_{ij} \) the matrix \( M \) with row \( i \) and column \( j \) removed, we define the \textit{m-balance} matrix \( \text{m-bal}(M) \) as in [2]:

\[
\text{m-bal}(M)_{ij} = \frac{m_{ij} \cdot \text{perm}(M_{ij})}{\text{perm}(M)}
\]
Then, \( \text{m-bal}(M)_{vv} \) is the fraction of DCUs that do not contain \( v \). Thus, small values lead us to consider the addition of \( v \) to the solution. Computing \( \text{m-bal}(M) \) is still hard, nevertheless \cite{2} provides a way to approximate \( \text{m-bal}(M) \). This is done by computing the Sinkhorn balance matrix \( \text{s-bal}(M) \) through the Sinkhorn-Knopp algorithm \cite{6} applied on \( M \). Sinkhorn-Knopp is an iterative algorithm where each iteration has a \( O(|E|) \) complexity. We decided to apply \( \log |V| \) iterations leading to a \( O(|E| \log |V|) \) complexity for the computation of \( \text{s-bal}(M) \). We can now describe our iterative construction of solution \( X \). As long as graph \( G \) is not empty, we compute \( \text{s-bal}(M) \) and add the vertex \( v \) minimising \( \text{s-bal}(M)_{vv} \) to \( X \), then, we apply our reduction rules to the remaining graph \( G \setminus \{v\} \) and re-iterate.

3 Local search

The solution obtained in the previous section is further improved using two greedy local search heuristics sequentially. In the following, \( G \) refers to a strongly connected component of the reduced instance, and \( X \) to our current solution for DFVS.

3.1 Vertex Swapping

The first local operation consists of a simple vertex swap. Namely, we remove a vertex from the current solution \( X \), and if a cycle is created we attempt to replace it with another vertex of the cycle at random. We iterate through every vertex \( v \) of \( X \). If \( G \setminus X \cup \{v\} \) is acyclic, we remove \( v \) from \( X \) such that the solution size decreases by 1. Otherwise, we consider a cycle \( X \) in \( G \setminus X \cup \{v\} \), and choose some other vertex \( w \in C \setminus \{v\} \), replacing \( v \) with \( w \) in \( X \) if \( G \setminus X \cup \{w\} \setminus \{w\} \) is acyclic.

3.2 Vertex Ordering Perturbation

Recall that a digraph is acyclic if and only if its set of vertices admits a topological ordering, that is, an order \( \pi \) over \( V \) such that for every arc \((u, v), \pi(u) < \pi(v)\). Our idea, similar to that of \cite{3}, is to define a unique DFVS \( X_\pi \) from any ordering \( \pi \) of \( V \), and then swap the positions of random pairs of vertices in \( \pi \), aiming to reduce the size of the solution \( X_\pi \).

We first show how to construct \( X_\pi \) from \( \pi \). Start with \( X_\pi^0 = \emptyset \), and then define \( X_\pi^n \) inductively as follows:

\[
X_\pi^{n+1} = \begin{cases} 
X_\pi^n & \text{if } N^+(v^n_{\pi}) \cap V_\pi^n \subseteq X_\pi^n \\
X_\pi^n \cup \{v^n_{\pi}+1\} & \text{otherwise}
\end{cases}
\]

Where \( V_\pi^n = \{v \in V \mid \pi(v) \leq n\} \) and \( v^n_\pi \) is the vertex such that \( \pi(v^n) = n \). We then set \( X_\pi = X_\pi^{[n]} \). Notice that \( X_\pi \) can be computed in linear time using a traversal of \( G \) in the order given by \( \pi \).

We can use this structure to derive a simple local search algorithm, which repeatedly chooses a uniformly random pair of vertices \((u, v)\) and swaps their positions to obtain a new ordering \( \pi' \) such that \( \pi'(u) = \pi(v), \pi'(v) = \pi(u) \) and \( \pi'(w) = \pi(w) \) for \( w \notin \{u, v\} \). We then compute \( |X_{\pi'}| \), and if \( |X_{\pi'}| \leq |X_\pi| \), we validate the swap and set \( \pi = \pi' \), otherwise we cancel the swap and leave \( \pi \) unchanged. In practice, iterating this process quickly reduces the size of the solution \( X_\pi \) on most instances.

Given a solution \( X \) obtained after applying the local search of the previous section 3.1, we can compute the initial value of \( \pi \) using a topological sort of the acyclic digraph \( G[V \setminus X] \), to which we append a random permutation of \( X \).
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