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Bosonic cat qubits stabilized by two-
photon driven dissipation benefit from ex-
ponential suppression of bit-flip errors and
an extensive set of gates preserving this
protection. These properties make them
promising building blocks of a hardware-
efficient and fault-tolerant quantum pro-
cessor. In this paper, we propose a per-
formance optimization of the repetition
cat code architecture using fast but noisy
CNOT gates for stabilizer measurements.
This optimization leads to high thresholds
for the physical figure of merit, given as
the ratio between intrinsic single-photon
loss rate of the bosonic mode and the en-
gineered two-photon loss rate, as well as
an improved scaling below threshold of the
required overhead, to reach an expected
level of logical error rate. Relying on the
specific error models for cat qubit opera-
tions, this optimization exploits fast par-
ity measurements, using accelerated low-
fidelity CNOT gates, combined with fast
ancilla parity-check qubits. The significant
enhancement in the performance is ex-
plained by: 1- the highly asymmetric error
model of cat qubit CNOT gates with a ma-
jor component on control (ancilla) qubits,
and 2- the robustness of the repetition cat
code error correction performance in pres-
ence of the leakage induced by fast opera-
tions. In order to demonstrate these per-
formances, we develop a method to sam-
ple the repetition code under circuit-level
noise that also takes into account cat qubit
state leakage.

Francois-Marie Le Régent: francois-marie.le-regent@inria.fr

1 Introduction
Bosonic encoding of quantum information is ex-
pected to lower the number of physical compo-
nents required to perform quantum computations
at scale [1, 2]. The crux of bosonic architectures is
to leverage the infinite dimensional Hilbert space
of a quantum harmonic oscillator (QHO) to im-
plement some redundancy required for quantum
error correction in a single physical component,
an approach that has been coined “hardware-
efficient” [3]. Although these architectures are
theoretically promising, operating such a con-
catenated “bosonic code + discrete variable (DV)
code” below the threshold of the DV code is still
experimentally challenging for current state-of-
the-art superconducting platforms, thereby mo-
tivating subsequent research to improve the the-
oretical performance of these proposals.

In this work, we focus on the “cat qubit + rep-
etition code” architecture [4, 5] with the objec-
tive of optimizing its error correcting capability.
In this approach, the state of a QHO is con-
fined through an engineered two-photon driven
dissipative process to a two-dimensional subspace
spanned by two coherent states | ±α⟩, or equiva-
lently by the coherent superpositions of those two
states, the Schrödinger cat states:

|C±
α ⟩ := N±(|α⟩ ± | − α⟩) (1)

where N± = (2(1 ± exp(−2|α|2)))−1/2 are nor-
malizing constants. The computational states of
this so-called cat qubit are given by

|0⟩C = (|C+
α ⟩ + |C−

α ⟩)/
√

2 = |α⟩ + O(e−2|α|2)

|1⟩C = (|C+
α ⟩ − |C−

α ⟩)/
√

2 = | − α⟩ + O(e−2|α|2).

The engineered two-photon driven dissipative
process can be effectively modelled by a Lindblad
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term of the form L2ph = √
κ2(â2 − α2) (we refer

to [3] for further details on how such a process can
be engineered in a superconducting platform and
how it stabilizes the cat qubit manifold). This en-
gineered process will be in competition with other
coherent and incoherent processes tending to leak
the QHO out of the cat qubit manifold or causing
a drift in the manifold. Among these processes,
the dominant one is the undesired single-photon
loss, modelled by a Lindblad term of the form
L1ph = √

κ1â.
The cat qubit stabilized by the two-photon

driven dissipative process benefits from an intrin-
sic protection against bit-flip errors where the
rate of such errors is exponentially suppressed
with the mean number of photons |α|2 [6, 7]. Re-
lying on this protection, and the fact that it is
possible to perform an extensive set of quantum
operations preserving such an error bias, two of us
proposed in [4] to concatenate such an encoding
with a repetition code to conceive a fault-tolerant
architecture with a universal set of logical gates.

We concatenate the cat qubits with a repeti-
tion cat code in order to protect it against phase
flips. The distance-d repetition code encodes a
single logical qubit into a 1D array of d physi-
cal cat qubits, see Fig. 1(a). To operate against
phase flips, the code space is defined as the +1
common eigenspace of the d− 1 stabilizers of the
set S = {XiXi+1, i ∈ J1 ; dK} that are measured
repeatedly Fig. 1(b). The logical |+⟩L and |−⟩L

states are given by tensor products of physical
|±⟩ states, |±⟩L := |±⟩⊗n

C and the logical compu-
tational states are defined as:

|0⟩L = 1
(
√

2)n−1

∑
j∈{0,1}n,|j| even

|j⟩C

|1⟩L = 1
(
√

2)n−1

∑
j∈{0,1}n,|j| odd

|j⟩C .

The quantum circuit to perform the stabilizer
measurements is shown in Fig. 1(c), where all the
operations are implemented in a bias-preserving
manner [4]. The X logical operator of the ancilla
cat qubit is then measured via a photon number
parity measurement, displayed in Fig. 1(d) (see
also [10]).

The elementary figure of merit that quanti-
fies the performance of this architecture is given
by η = κ1/κ2, where κ1 is the rate of unde-
sired single-photon loss, and κ2 corresponds to
the rate of the engineered two-photon loss mech-

anism, stabilizing the cat qubit. More precisely,
the performance of this architecture is quantified
both in terms of a threshold for this figure of
merit η (called ηth in this paper) below which
the concatenation with the repetition code leads
to an exponential suppression of phase-flip errors,
and in terms of the physical resources required to
operate the architecture at a given target error
rate ϵL for a fixed value of η < ηth.

In order to optimize the operation of this archi-
tecture, we investigate the acceleration of CNOT
gates involved in stabilizer measurements. While
the driven dissipative implementation of CNOT
gate for cat qubits, as detailed in [4, 5] and re-
called in the next section, ensures the preserva-
tion of exponential bit-flip suppression, its accel-
eration can lead to significant increase in phase-
flip error probability, decreasing the gate fidelity,
and also to some leakage out of the cat qubit
subspace. Adding appropriate “refreshing steps”
in the error correction logical circuit, countering
the leakage of the cat qubit, we show that, de-
spite the degraded gate fidelity, the performance
of error correction is significantly enhanced due to
a faster measurement cycle. This enhancement
is explained by two facts: first, the phase-flip
error probability on the control (measurement)
and target (data) cat qubits are highly asym-
metric with the major contribution on the mea-
surement qubits, and second, the residual leak-
age merely leads to short-range (both in time and
space) measurement error correlations that affect
marginally the performance of error correction.
Through careful Monte Carlo simulations, with
a circuit-level error model taking into account
the impact of leakage, we show that operating
the code in this fast gate regime achieves close-
to-optimal performance, and that an application-
wise relevant error probability of ϵL = 10−10 per
error correction cycle may be achieved with a rep-
etition code of distance 25 under a realistic hard-
ware assumption η = 10−3.

The paper is structured as follows. Sec-
tion 2 summarizes the common principle ex-
ploited throughout this work. More specifically,
we show how “faster yet noisier” gates are desir-
able in the context of error correction because of
the high resilience of stabilizer codes to measure-
ment errors (compared to errors damaging the
encoded data); but lead in the context of dissi-
pative cat qubits to important state leakage that
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Figure 1: QEC circuit for the distance-d repetition cat code. (a) a repetition cat code consists of a 1D array
of stabilized cat qubits, where the phase-flip error correction is performed by repetitive XX parity measurements
between neighboring cat qubits. (b) The QEC on a distance-d phase-flip repetition code is performed by repeated
XX parity measurements. (c) Each QEC cycle is composed of d − 1 XX parity checks between neighboring cat
qubits. Each parity check is performed by applying bias-preserving CNOT gates between the two associated data cat
qubits (as targets) and one ancilla cat qubit (as control). The ancilla cat qubit is finally measured in its X basis. (d)
The measurement of an ancilla cat qubit in the X basis is performed through a photon number parity measurement.
This is done by turning off the two-photon dissipation mechanism on the ancilla cat qubit and following a Ramsey
type experiment proposed in [8] and realized in [9, 10]. In this scheme the ancilla cat mode is coupled dispersively
to a qubit, e.g. a transmon, where the interaction Hamiltonian is given by Ĥint = ℏχ

2 σ̂zâ
†â. The Ramsey sequence

consists then of applying two π/2-pulses on the qubit separated by a waiting time of π/χ. During the waiting time,
the qubit accumulates a phase of 0 or π depending on the photon number parity of the cat mode. The final readout
of the qubit thus measures this observable.

needs to be carefully addressed. In Section 3,
we thoroughly analyze the impact of simple ac-
celeration of CNOT gates on the error correction
performance. In Section 4, we further investi-
gate the idea of asymmetry in the measurement
and data cat qubit errors, by separating the time
scales associated to their dynamics. More pre-
cisely, the idea that we exploit here is to use fast
measurement cat qubits with large single-photon
and two-photon dissipation rates κ1 and κ2, and
slow data cat qubits with smaller rates κ1 and κ2,
but a similar ratio η = κ1/κ2.

2 Repetition cat qubit, error model
and leakage

Similarly to the case of surface code with
conventional qubits (e.g. transmons) [11],
the error-correction performance of the “cat
qubit+repetition code” architecture is mainly de-
termined via the error probabilities of the CNOT
gates involved in stabilizer measurements. In [4],
inspired by [12], two of us proposed an adia-
batic implementation of the CNOT gate for the
cat qubits stabilized by two-photon dissipation.
While this implementation preserves the expo-
nential suppression of bit-flip errors, the phase-

flip errors can occur both due to intrinsic loss
mechanism of the QHO and also due to higher
order corrections to the adiabatic process. More
precisely, on the one hand, the implementation
needs to be slow enough with respect to the
two-photon dissipation rate κ2, so that the non-
adiabatic effects do not induce significant phase-
flip errors. On the other hand, this slow imple-
mentation leads to further phase-flip errors due
to intrinsic single-photon loss of the QHO at rate
κ1. This leads to stringent requirements for the
figure of merit η = κ1/κ2 to ensure a high-fidelity
operation.

Throughout the past few years a certain num-
ber of proposals have targeted this issue [13, 14,
15, 16, 17]. By various alterations of the dissipa-
tive process or the addition of the Hamiltonian
confinements, these references aim at accelerat-
ing the operation of the bias-preserving gates,
thus improving their fidelity. These modifications
however usually come at the expense of more
complex implementations, and sometimes also at
the expense of losing the protection against bit-
flip errors. As mentioned in the introduction,
here we consider the possibility of using a low-
fidelity operation by accelerating the operations
for the original implementation [4] and rather
examine the impact of fast low-fidelity gates at
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the logical level [13]. In this section, we start
by reminding the proposal of [4] for realizing the
CNOT gate and the associated error models. We
next discuss the expected performance of error
correction at the repetition code level. Finally, we
also provide details on how the leakage induced by
the finite gate time could limit this performance.

2.1 CNOT gate and error model
In this paper, we denote the control cat qubit
of the CNOT gate by the index a (standing for
the ancilla qubits for the repetition code stabilizer
measurements) and the target one by the index d
(standing for the data qubits). As proposed in [4],
the CNOT gate can be implemented with a time-
varying dissipative mechanism modelled by the
master equation

dρ̂

dt
= κ2D[L̂a]ρ̂+ κ2D[L̂d(t)]ρ̂− i[Ĥ, ρ̂]. (2)

Here D[L̂](ρ̂) = L̂ρ̂L̂† − 1
2

(
L̂†L̂ρ̂+ ρ̂L̂†L̂

)
, and

L̂a = â2 − α2 corresponds to regular two-photon
driven dissipation for the ancilla mode â pinning
its state to the manifold of cat states Span{|C±

α ⟩},
and

L̂d(t) = d̂2 − α2 + α

2
(
e2i π

T
t − 1

)
(â− α)

with T the duration of CNOT gate, ensures a π-
rotation of the target data mode d̂ conditioned
on the state of ancilla being in | − α⟩. The last
term

Ĥ = π

4αT
(
â+ â† − 2α

) (
d̂†d̂− α2

)
corresponds to a feed-forward Hamiltonian added
to reduce the non-adiabatic errors induced by fi-
nite gate time.

The error model for such an implementation of
the CNOT gate is detailed in [4, 5] and is briefly
recalled here. This error model takes into ac-
count the non-adiabatic effects due to the finite
gate time, as well as the errors induced by the
undesired single photon decay of the ancilla and
data modes. This undesired decay is modelled
by the additional Lindbladian super-operators
κ1D[â] and κ1D[d̂]. As discussed in [4, 5], the
addition of other noise mechanisms such as ther-
mal excitations or photon dephasing has little im-
pact on these error models. While the bit-flip
type errors remain exponentially suppressed as

exp(−2|α|2), the probability of the phase-flip er-
rors are given by

pZa = |α|2κ1T + 0.159 1
|α|2κ2T

(3)

pZd = pZaZd = 1
2 |α|2κ1T. (4)

On the one hand, the probability of ancilla
phase-flip errors pZa comprises two parts. The
first term corresponds to the errors induced by
single photon loss and is proportional to the mean
photon number of the cat state |α|2 and the gate
duration T , and the second term to the errors
induced by non-adiabatic effects. As analyzed
in [5], the probability of these errors scales in-
versely with |α|2 and T . The proportionality co-
efficient 0.159 is obtained via a numerical fit, close
to the estimated analytical value of π2/64 derived
in [5]. On the other hand, the data phase-flip er-
rors Zd, as well as simultaneous data and ancilla
errors ZaZd, are only induced by the single pho-
ton loss and their probability is therefore simply
proportional to |α|2T .

The gate time T that minimizes the to-
tal phase-flip error probability of the CNOT
gate pCNOT = pZa + pZd + pZaZd is T ⋆ =
0.282/|α|2√

κ1κ2, which corresponds to a CNOT
error probability

p∗
CNOT = 1.13

√
κ1
κ2
. (5)

2.2 Expected performance of error correction

Here we study the CNOT gate from the perspec-
tive of its application in error syndrome mea-
surements for phase-flip error correction. In this
aim, the references [18, 5] perform Monte-Carlo
simulations of the error correction logical circuit.
These simulations are performed with a circuit-
level error model in which all operations (gates,
state preparations and measurements, and idling
times) are noisy. More precisely, the CNOT
gate errors are given by Eqs. 3 and 4 with
T = T ⋆. Furthermore, assuming that the ancilla
preparation and measurement can be achieved
in the same time T ⋆, each ancilla preparation
is accompanied by a phase-flip error probability
of |α|2κ1T

⋆ = 0.282
√
κ1/κ2 and similarly, each

ancilla measurement is faulty with probability
0.282

√
κ1/κ2. Finally, the idle time during an-

cilla measurement or preparation is accompanied
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(a) (b)

Figure 2: (a) Leakage of the data qubit starting from the code space and during a CNOT gate of duration T = 1/κ2
and a reconvergence step of the same duration for |α|2 = 4, η = 10−3. The inset displays both the quantum circuit
used to mitigate the leakage via reconvergence and the locations of the leakage probabilities displayed in plot (b).
More precisely, the gray arrow indicates that the leakage probability pl1 in plot (b) is given at this point in the
circuit. The same indictaion holds for the red arrow and the leakage probability pl2 . (b) Data leakage probabilities
pl1 and pl2 , before and after the refreshing step, and the bit-flip error probability pIX on data qubit for different
values of the gate duration T (in units of 1/κ2) and mean photon population |α|2. The orange curves illustrate
the leakage in the absence of the refreshing step and the green curves illustrate the leakage after a refreshing step
of the same duration T as the gate. Finally, the blue curves correspond to the bit-flip error probability. In the
“cat qubit+repetition code" architecture, we can safely neglect the leakage when its probability (green curve) is
below the bit-flip probability (blue curve). In these simulations, the ancilla used as the control qubit is initialized
in ρ̂m = 1

2 (|0⟩C⟨0| + |1⟩C⟨1|) = 1
2 (|C+

α ⟩⟨C+
α | + |C−

α ⟩⟨C−
α |). This provides the average data leakage probability

independently of the ancilla state.

by a phase-flip error probability of 0.282
√
κ1/κ2

in data qubits. The simulation results are sum-
marized in Figs. 4a and 5a.

Denoting by η := κ1/κ2 the figure of merit for
stabilized cat qubits, we roughly expect the scal-
ing of the logical error probability to be pZL ∝
(η/ηth)d/4, where ηth refers to the fault-tolerance
threshold and d is the code distance. The power
of d/4, instead of d/2, is explained by the fact
that the physical error probabilities scales with√
η. This expectation is confirmed by fitting the

numerical results of Fig. 4a to the ansatz

pZL = ad

(
η

ηth

)cd

(6)

where we obtain the prefactor a = 7.7×10−2, the
exponential scaling c = .258 and the phase-flip
threshold ηth = 7.61 × 10−3. These numerical re-
sults are obtained by Monte Carlo simulations of
the physical phase-flip errors and their propaga-
tion in the circuit followed by a minimum-weight
perfect matching (MWPM) decoder [19, 20].

Here, we discuss these expected error correc-
tion performances in two limits. First, in the
limit of η → ηth ≈ 7.61 × 10−3, we note that the
operation times T ⋆ → 3.23/|α|2κ2. This means
that various gates are performed in times of order
1/κ2 or much shorter. As it will become clear in
the next subsection, such short gate times lead

to non-negligible leakage out of the code space
that could lead to new challenges such as time-
dependent and correlated error models. In order
to overcome this problem, in the next subsection,
we propose to add a qubit refreshment process
acting as a leakage reduction unit (LRU). This
however comes at the expense of a deterioration
of the threshold as it increases the total dura-
tion of the QEC cycle. Next, we note that in the
limit of η → 0, the operation time T ⋆, scaling
as 1/|α|2κ2

√
η, becomes long with respect to the

typical entropy evacuation time of 1/κ2. This
is mainly to ensure a balanced reduction of er-
ror probability between data and ancilla qubits.
In Section 3, we argue that relaxing this require-
ment of balanced error probability reduction can
lead to significantly better error correction per-
formance.

2.3 Leakage and qubit refreshment step

The finite duration of the CNOT gates in the er-
ror correction circuit also leads to significant leak-
age out of the code space. Note that, contrary
to the case of conventional qubits, and due to
the continuous variable nature of encoding in cat
qubits, the logical operations such as the CNOT
gate perform rather well even in presence of leak-
age. The main issue is with a coherent build-up
of the leakage leading to different error models
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for the operations in the logical circuit from one
step to the other. More importantly, such a leak-
age could also lead to correlated errors in time
and space that could drastically limit the perfor-
mance of the error correction.

This leakage out of the code space is quantified
by the mean value of the projector P̂⊥ = Î −
P̂ with P̂ = |C+

α ⟩⟨C+
α | + |C−

α ⟩⟨C−
α | and Î is the

identity. For instance, the optimal gate time T ⋆

for η = 10−3 and |α|2 = 8 is close to 1/κ2. As
it can be seen in the simulations of Fig. 2a, this
leads to a leakage out of the code space as large
as 7.1 × 10−3.

A simple solution to handle leakage in the con-
text of dissipative cat qubits consists in refocus-
ing the cat qubit in the code space by letting
it evolve under the action of two-photon driven
dissipation. More precisely, each CNOT gate is
followed by a qubit refreshing time during which
the driven two-photon dissipation refocuses the
leaked state to the code space. This simple pro-
cess can be compared to more invasive LRUs
considered for instance in the context of trans-
mon qubits [21, 22, 23] that convert leakage into
Pauli errors. One typical solution, implemented
recently in an experiment [23], consists in adia-
batically sweeping the qubit frequencies past a
lossy resonator to swap excitations and go back
to the (|g⟩, |e⟩) manifold in every round of the
QEC circuit [24].

In Fig. 2b, we compare the leakage rate after
this qubit refreshing time with the bit-flip proba-
bility for different values of the cavity population
|α|2. In these simulations, we consider a similar
CNOT gate time and subsequent qubit refreshing
time of T . By varying this duration T , we note
that for T ≳ 1/κ2, the leakage rate post refresh-
ing time is below the bit-flip error probability and
hence can be safely neglected. Therefore, we con-
sider the duration T = 1/κ2 to be a lower bound
on the CNOT gate time one can use in the QEC
circuit without introducing spurious effects due
to leakage. This means that the logical circuit
simulations of Fig. 4a and the overhead estima-
tion of Fig. 5a from [18] need to be revised close
to the threshold value for η, for which the gate
duration T ⋆ becomes too short. Note that this
lower bound could be reduced as |α|2 increases
but we choose a conservative approach indepen-
dent of the photon number.

Looking again at Figs. 4a and 5a, we need to

consider the impact of adding these refreshing
steps, therefore dealing with longer correction cy-
cles. More precisely, we need to add a refresh-
ing step of length 1/κ2 between the two CNOTs
in one error correction cycle to avoid propaga-
tion and creation of correlated errors. Monte
Carlo simulations indicate marginal change in the
overhead estimates with respect to Fig. 5a for
η < 10−3. But for η larger than 10−3 the ex-
pected overhead can increase significantly. This
can also be understood by looking at the color
map on the curves of Fig. 5a. For η < 10−3 the
gate duration is larger than 1/κ2 which allows
neglect the additional refreshing step.

3 Accelerating QEC cycle with fast
CNOTs

In the previous section, we noted that in the limit
of η → 0, a CNOT operation time T ⋆ ensuring
its optimal fidelity becomes very long compared
to the entropy evacuation time of 1/κ2. We also
argued that this long operation time mainly se-
cures a balanced reduction of error probability be-
tween data and ancilla qubits. The idea that we
pursue in this section is that QEC is much more
resilient to ancilla errors than data ones. More
precisely, the QEC tolerates finite measurement
errors induced by ancilla phase-flips at the ex-
pense of a slightly degraded error threshold [25].
This fact, further clarified in Subsection 3.1, mo-
tivates the choice of accelerating the CNOT gates
to a minimal gate time of 1/κ2 equivalent to the
time needed for leakage removal. Relying on the
asymmetric error model of the CNOT gate, dis-
cussed in Subsection 2.1, such a reduction of the
gate time leads to a reduced phase-flip error prob-
ability of data qubits due to single photon loss,
at the expense of increasing ancilla qubits phase-
flip error probability induced by non-adiabatic ef-
fects. In Subsection 3.2, we show that this faster
cycle time drastically improves the error correc-
tion performance scaling with η.

3.1 Resilience of QEC to ancilla errors

Following the discussion of Subsection 2.1, with
the choice of T ⋆ as the CNOT gate time, the error
probability for the ancilla and data qubits (ne-
glecting the correlation for the simultaneous data
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and ancilla errors) are given by

pZa = 0.987√
η, pZd = 0.282√

η.

Taking into account the ancilla preparation and
detection errors, as well as the idle time data er-
rors, this gives rise to a phenomenological error
model [25] with data error probability per cycle
given by p = 1.128√

η and measurement error
probability given by q = 2.538√

η. In particular,
in the limit where η → 0, both these error prob-
abilities also tend to zero with √

η. This explains
the threshold curves provided in Fig. 4a where
pZL scales with ηd/4 in the limit of small η.

As explained earlier, the idea that we pursue
in this section is to reduce the operation times to
T = 1/κ2 instead of T ⋆. Following once again the
discussion of Subsection 2.1, the ancilla and data
qubit error probabilities are now given by

pZa = 0.159 1
|α|2

+ 1.5|α|2η, pZd = |α|2η.

We furthermore assume that the ancilla prepara-
tion and measurement, as well as data idle time
error probabilities are given by |α|2κ1T = |α|2η.
In order to avoid leakage induced errors, we fur-
ther consider a qubit refreshing time (LRU) of
1/κ2 between two CNOT operations in one cycle
(see the inset of Fig. 4b). During this qubit re-
freshing time, we need to consider an additional
error probability of |α|2η for both ancilla and
data qubits. Now, for any value of the mean
photon number |α|2, as η goes to zero, the data
error probability p = 5|α|2η tends to zero pro-
portionally to η (to be compared to √

η in the
previous case), but the ancilla error probabil-
ity q = 0.318/|α|2 + 6|α|2η converges to a fixed
non-zero value given by 0.318/|α|2. As discussed
in [25], for such a phenomenological error model
where the measurement error probability is fixed,
it is still possible to find a threshold for the data
errors. In Fig 3, we plot the threshold pdata, th
for data error probability as a function of a fixed
measurement error probability pmeas. More pre-
cisely, for fixed values of pmeas between 1% and
20%, we numerically calculate pdata, th such that
the logical error probability pZL after a MWPM
decoding scales as pZL = ad(pdata/pdata, th)c(d+1),
with c ≈ 0.5. See the Appendix for further de-
tails on the QEC circuit sampling and the fitting
procedure to obtain the threshold values.
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0.05
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Figure 3: Error probability threshold pdata,th of the rep-
etition code using the phenomenological error model
when the measurement error probability is fixed to pmeas.
One stabilizer measurement cycle is shown in the inset
where the locations of errors are highlighted: data errors
with probability pdata (shown as red stars) and mea-
surement errors with probability pmeas (shown as blue
stars). The circuit is repeated d times. The circuit is
sampled 107 times, or until 103 logical errors have oc-
curred, whichever comes first. The error bars are smaller
than the data point sizes.

We note that, with a significant measurement
error probability of 10 to 20%, we can still ex-
pect error thresholds of a few percents on data
qubits. Furthermore, increasing the measure-
ment error in this range, we only slightly decrease
the data error threshold value. This threshold is
thus quite resilient to measurement errors. Also
note that for pmeas = 10%, the data threshold
pdata is smaller than the value (10%) obtained
in the context of the repetition code with sym-
metric phenomenological error model (pmeas =
pdata) [25]. This is explained by the fact that
the pmeas is fixed to 10% even in the asymptotic
regime pdata ≪ pdata,th where the threshold is
computed.

3.2 Logical circuit simulations and overhead
estimates

Similarly to the Subsection 2.2, here we numeri-
cally simulate the error correction circuit plotted
in the inset of Fig. 4b. In this logical circuit, at
each QEC cycle, the ancillas are prepared in the
state |+⟩C over a time duration of 1/κ2 and are
also measured along their X axis over a similar
duration. The CNOT gates are also performed
over the same duration of 1/κ2, and if not fol-
lowed by an ancilla preparation and measurement
step, we consider an additional qubit refreshing
step of duration 1/κ2 to refocus the qubit state on
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the cat manifold, avoiding leakage-induced prob-
lems. Similarly to the previous subsection, the
phase-flip error probabilities for the qubit prepa-
ration, measurement and idling steps are given
by pZa = pZd = |α|2η. Also the phase-flip error
probabilities for the CNOT gates are given in (3)
and (4) with T = 1/κ2.

The results of these simulations for the partic-
ular choice of mean photon number |α|2 = 8 and
several code distances d are plotted in Fig. 4b.
These results are to be compared to the case of
the choice of T ⋆ as the duration of the operations,
plotted in Fig. 4a and discussed in Subsection 2.2.
We can see that for this value of |α|2 = 8, the
threshold ηth has decreased from 7.6 × 10−3 to
2.3 × 10−3. This can be simply explained with
the arguments in the end of Subsection 2.3. In-
deed, this threshold is over-estimated for the case
T = T ⋆ as close to this choice, the CNOT gates
could induce important leakage that is neglected
in the simulations of Fig. 4a. However, the impor-
tant observation is that below the new threshold
value ηth ≈ 2.3 × 10−3, in the regime where we
benefit from the exponential suppression of the
logical phase-flip with the code distance, the co-
efficient in the exponent has nearly doubled going
from c = 2.58 × 10−1 (close to one quarter) to
c = 4.4 × 10−1 (close to one half).

So far, we have only considered the logical
phase-flip error. In order to estimate the required
overhead to reach a certain logical error rate, the
bit-flip errors need to be taken into account. In
the logical circuit (inset of Fig. 4b), all operations
have non zero bit-flip error probability. Neverthe-
less, by far, the most significant contribution to
the bit-flip error is due to the CNOT gates and
therefore we neglect the contribution of the other
operations. For the CNOT gate, with the param-
eter η in the typical range of values between 10−5

to 10−2 considered here, the probability of bit-flip
type errors numerically fits the following ansatz
pCNOT

X = 0.5 × e−2|α|2 . Here pCNOT
X sums over all

the possible error mechanisms leading to a bit-
flip: X1, X2, Y1, Y1X2, X1X2, Z1X2, Y2, X1Y2,
X1Z2, Y1Y2, Y1Z2 and Z1Y2. Also, while the first
term corresponds to bit-flip errors induced by sin-
gle photon loss at rate κ1, the second term (inde-
pendent of η) corresponds to non-adiabatic bit-
flip errors. Looking at the QEC circuit plotted
in the inset of Fig. 4b, an upper bound for the
total bit-flip error probability per QEC cycle is

therefore given by pXL = 2(d− 1)pCNOT
X .

Now, the overall logical error probability per
error correction cycle ϵL can be upper bounded
by pXL + pZL . In Fig. 5b, we plot, as a function
of η, the minimum values of the code distance d
and of the mean photon number |α|2 leading to
a logical error rate ϵL = 10−5, 10−7 and 10−10.
This is to be compared to the choice of T = T ⋆

for the operations in the logical circuit, plotted
in Fig. 5a. Once again one should note that the
estimated overhead in this latter case needs to
be taken with precaution as for larger values of
η ≳ 10−3, strong leakage has been neglected in
these simulations. The addition of a qubit re-
freshing time as in Subsection 2.3, would bring
the required overhead closer to what is estimated
in Fig. 5b for these values of η ≳ 10−3. More in-
terestingly, for smaller values of η below 10−4, the
required code distance is smaller because of the
better scaling of pZL with η, as explained above.
For example, for η = 10−5, a logical error rate
of ϵL = 10−10 is achieved using a repetition of 9
cat qubits of size |α|2 ≈ 14 versus a repetition
code distance of 15 cat qubits of size |α|2 ≈ 13
with the prior choice T = T ⋆. The higher photon
number can be explained by a higher bit-flip er-
ror probability coming from non adiabaticity in
the context of faster gates, as can be seen in the
insets of Figs. 5a and 5b.

4 Accelerating measurement cycle
with fast ancilla qubits

In the previous section, we showed that
the error correction performance of the “cat
qubit+repetition code” architecture could be im-
proved by accelerating the CNOT gates. In this
section, we explore a different idea to further ac-
celerate the error syndrome measurements.

The key fact we exploit here is that, from an
experimental point of view, the difficult quan-
tity to minimize is the ratio between the un-
desired single-photon loss (or other decoherence
channels of the harmonic oscillator) and the en-
gineered two-photon dissipation rate η = κ1/κ2,
while there is some flexibility to set the absolute
value of these quantities (κ1 and κ2) by varying
the specific circuit design of the cat qubit. The
hint behind this fact is that circuit designs lead-
ing to high-Q modes with very low κ1 usually
rely on a strict isolation of the mode, making it
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Figure 4: Probability that the error correction based on the parity measurement circuit displayed in the inset induces
a logical ZL error on the repetition cat qubit after the correction is performed. The dotted lines correspond to
the asymptotic regime and fit the empirical scaling formula pZL = ad

(
η

ηth

)cd

, see App.A. (a) These simulations
correspond to the case where the operation times that are fixed to T ∗ and neglect the leakage induced by fast
operations (occurring for η ≳ 10−3). For the scaling formula, we find a = 7.7×10−2, c = .258 and ηth = 7.6×10−3.
(b) These simulations correspond to the case where the operation times are fixed to 1/κ2 and where we add refreshing
steps between CNOT gates to remove the leakage, and |α|2 = 8. In this case, we find a = 3.2 × 10−2, c = .44 and
ηth = 2.3 × 10−3.
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Figure 5: Estimated number of cat qubits per repetition cat qubit used as a quantum memory, versus the physical
figure of merit η = κ1/κ2. The different curves correspond to different values of ϵL the target logical error probability
per QEC cycle, and the numbers on the curves give an indication of the required mean number of photons |α|2.
These points are found through a fitting procedure to extrapolate per-cycle phase-flip error rates with increasing
code distance d. (a) This plot corresponds to the case of Fig.4a where the operation times are fixed to T ∗ and the
leakage is neglected. The color plot shows the value of operation time T ∗ which changes here with η and |α|2. The
overhead is underestimated for η ≳ 10−3 as the operation time T ∗ becomes short in front of 1/κ2, thus leading
to an important leakage out of the cat qubit subspace. The inset shows the total bit-flip error probability versus
mean number of photons for two typical values of η during a CNOT gate. Here, the dotted lines correspond to the
numerical fit pCNOT

X =
(
5.58√

η + 1.68η
)
e−2|α|2 [5]. (b) This plot corresponds to the case of Fig.4b, where the

operation times are fixed to 1/κ2 and extra refreshing steps are added to suppress leakage. The inset shows the total
bit-flip error probability versus mean number of photons with a rate ranging from η = 10−2 to η = 10−5 during a
CNOT gate. Here, the dotted line corresponds to the numerical fit pCNOT

X = 0.5 × e−2|α|2 .

harder to get a strong non-linear coupling to this
mode. As a consequence, it is harder to engineer
a two-photon exchange between this high-Q mode
and a low-Q buffer mode, ultimately limiting the
strength of the engineered two-photon dissipation

κ2. Motivated by this observation, we now as-
sume an asymmetry between the dissipative rates
of the ancilla and data cat qubits Θ := κa

2/κ
d
2 > 1,

while keeping the value of η = κa
1/κ

a
2 = κd

1/κ
d
2

fixed.
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This section is structured as follows. First, we
demonstrate how this extra freedom in the sys-
tem parameters can be exploited to obtain a dras-
tic improvement of error correction performance.
The regime achieving this performance requires
implementing fast CNOT gates with respect to
the data cat qubit stabilization time 1/κd

2, result-
ing in an important state leakage for the data
qubits. Next, we investigate the two spurious
effects induced by this leakage: the bit-flip er-
rors induced by leakage accumulation and corre-
lated measurement errors for phase-flip error cor-
rection. Via thorough numerical simulations in-
cluding these effects, we argue that they are not
detrimental to the operation of the code in this
regime. In Subsection 4.3, by using an appro-
priate basis for the Hilbert space of the data cat
qubits, we show that one can use a classical model
for measurement error correlations. This observa-
tion makes the full Monte Carlo simulations of the
logical error correction circuit including measure-
ment correlations numerically tractable. Building
on such numerical simulations, in Subsection 4.4,
we compute the error correction overheads for the
implementation presented in this section.

4.1 Asymmetric phase-flip error model and
state leakage
As detailed in subsection 2.1, performing the
CNOT gate in finite time creates non-adiabatic
phase-flip errors on the ancilla qubit with prob-
ability 0.159/|α|2κ2T . When the ancilla and
data cat qubits have different stabilization rates,
Θ > 1, one may wonder whether the gate should
be adiabatic with respect to the slowest of the
two timescales 1/κd

2, or if it suffices to be adia-
batic with respect to the fast timescale 1/κa

2. We
check the latter by numerically simulating the fol-
lowing evolution implementing a CNOT gate (in
presence of single-photon loss)

dρ̂

dt
= κa

2D[â2 − |α|2]ρ̂+ κd
2D[L̂d(t)]ρ̂

+ κa
1D[â]ρ̂+ κd

1D[d̂]ρ̂− i[Ĥ, ρ̂]
(7)

As discussed previously, we assume κa
1/κ

a
2 =

κd
1/κ

d
2 = η, and we vary the asymmetry value

Θ = κa
2/κ

d
2, and the gate time is set to TCNOT =

1/κa
2. The resulting phase-flip error probabilities

are shown in Fig. 6. The non-adiabatic phase-
flip errors on the ancilla qubit only slightly in-
crease with the asymmetry Θ, which indicates
that the gate time TCNOT = 1/κa

2 is sufficiently
slow with respect to the timescale of the an-
cilla qubit. On the data cat qubit, however,
the phase-flips are only caused by single pho-
ton loss, which scale with the CNOT gate time
as pZd = |α|2κd

1TCNOT/2 = |α|2η/2Θ. There-
fore, for a fixed value of η and for a gate time
TCNOT = 1/κa

2, increasing the asymmetry results
in decreasing the data phase-flip error probabil-
ity.

Given the considerations of Subsection 3.1 on
the resilience of QEC to measurement errors, it
is expected that increasing the ratio Θ between
the ancilla and data stabilization rates leads to
an improvement of the error correction perfor-
mance, as it results in a linear reduction of data
phase-flip errors at the cost of a slight increase
in measurement errors. At a heuristic level, this
can be understood from the fact that the perfor-
mance of QEC depends on the typical time at
which syndrome information is extracted (here,
∝ 1/κa

2) versus the typical time at which errors
occur (∝ 1/κd

1)

QEC cycle time
quantum coherence time

∝ κd
1
κa

2
= η

Θ .
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Thus, by leveraging the system asymmetry Θ,
one can hope to achieve a higher threshold value
for η.

While this approach seems promising, it creates
an important issue that needs to be addressed.
Indeed, by fixing the gate time according to the
stabilization rate of the fast ancilla qubits, the
data cat qubits see a much faster dynamics than
their confinement rate, TCNOT = 1/Θκd

2 ≪ 1/κd
2.

As argued in Subsection 2.3, such fast gates lead
to an important amount of leakage outside the
code space. This is numerically investigated in
Fig. 6, and as expected, increasing the system
asymmetry, while fixing the gate time to be the
inverse of the ancilla qubit stabilization rate, re-
sults in a constant leakage on the ancilla qubit
but leads to an important amount of leakage on
the data qubit.

As previously discussed in Subsection 2.3, this
can lead to two problems: leakage induced bit-
flips on data qubits, and correlations in the mea-
surement errors compromising the functioning of
the repetition code error correction. In the next
subsection, we investigate these two effects.

4.2 Numerical investigation of leakage-induced
bit-flips and measurement error correlations

In order to investigate the effect of data leakage
as a function of increased system asymmetry, we
perform numerical simulations of repeated logi-
cal X measurements according to the circuit de-
picted in Fig. 7a. In this simulation, we focus
on the non-adiabatic effects by neglecting other
noise sources (i.e. we assume κa

1 = κd
1 = 0). The

measurement is repeated Θ times (using integer
values of the asymmetry Θ for simplicity) as the
system asymmetry is increased, such that the to-
tal simulated time T = 1/κd

2 is fixed.
To check the impact of leakage on the bit-

flip errors, the data cat qubit is initialized in
|0⟩C = (|C+

α ⟩ + |C−
α ⟩)/

√
2 and the ancilla in

the mixed state ρa = (|+⟩C⟨+| + |−⟩C⟨−|)/2 =
(|C+

α ⟩⟨C+
α |+|C−

α ⟩⟨C−
α |)/2. The particular choice of

fully mixed initial state for the ancilla qubit pro-
vides an average of the bit-flip error probabilities
over all possible initial states. Also the dynam-
ics for the data cat qubit is symmetric, which
explains the choice of initial state |0⟩. For each
value of |α|2, and asymmetry Θ, the probability
of data bit-flip errors is calculated after Θ rounds
of measurement. This is done by calculating the

mean value of the invariant JZ on the data cat
qubit, defined in [26] as JZ = J+− + J−+, and
exponentially close to sign(x̂). As can be seen in
Fig. 7b, even though the data cat qubit has an im-
portant amount of leakage due to the fast gates,
the bit-flip error probability remains exponen-
tially suppressed with the mean number of pho-
tons |α|2. More precisely, increasing the asymme-
try leads to an increase in the absolute values of
the bit-flip probabilities but does not significantly
impact their exponential suppression. This can
be qualitatively understood from the fact that the
distortion of the state induced by the fast gates
is local in phase space, while creating bit-flips re-
quires a transfer of population between left and
right half planes in the phase space.

The analysis of the impact of leakage on the
measurement errors is more subtle. In this sub-
section, we investigate it with the same toy model
simulation of the circuit in Fig. 7a. Further anal-
ysis and simulations of the full QEC logical cir-
cuit are provided in the next subsection. Here,
both ancilla and data qubits are initialized in the
state |+⟩ = |C+

α ⟩. In absence of errors, all Θ mea-
surements would produce the outcome +1. How-
ever, the phase-flips on the ancilla qubit during
the operation of the gate lead to measurement er-
rors (note that in absence of other noise sources
the data qubit does not undergo any phase-flip).
More precisely, the CNOT gates, while inducing a
leakage on data cat qubits, do not change the pho-
ton number parity which encodes the logical X
operator. This leakage however compromises the
functioning of the recurring CNOT gates, leading
to further phase-flip errors in the ancilla qubit.
This can be seen in Fig. 7c where the probabil-
ity of ancilla phase flip errors increases after each
round of circuit execution. The more subtle effect
of the data leakage is however that, this leakage
surviving over many measurement rounds, leads
to correlated measurement errors. The impact
of this correlation can be observed throughout a
majority vote as shown in Fig. 7d.

The probability of an incorrect majority vote
(a majority of ‘−1’ measurement outcomes) is
plotted in Fig. 7d (left-hand plot), with the label
“Quantum correlations”, as the master equation
simulations correspond to a full quantum treat-
ment. These simulations are to be compared to
the right-hand plot in the same Figure 7d, where
the measurement error correlations are neglected
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Figure 7: (a) Simulated circuit for studying the effect of leakage on bit-flips and phase-flips leading to measurement
error correlations. The circuit is repeated Θ times where Θ stands for the asymmetry between data and ancilla cat
qubit stabilization rates. At each run, the ancilla is re-initialized in the state ρ̂a (to be defined later) but the data
cat qubit follows its evolution (with leakage out of the cat qubit subspace). (b) Data bit-flip error probability pX as
a function of the mean photon number |α|2 after Θ execution rounds of circuit in plot (a). In these simulations, we
re-initialize the ancilla qubit on the state ρ̂a = (|+⟩C⟨+| + |−⟩C⟨−|)/2 = (|C+

α ⟩⟨C+
α | + |C−

α ⟩⟨C−
α |)/2 at each round.

Furthermore, the data one is initialized at the very beginning in the state |0⟩C = (|C+
α ⟩ + |C−

α ⟩)/
√

2. The two fits
correspond both to pX ∝ e−2|α|2 with different pre-factors. (c) Control (ancilla) phase-flip error probability for Θ
execution rounds of circuit in plot (a) and |α|2 = 4. As it can be seen, for each fixed Θ, due to the accumulated
leakage in data cat-qubits, the probability of these phase-flip errors (leading to measurement errors) increase with
the number of execution rounds. Furthermore, the overall probability also increases with Θ as the operation becomes
faster with respect to data qubits stabilization rate. In these simulations, we re-initialize the ancilla qubit on the
state ρ̂a = |+⟩C⟨+| = |C+

α ⟩⟨C+
α | at each round. Furthermore, the data one is initialized at the very beginning in the

state |+⟩C = |C+
α ⟩. The measurement is performed along the X axis of the ancilla qubit. Ideally each measurement

should give the value +1, but the phase-flip errors of the ancilla lead to measurement errors whose probability
increases with the number of execution rounds and with the asymmetry. (d) This plot studies the leakage-induced
correlation in the measurement errors of plot (c). The plain lines (quantum correlations) in the left plot correspond
to the measurement error if we rely on a majority vote of the Θ measurement results of circuit in plot (a). In these
simulations, the measurement errors will be correlated as a result of long-lived leakage of data cat qubits. The right
plot corresponds to the same measurement error if the error probabilities are taken from plot (c) but we neglect the
potential correlations between them. We can observe a significant difference between these results pointing towards
the importance of these correlations. The dashed line in the left plot correspond to an effective and tractable classical
model for the correlations obtained in Section 4.3. We see that this classical model captures quite well the quantum
correlations due to the leakage.

by refocusing the data mode to the cat manifold
after each measurement. The higher error proba-
bilities in the left-hand plot reveal the impact of
correlation: less information is extracted through
each measurement.

The good news however is that even in pres-
ence of these correlations, increasing the system
asymmetry Θ leads to a significant improvement

of the overall measurement fidelity. Even though
larger asymmetry increases the target state leak-
age, resulting both in individual lower CNOT
gate fidelities and correlations between measure-
ment errors, the fact that it is possible to re-
peat more measurements in the same amount of
time 1/κd

2 extracts more information. For in-
stance, for a mean photon number of |α|2 = 10,
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the measurement infidelity in the symmetric case
(Θ = 1, and therefore a single measurement) is
about 1.8×10−2; while Θ = 11 (and thus repeat-
ing the measurement 11 times) yields an effective
measurement infidelity of 2.9 × 10−5.

As a conclusion, even though the leakage-
induced correlations indeed reduce the global fi-
delity obtained from an increased measurement
repetition rate, using an asymmetric ancilla-data
system remains an efficient strategy to obtain a
high-fidelity effective measurement. In the next
subsection, we go further in this analysis and ex-
plain how to capture such correlation effects in
full QEC circuit simulations.

4.3 Tractable model for leakage-induced cor-
relations

In this subsection, we develop a model to per-
form circuit-level simulations of a repetition code
while including the effect of state leakage. In pre-
vious works [18, 5], the circuit-level simulations of
concatenated ‘cat qubit + repetition code’ were
done in two steps: first, an effective Pauli error
model was derived for the cat qubits. This was
achieved with an analytical model reduction or
using a master equation simulation. The goal of
this first step is to reduce the description of error
channels acting on the full Hilbert space of the
harmonic oscillator to a description on the two-
dimensional cat qubit manifold. The second step
then consists in performing (efficient) sampling
of the repetition code logical circuit using these
effective error models.

In the present work, however, we are interested
in the regime where the state of data cat qubits
are highly deformed and thus cannot be treated
as two-dimensional systems. Furthermore, we are
specifically interested in investigating the effect of
leakage-induced correlations on the logical error
probability of the repetition code. Thus, it is cru-
cial to use an enlarged (dimension > 2) Hilbert
space to capture the effect of state leakage.

The strategy used to perform such simulations
is the following. First, we describe the system
dynamics in a basis adapted to the cat qubit en-
coding, the so-called ‘Shifted Fock Basis’ (SFB)
introduced in [5]. We argue that the quantum
coherence created between such basis states can
be safely neglected for the purpose of capturing
the correlation effects. This assumption is justi-
fied both with numerical evidence and by making

a model reduction (valid in the regime Θ ≫ 1)
for which we show explicitly that the dynam-
ics does not create significant coherence between
these states. Under this assumption, the errors
due to the CNOT process map a pure state to a
classical mixture of such basis states. The circuit
is then efficiently sampled by generating a ran-
dom number to select one state of the classical
mixture according to the corresponding probabil-
ity distribution. We now detail these steps.

For a detailed introduction to the SFB, we refer
the reader to the Appendix C of [5], and we only
recall the basics here for self-completeness. The
basis is built using two families of ‘cat-like’ states
of well-defined photon-number parity based on
displaced Fock states

|ϕ±,n⟩ := 1√
2 [D(α) ± (−1)nD(−α)]|n⟩.

These states are not normalized (but their norm
is exponentially close to 1 in the limit |α|2 ≫ 1),
and the cat qubit subspace is spanned by |ϕ±,0⟩.
The index ± refers to the photon-number parity
of the associated state, and the index n refers
to the excitation number out of the cat qubit
subspace. Following the subsystem decomposi-
tion idea in [27], the basis states may be writ-
ten as |ϕ±,n⟩ = |±⟩ ⊗ |n⟩ where the first state
in the tensor product refers to the state of a
logical encoded qubit and the second one refers
to a gauge mode. Noting that the annihila-
tion operator of the original mode â acts as
â|ϕ±,n⟩ =

√
n|ϕ∓,n−1⟩ + α|ϕ∓,n⟩, in the SFB it

writes â = Za ⊗ (b̂a +α) where, Za represents the
Pauli Z operator on the encoded qubit, and b̂a

represents the annihilation operator of the virtual
gauge mode. In this basis, assuming κa

1 = κd
1 = 0,

the undesired part of the dynamics associated to
the CNOT process (obtained by going to an ap-
propriate rotating frame [5] in (7)) can be approx-
imated by

dρ

dt
= −i π4T

[
Za ⊗ (b̂ab̂d + b̂†

ab̂
†
d), ρ

]
+ 4κa

2|α|2D[b̂a]ρ
+ 4κd

2|α|2D[Za(2πt/T ) ⊗ b̂d]ρ,

(8)

where Za(θ) = exp(iθZa/2). In this approxima-
tion, detailed in the Appendix D of [5] (equa-
tion (D26)), we consider at most one excitation
in the gauge modes and weak couplings are also
neglected. More precisely, the above approximate
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model only makes sense up to the first excita-
tion of the gauge modes b̂a and b̂d. Therefore,
the gauge modes b̂a and b̂d can be replaced by
gauge qubits σ̂g

a,− and σ̂g
d,−. Here, noting fur-

thermore that κa
2 ≫ κd

2, we adiabatically elimi-
nate the ancilla gauge qubit σ̂g

a,−, while keeping
the data gauge qubit σ̂g

d,−.
This leads to the effective master equation

dρ

dt
=4κd

2|α|2D[Za(2πt/T ) ⊗ σ̂g
d,−]ρ

+ π2

16|α|2κa
2T

2 D[Za ⊗ σ̂g
d,+]ρ.

(9)

We note that for an initial state of the form

ρin = ρa
in,0 ⊗ |0⟩d

g⟨0| + ρa
in,1 ⊗ |1⟩d

g⟨1|

the solution remains of the same form (i.e. diag-
onal with respect to the data gauge qubit), with
ρ0 and ρ1 satisfying

d

dt
ρa

0 = r1Za

(2πt
T

)
ρa

1Za

(
−2πt
T

)
− r2ρ

a
0

d

dt
ρa

1 = r2Zaρ
a
0Za − r1ρ

a
1, (10)

with r1 = 4κd
2|α|2 and r2 = π2/16|α|2κa

2T
2.

The above observation essentially means that
the data gauge qubit can be treated as a clas-
sical memory bit. More precisely, during each
CNOT operation, starting from any state 0 or
1, this classical bit can either stay in its initial
state or switch to the other state and this is ac-
companied by the application of an appropriate
partial Kraus map on the ancilla qubit. We de-
note these Kraus maps as K0→0, K0→1, K1→0,
and K1→1, and note that starting from the an-
cilla qubit state ρa and data gauge bit 0, the
data gauge bit remains in the state 0 with proba-
bility tr [K0→0(ρ)] and switches from 0 to 1 with
probability tr [K0→1(ρ)]. The validity of these as-
sertions is checked by simulations of Fig. 7d. In
these simulations, labeled “Classical correlations”,
we simulate the circuit of Fig. 7a, but this time
by treating the data gauge mode as a classical
bit. This is done by neglecting the off-diagonal
elements of the density matrix in the evolution
of the master equation. Such a classical treat-
ment of the data gauge modes will become more
clear in the following discussion of the QEC cir-
cuit simulations.

In each error correction round, the ancilla
qubits, initialized in |+⟩⟨+|, undergo two such

Kraus maps associated with the adjacent data
gauge qubits. These ancilla qubits are finally
measured in the X basis. More precisely, the
state of ancilla qubit a adjacent to two data
gauge bits d and d′, undergoes the Kraus maps
Ki′→j′ ◦ Ki→j , before being measured in the X
basis. Here i and j (resp. i′ and j′) are initial
and final states of the data gauge bit d (resp.
d′). To perform efficient circuit-level simulations
of the repetition code while accounting for state
leakage, one therefore only needs to estimate the
values

pi′→j′,i→j = ⟨−|Ki′→j′ ◦ Ki→j(|+⟩⟨+|)|−⟩.

These values correspond to the probabilities of an
erroneous measurement, conditioned to the clas-
sical gauge bits d and d′ switching respectively
from states i and i′ to the states j and j′. In prac-
tice, we evaluate the above probabilities by simu-
lating twice the master equation (8) associated to
a CNOT gate, once with data gauge mode d and
once with data gauge mode d′, where the ancilla
gauge mode is initialized in |0⟩⟨0| and the ancilla
qubit in |+⟩⟨+|. Furthermore, the data gauge
modes d and d′ are initialized in |i⟩ and |i′⟩ and we
calculate the final population of |−⟩a⊗|j⟩d⊗|j′⟩d′ .

4.4 Overhead estimates

Using the efficient sampling of the repetition
code, we perform Monte Carlo simulations of the
repetition code to estimate the thresholds and
logical phase-flip error rates for increasing sys-
tem asymmetry. For a symmetric system (Θ=1),
the common practice is to repeat d times the sta-
bilizer measurements (followed by a final perfect
measurement of the stabilizers to ensure projec-
tion over the logical code space) to estimate the
logical error probability, where d is the code dis-
tance. For an asymmetric system (Θ>1), the
temporal correlations between measurement er-
rors result in a decrease of the effective ’time’
distance of the code, such that estimating the
threshold on a time window of d rounds would be
inaccurate. Instead, we replace each of the d sta-
bilizer measurement rounds by a block of Θ ‘fast’
stabilizer measurements, such that the logical er-
ror probability is evaluated over a constant total
time, even when the asymmetry is increased. Af-
ter each block of Θ ‘fast’ stabilizer measurements,
a refreshing time of duration 1/κd

2 is inserted on
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Figure 8: A quantum error correction cycle for an asymmetric repetition cat qubit (here the code distance is d = 3).
In each cycle, the d − 1 stabilizers are measured Θ times, noting that each measurement round takes a duration
of ∆tmeas = 5/κa

2 . This duration corresponds to an ancilla preparation time step, two rounds of CNOT operations
spaced by an ancilla qubit refreshing time step, and finally an ancilla measurement time step. After Θ rounds of fast
measurement cycles, we add a round of data qubit refreshing step of duration 1/κd

2, bringing the total duration of
the QEC cycle to ∆tcycle = 6/κd

2. This QEC cycle is repeated d times before going through a MWPM decoder.

the data cat qubits to remove the leakage. The
simulated circuit is summarized in Figure 8.

The simulation results are fitted to the empir-
ical formula

pZL(d, η, |α|2,Θ) ≈

a(|α|2,Θ)
(

η

ηth(|α|2,Θ)

)c(|α|2,Θ)(d+1)
(11)

to estimate the phase-flip threshold ηth, the pref-
actor a, and the scaling coefficient c, for different
system asymmetries Θ and different values of the
mean photon number |α|2. These estimations are
depicted in Figure 9. As expected, the threshold
increases with the system asymmetry. Each block
of Θ rounds of stabilizer measurements (replacing
a single round in the symmetric case) implements
an effective high fidelity stabilizer measurement
(as in the case of the X measurement of the pre-
vious subsection, see Figure 7d).

Finally, we estimate as in Subsection 3.2 the
overhead required to achieve a per cycle logi-
cal error rate of ϵL = 10−5, 10−7, 10−10. More
precisely, we first use the above fit (11) for the
logical phase-flip probability, at fixed (|α|2,Θ),
to extrapolate pZL for larger code distances
d and smaller figure of merits η. We also
estimate the per cycle bit-flip error probabil-
ity pXL(d,Θ, |α|2) ∝ d exp(−2|α|2) (which we
find numerically to be dominated by the non-

adiabatic bit-flips during the CNOT gates). Fi-
nally, for each value of η, we numerically optimize
the code distance d and the average number of
photons to achieve pXL + pZL ≤ ϵL. The result-
ing overheads, for different values of the system
asymmetry Θ, are summarized in Figure 10.

As one could expect from the increase in the
repetition code threshold (Figure 9), increasing
the system asymmetry improves drastically the
performance of the repetition code. For instance,
for a fixed value of η = 10−3, a logical error prob-
ability of 10−10 cannot be achieved for a symmet-
ric system, but can be attained with d = 25 data
cat qubits of size |α|2 ≈ 16 per logical qubit for a
system asymmetry of Θ = 20.

5 Conclusions and further discussions

In this work, we proposed and analyzed the accel-
eration of parity measurement cycle in repetition
cat qubits as a means to drastically improve its
error correction performance. This acceleration
includes two ingredients.

The first ingredient consists in accelerating the
CNOT gate, which decreases the fidelity of the
gate but perhaps counter-intuitively, improves
the overall performance of the code. We explain
this improvement by the asymmetric (between
control and target) error model of the CNOT gate
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Figure 9: (a) Logical phase-flip error threshold ηth, (b) prefactor a and (c) scaling coefficient c in the logical phase-flip
error probability fit pZL = ad(η/ηth)c(d+1) as a function of the asymmetry Θ for different values of |α|2. The error
bars are computed as 1.96 standard deviation errors on the parameters (corresponding to 95% confidence level) from
the covariance matrix of the fit and displayed in the three plots, see App.A.
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Figure 10: Estimated number of cat qubits per repetition cat qubit used as a quantum memory, versus the physical
figure of merit η. The three plots (left, center and right) correspond to different values of the target logical error
probability per QEC cycle (10−5, 10−7 and 10−10 respectively) and colors correspond to different values of the
asymmetry Θ = κa

2/κ
d
2. For the points shown in these plots, the required mean number of photons |α|2 to reach

the target logical error rates of 10−5, 10−7 and 10−10 are respectively in the ranges [8, 10], [10, 12] and [14, 16].
These points are found through a fitting procedure to extrapolate per-cycle phase-flip error rates with increasing
code distance d. For each plot, the minimum of the phase-flip thresholds ηth(Θ, |α|2), over |α|2 in the corresponding
range, are displayed as vertical asymptotic frontiers. This can be seen as an upper bound for the value of η above
which one cannot reach the target error rate.

for cat qubits, and by the fact that the repetition
code is more robust to measurement errors than
to errors damaging the encoded information. By
accelerating the CNOT operations, one however
needs to carefully consider the cat qubits state
leakage outside the computational subspace. We
have analyzed the effects of this state leakage and
shown how it can be mitigated by adding appro-
priate qubit refreshing time steps in the logical
circuit.

The second ingredient relies on an asymmet-
ric architecture, where we assume that the typ-
ical dissipative rates (both of the stabilization,
and of the typical decoherence) of the ancilla cat
qubits can be made larger than those of the data
cat qubits. To analyze the performance of the

repetition code in this regime where data cat
qubits suffer from important state leakage, we
introduce a new numerical method that allows
to efficiently sample the repetition code under a
circuit-level noise model, while taking into ac-
count the leakage of the cat qubits. The crux
of this method was to develop a classical model
of correlations that faithfully captures the ef-
fect of the leakage-induced correlations in mea-
surement outcomes. We find that this scheme
achieves close-to-optimal performance of the rep-
etition code, leading to high values of the phase-
flip threshold (e.g ηth ≈ 1% for |α|2 = 8 photons).

This proposal is very much inspired by the ex-
perimental observation that while the parameter
η = κ1/κ2 is hard to decrease, there is some room
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for varying the absolute values of these loss rates
κ1 and κ2. One can for instance think of an ar-
chitecture where the data cat qubits are hosted
in extremely high-Q 3D cavity modes, and where
the ancilla ones are hosted in lower-Q 2D res-
onators. The performances observed through the
Monte Carlo simulations of this paper are encour-
aging for such a concatenated and asymmetric ar-
chitecture.

Throughout this work, we have analyzed exclu-
sively the logical performance of a quantum mem-
ory. One may legitimately wonder if the same
conclusions still apply to the case of logical gate
implementations for repetition cat qubits. In this
architecture [4, 18, 5] two types of gate implemen-
tations can be distinguished: the transversal ones
such as the CNOT gate and the non-transversal
ones such as the Toffoli. For the transversal
implementations, we expect a similar improve-
ment in the logical performance with fast noisy
gates. More precisely, while there is no interest
in accelerating the CNOT operations between the
data qubits in two code blocks, the parity-check
CNOTs in each block can still benefit from the
same acceleration. The CNOT gate errors be-
tween data qubits merely act as the input errors
of a memory. The code being resilient to these
input errors, the logical fidelity of the transver-
sal gate is mainly limited by the performance of
the error correction circuit. The analysis for the
non-transversal implementations is less straight-
forward and requires further investigation. How-
ever, we believe that with some modifications,
these implementations can also benefit from over-
head reduction using fast noisy parity-checks.

One possible direction for extending this work
is to consider biased noise tailored codes that
have some bit-flip error correction capability [5,
28]. In this case, one needs to keep in mind that
the measurement of Z-stabilizers would require
CZ or CNOT gates with data qubits as control
ones. The data qubits are thus necessarily af-
fected by the non-adiabatic errors and as such
one cannot rely on fast low-fidelity gates for Z-
stabilizer measurements. It should however be
possible to rely on two time scales, one fast for
X-stabilizer measurements as they need to com-
pete with high-rate Z errors, and one slow for
Z-stabilizers competing with rare X errors.
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A QEC circuit sampling and threshold estimation

The results of Figures 3, 4, 9 are obtained by Monte Carlo simulations of the associated QEC circuits,
given the error model of the gates, the code distance d, and the noise parameter.

In general, simulating stabilizer QEC circuits is efficient because they rely on Clifford gates, hence
one can use the CHP algorithm [29] for sampling from such circuits. For the repetition code circuit
shown in Fig. 1, the simulations are even simpler as this code is a classical one.

In all above simulations, the system is initialized in the +1-eigenstate of all stabilizers, imperfect
stabilizer measurements are repeated d times where d stands for the code distance, and are followed
by a last perfect round of stabilizer measurements, projecting perfectly the code on an error syndrome
subspace. This repetition of stabilizer measurements allow us to take into account the measurement
error in the decoding procedure.

We simulate the noisy circuitN times and after each execution, we process the results of the syndrome
measurements using a minimum weight perfect matching (MWPM) decoder [11]. The decoder relies on
the precomputed detection graph where the nodes correspond to the locations of detection events, i.e.
measurements in the circuit, and the weights are obtained from the errors models of the gates. Then,
calling Dijkstra’s shortest path algorithm for each pair of detection events gives the complete subgraph
to feed to the matching algorithm, a Blossom V implementation of MWPM algorithm [30, 31, 20].
Finally, monitoring all the pairs of matched nodes that account for data qubit errors provides the
necessary correction step to remove these errors. After this correction step, either the logical state
has not changed |ψout⟩L = |ψin⟩L, in which case the error correction was successful, or a ZL error has
occurred, |ψout⟩L = ZL|ψin⟩L.

We thus estimate the logical error probability of the circuit pL(d, p) as: pL ≈ Nfail/N , where Nfail is
the number of samples ending with a logical ZL error. For this study, simulated circuits with circuit-
level (respectively phenomenological) error model are run until either Nfail = 500 (resp. Nfail = 103)
logical failures are observed or N = 106 runs were performed (resp. N = 107).

In the case of Figure 3, the noise parameter is given by pdata. For the sake of completeness, we
provide the result of such simulations in the case of pmeas = 1% in Figure 11. In order to obtain the
error threshold values plotted in Figure 3, we have fitted the the logical error probabilities in Figure 11
to the ansatz pZL = ad(pdata/pdata,th)c(d+1). As can be seen in Figure 11, this ansatz fits very well
the asymptotic behaviour of the estimated logical error probabilities. Furthermore, the values of fit
parameters a, c, and pdata,th are shown in Fig. 12 as a function of pmeas.

In the case of Figure 4, the QEC circuits are sampled using a circuit-level error model for the case of
cat qubits and bias-preserving operations and the results are fitted to a similar ansatz pZL

= ad(η/ηth)cd

as discussed in the caption of the Figure. This formula is then used to extrapolate the results of Figure 5.
Finally, in the case of Figure 9 similar simulations are performed for the QEC circuit with the

asymmetric ancilla-data error model and including the correlations induced by the data leakage. The
obtained logical error probabilities are fitted to the ansatz (11) and this formula is used to extrapolate
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Figure 11: Probability that the error correction based on the stabilizer measurement circuit displayed in the inset
of Fig. 3 using a phenomenological error model with a fixed measurement error of 1% induces a logical ZL error
on the repetition cat qubit after the correction is performed. The dotted lines correspond to the asymptotic regime
and fit the empirical scaling formula pZL = ad

(
pdata

pdata,th

)c(d+1)
. The purple vertical dotted line is the value of the

measurement error pmeas and the black dotted line correspond to the fitted value of the threshold.
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Figure 12: (a) Logical phase-flip error threshold pdata, th plotted in Figure 3, (b) prefactor a and (c) scaling coefficient
c in the logical phase-flip error probability fit pZL = ad(pdata/pdata,th)c(d+1) as a function of the measurement error
pmeas. The error bars are computed as 1.96 standard deviation errors on the parameters (corresponding to 95%
confidence level) from the covariance matrix of the fit and displayed in the three plots. We find a scaling coefficient
almost constant and close to its expected value of 1/2, corresponding to the minimal weight of physical errors leading
to a logical one.

the overhead estimates in Figure 10.
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