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1 Introduction
sec:intro

Inverse source problems arising in static electromagnetism have various appli-
cations: for instance to medical imaging and in particular electroencephalog-
raphy (EEG), where the primary cerebral current is to be estimated from
measurements of the electric potential, or to geosciences where the remanent
magnetization of rocks and the Earth, or other celestial bodies, is studied
using magnetic field measurements in order to document their past history
and understand their structure. In magnetostatic aplications, one measures
the magnetic field generated by a magnetization away from its support, and
one seeks to reconstruct the magnetization.

Under the quasi-static assumption on Maxwell’s equations [1], the scalar
magnetic potential PM generated by the magnetization M is subject to the
Poisson-Laplace equation in R3:

∆PM = divM , (1) PLeq

where ∆ =
∑3

i=1 ∂
2
xi

is the Euclidean Laplacian; the limiting condition is that
PM is zero at infinity (see Equation (34), Section 5), and the magnetic field is
then given by the gradient ∇PM of the potential. In EEG, one measures the
electric potential PM generated by the primary cerebral current M away from
its support and one seeks to reconstruct that current. A common feature
to both problems is that the source term on the right hand side of (1) is
the divergence of a vector field: the magnetization or the primary current.
Hereafter, we use the magnetostatic terminology to fix ideas, but everything
applies without change in the electrostatic setting.
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Such questions are severely ill-posed, due to the existence of nonzero
silent magnetizations; i.e., magnetizations that produce no field outside the
body supporting them. Adding to a given magnetization a silent one yields
an equivalent magnetization generating the same field as the original one,
whence a fundamental uncertainty attaches to the solution of these inverse
problems. As a consequence, further assumptions on the unknown magne-
tization are required to set up consistent regularising schemes. In order to
derive such schemes, one needs both working and general characterizations of
silent and equivalent magnetizations; this is the subject of the present paper.

In [2], silent magnetizations supported on a plane in R3 are described
under weak (distributional) regularity assumptions and a similar character-
ization can be obtained on the 2-D sphere, only replacing Riesz transforms
by their spherical analogs defined in terms of layer potentials; see Section
4. In this connection, we note that silent magnetizations of L2-class on the
sphere have long been characterized in terms of their expansion in spherical
harmonics, see for instance [3] for a discussion. Because one deals here with
closed surfaces (the plane being a sphere of infinite radius), one has to dis-
tinguish between silence from one side and from both sides. On the plane
or the sphere, being silent from one side is equivalent to the property that,
in the so-called Hardy-Hodge decomposition of the vector field representing
the magnetization, the component which is a harmonic gradient from the
other side is identically zero. More generally, for a magnetization carried
by a closed Lipschitz surface to be silent from one side, the double layer
potential of the normal component must be equal to minus the single layer
potential of the divergence of the tangential component; see [4, Thms 3.3 &
3.16] for an analysis in L2-classes that does carry over, using results from
[5], to magnetizations of Lp-class for a restricted range of p around 2 (that
depends on the surface); this characterization in fact holds for all p ∈ (1,∞)
when the surface is C1-smooth.

On a closed surface, being silent from both sides is equivalent to be-
ing divergence-free, as a distribution in ambient Euclidean space. This also
characterizes silent magnetizations supported on a slender set (i.e. a set of
Lebesgue measure zero whose complement has only connected components of
infinite Lebesgue measure) [6]; in this reference, magnetizations are modelled
as vector-valued measures (a setting that subsumes Lp-classes). Slender sets
include general open surfaces, whose complement is connected, in which case
there is no notion of silence from one side.

From the previous discussion, one can get a sense of how silent mag-
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netizations carried by a surface are like. In contrast, silent magnetizations
supported in a volume were apparently less investigated, and the goal of this
paper is to study them. Specifically, we show that silent magnetizations of
Lp-class carried by a bounded open set Ω are, for 1 < p <∞, (the restriction
to Ω of) the sum of a gradient and a divergence-free field on Rn, each of
which vanishes outside of Ω. Under very weak assumptions on Ω (see the
precise conditions in Section 5), this amounts to say that silent magnetiza-
tions are the closure of the space generated by smooth compactly suported
gradients and divergence free fields in Ω. When Ω has a bit more smoothness,
for instance if its boundary is locally a Lipschitz graph, then the previous
characterization tells us that silent magnetizations are the sum of a gradi-
ent vector field on Ω with zero tangential boundary component and of a
divergence free field with zero normal boundary component.

As can be surmised from the above discussion, the Helmholtz-Hodge de-
composition of vector fields plays a central role in our analysis. Elaborating
on the previous description of silent sources, we shall characterize the magne-
tization of minimum Lp-norm equivalent to a given magnetization, and this
gives rise to a non-classical decomposition of Lp-vector fields, as the sum of
a gradient with zero tangential boundary component and a divergence-free
field with zero normal boundary component, plus the duality mapping of a
harmonic gradient. When p = 2 it coincides with the Hodge decomposition
in degree 1, but unlike the latter it exists for all p ∈ (1,∞) on any bounded
Lipschitz open set and it is nonlinear. Computing the magnetization of mini-
mum L2-norm equivalent to a given one amounts to solve a Dirichlet problem
for the Laplacian. When p 6= 2, computing an equivalent magnetization of
minimum Lp-norm is more difficult.

The paper is organized as follows. In Section 2, we set up notation and
recall a number of properties of Sobolev functions on Lipschitz domains and
Lipschitz surfaces, as well basic facts concerning divergence-free vector fields.
Section 3 is a quick review of Helmholtz decompositions and Riesz transforms,
while Section 4 compiles known facts on layer potentials. In Section 5 we
characterize silent vector fields on bounded open sets, and we use this in
Section 6 to describe equivalent sources which are L2 norm-minimal, as well
as Lp norm-minimal for p 6= 2 when the open set is Lipschitz. The latter
result yields a nonlinear version of the Helmholtz decomposition that exists
for all 1 < p < ∞, contrary to the classical Helmholtz decomposition that
usually exists only for p ∈ [3

2
− ε, 3 + ε], where ε > 0 depends on Ω [21, Thm

11.1].
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Appendix 7 gathers some technical facts on Sobolev spaces, some of which
maybe new like Theorem 8.

2 Notation and preliminaries
notation

Let Rn denote the Euclidean space of dimension n. Hereafter, we assume
that n ≥ 3. We write x = (x1, · · · , xn)t to display the coordinates of x ∈ Rn,
with superscript “t” to mean “transpose”, and x · y for the scalar product of
x, y ∈ Rn; |x| = x · x1/2 is the Euclidean norm of x. We let B(x, r) be the
open ball centered at x of radius r, and S(x, r) the boundary sphere. We
put χE for the characteristic function of E, and d(E1, E2) for the distance
between E1, E2 ⊂ Rn. We designate the set {x + e : e ∈ E} by x + E, and
for ε > 0 we set Eε := {x ∈ Rn : d (x,E) < ε} for the ε-neighborhoud of E.

2.1 Function spaces
int1

When E ⊂ Rn is Lebesgue-measurable and 1 ≤ p ≤ ∞, we let Lp(E) be
the space of (equivalence classes of a.e. coinciding) R-valued measurable
functions on E whose absolute value to the p-th power is integrable, with
norm ‖g‖Lp(E) = (

∫
E
|g(y)|pdy)1/p (ess. supE |g| if p = ∞). For 1 ≤ p < ∞

and 1/p+1/q = 1, the dual of Lp(E) is Lq(E), isometrically under the pairing
〈f, g〉 =

∫
E
fg. We set Lploc(E) to consist of functions f whose restriction f|K

lies in Lp(K) every compact K ⊂ E.
Given a functional space X, we write [X]m for the corresponding space

of vector-fields with m components, each of which lies in X. For example,
[Lp(E)]m is the space of Rm-valued vector fields M on E whose components
belong to Lp(E), with norm

‖M‖[Lp(E)]m =
(∫

E

|M |p dy
) 1
p

(ess. supE |M | if p =∞), (2) norm

and for 1 ≤ p <∞ the dual of [Lp(E)]m is [Lq(E)]m, 1/p+ 1/q = 1, isomet-
rically under the pairing

〈F,G〉 =

∫
E

F (y) ·G(y) dy. (3) pairingOpq

If E ⊂ Rn and f : E → Rm, we designate by f̃ : Rn → Rm the extension
of f by zero outside E. The notation stands irrespective of m, n and E, but
this will cause no ambiguity.
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When Ω ⊂ Rn is open, W 1,p(Ω) indicates the Sobolev space of functions
lying in Lp(Ω) together with their first distributional derivatives. It is a
Banach space with norm

‖g‖W 1,p(Ω) =
(
‖g‖pLp(Ω) + ‖∇g‖p[Lp(Ω)]n)

)1/p

,

where ∇g = (∂1g, · · · , ∂ng)t denotes the gradient of g and ∂jg the derivativa-
tive with respect to the j-th variable. We let W 1,p

0 (Ω) stand for the closure in
W 1,p(Ω) of C∞c (Ω), the space of infinitely differentiable functions with com-
pact support in Ω. A function belongs to W 1,p

0 (Ω) if and only if its extension
by zero outside Ω belongs to W 1,p(Rn), see [7, Thm. 9.1.3]. If Ω is bounded
and ϕ ∈ W 1,p

0 (Ω), then the Poincaré inequality implies that

‖ϕ‖Lp(Ω) ≤ C‖∇ϕ‖[Lp(Ω)]n (4) Poincare

where C depends only on the diameter of Ω, see [8, Thm. 15.4.1] for a more
general result. The space W 1,p

loc (Ω) is comprised of functions lying in Lploc(Ω)
together with their first order derivatives; it is a Fréchet space, with semi-
norms the Sobolev norms on relatively compact open subsets of Ω exhausting
the latter.

We put Ẇ 1,p(Ω) for the quotient space, modulo constants, of distribu-
tions on Ω whose derivatives belong to Lp(Ω). Such a distribution, say ψ,
necessarily lies in W 1,p

loc (Ω) [8, Sec. 1.1.2], and we write ψ̇ ∈ Ẇ 1,p(Ω) for the
equivalence class of ψ. Endowed with the norm ‖g‖Ẇ 1,p(Ω) := ‖∇g‖[Lp(Ω)]n ,

one can see that Ẇ 1,p(Ω) is a Banach space called homogeneous Sobolev space
(of index p), see [8, Sec. 1.1.13, Thm. 1]. It can be shown that Ẇ 1,p(Rn)
is the closure of C∞c (Rn) with respect to ‖.‖Ẇ 1,p(Rn) for 1 < p < ∞, see the
discussion in Section 3. Hereafter, Gp(Ω) denotes the subspace of [Lp(Ω)]n

defined by

Gp(Ω) := {∇ψ : ψ ∈ W 1,p
loc (Ω), ∇ψ ∈ [Lp(Ω)]n}. (5) defgrad

In other words, Gp(Ω) comprises gradients of members of Ẇ 1,p(Ω). We fur-
ther put Gp

0(Ω) to mean the closure of [C∞c (Ω)]n in Gp(Ω):

Gp
0(Ω) := {∇ψ : ψ ∈ C∞(Ω), ∇ψ ∈ [C∞c (Ω)]n}

[Lp(Ω)]n

, (6) defgrad0

where C∞(Ω) is the space of C∞-smooth functions in Ω. When Ω is bounded
at least, Gp

0(Ω) consists of vector fields in [Lp(Ω)]n whose extension by zero
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outside Ω is the gradient of some member of Ẇ 1,p(Rn), see Lemma 8. We

also define the space G̃p(Ω) ⊂ Gp(Ω) by

G̃p(Ω) := {F ∈ Gp(Ω) : F̃ ∈ Gp(Rn)}. (7) defextgrad0

For 1 < p <∞, the dual space of W 1,p
0 (Ω) is denoted by W−1,q(Ω), with

1/p+ 1/q = 1; it may be realized as the completion of Lq(Ω) with respect to
the norm

‖ϕ‖W−1,q(Ω) := sup
‖g‖

W
1,p
0 (Ω)

=1

∣∣∣∣∫
Ω

ϕ(y)g(y) dy

∣∣∣∣ , (8) defnSne

see [9, Sec. 3.12]. Note that members of W−1,q(Ω) are generally not functions
but rather distributions on Ω, and that f 7→ ∇f is continuous from Lp(Ω)
to [W−1,q(Ω)]n, by (4). The support of a function or a distribution T will be
denoted by suppT .

Since every f ∈ W 1,p(Ω) a fortiori lies in Lp(Ω), a.e. x ∈ Ω is a Lebesgue
point of f where f(x) = limr→0m(B(x, r))−1

∫
B(x,r)

f(y)dy, with m to indi-

cate Lebesgue measure (one says that f is defined in the strict sense at x).
But more in fact is true: when n < p ≤ ∞, the Sobolev embedding theorem
implies that f is even continuous, and when 1 < p ≤ n it is contiuous out-
side a set of arbitrary small B1,p-Bessel capacity, in particular non-Lebesgue
points form a set of B1,p-capacity zero; also, every f ∈ W 1,p(Ω) is finely con-
tinuous outside a set of B1,p-capacity zero, see [7, Ch. 2] for a definition of
Bessel capacities and [7, Sec. 6.2 & 6.4] for capacitary properties of Lebesgue
points of Sobolev functions along with other facts from nonlinear potential
theory. Sets of zero (1, p)-Bessel capacity are very small, in particular they
have Hausdorff Hn−p+ε-measure zero for every ε > 0; see [7, Sec. 5.1].

2.2 Lipschitz open sets
int2

We say that an open set Ω ⊂ Rn is Lipschitz if its boundary ∂Ω is compact
and locally isometric to the graph of a Lipschitz function; see e.g. [10]. More
precisely, to each x ∈ ∂Ω there should exist an open set U ⊂ Rn containing
x and a rigid tranformation T of Rn such that, for some open set V ⊂ Rn−1

and some Lipschitz map Ψ : V → R+, one has:

T (U) ∩ Ω = {y ∈ Rn, (y1, · · · , yn−1)t ∈ V, 0 < yn < Ψ(y1, · · · , yn−1)}.

One can cover ∂Ω by finitely many (say N ≤ 1) open sets Uj as above,
with corresponding Tj, Vj and Ψj for 1 ≤ j ≤ N . Now, if we define maps
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φj : Uj ∩∂Ω→ Vj as φj := Pn−1 ◦Tj where Pn−1 is the projection on the first
(n − 1) components, we get an atlas on ∂Ω making it a compact Lipschitz
manifold. Note that the parametrizations φ−1

j : Vj → Uj ∩ ∂Ω ⊂ Rn are

themselves Lipschitz as they are given by φ−1
j = T−1

j ◦ (In−1 × Ψj), where
In−1 is the identity map on Rn−1. Since ∂Ω is locally the image of an open
subset of Rn−1 by a Lipschitz function (e.g., φ−1

j : Vj → Rn), the volume
measure σ coincides with the restriction to ∂Ω of Hausdorff (n− 1)-measure,
see [11, Sec. 3.2]. Integration of functions on ∂Ω is always understood with
respect to σ.

For a Lipschitz open set Ω ⊂ Rn, we say that x ∈ ∂Ω is singular if there
is j ∈ {1, · · · , N} such that x ∈ Uj and φ−1

j : Vj → Rn is not differentiable at
φj(x). A point which is not singular is called regular. We denote the set of
regular points by Reg ∂Ω and put RegVj = φj(Reg ∂Ω∩Uj). So defined, the
set of regular points depends on the atlas, but we shall fix the latter. As φ−1

j is
Lipschitz, the set Ej ⊂ Vj where it is not differentiable has Lebesgue measure
zero, by Rademacher’s theorem [12, Thm 2.2.1]. Hence, σ(φj(Ej)) = 0 [12,
Rem. 1.4.3], implying that singular points have σ-measure zero.

The tangent space of ∂Ω at x is the subspace Tx∂Ω ⊂ Rn equal to {0} if x
is singular and to RanDφ−1

j (φj(x)) if x ∈ Uj ∩Reg ∂Ω, where Dφ−1
j denotes

the total derivative of φ−1
j . By the chain rule, the definition does not depend

on j such that x ∈ Uj. At x ∈ Reg ∂Ω, the outward pointing unit normal to
∂Ω is well-defined, and we denote it as ν(x).

The connected components of ∂Ω are connected compact Lipschitz hy-
persurfaces in Rn. For Γ any such hypersurface, Rn \ Γ has two connected
components: its interior denoted by int Γ which is bounded, and its exterior
denoted by ext Γ which is unbounded, see [13, Cor. 3.45].

The connected components of a Lipschitz open set Ω ⊂ Rn are finite in
number. Otherwise indeed, there would exist a sequence Ok of such com-
ponents, k ∈ Z, with Ok ∩ Oj = ∅ for k 6= j. Then, we could construct a
sequence xk ∈ Ok such that xk remains at bounded distance from ∂Ok ⊂ ∂Ω,
hence xk would be bounded and extracting a subsequence if necessary we
might assume that xk converges in Rn to some y. However, this is impossible
for y cannot lie in Ω since the connected components of the latter are open,
nor can it lie in Rn \Ω, and it cannot belong to ∂Ω either because, by defini-
tion of a Lipschitz open set, each member of ∂Ω has a neighborhood whose
intersection with Ω is connected. For the same reason, distinct connected
components of Ω cannot have a common boundary point, hence they lie at
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strictly positive distance from each other.
A Lipschitz domain is a connected Lipschitz open set. We record for later

use an “obvious” topological lemma:

compcd Lemma 1. Let Ω ⊂ Rn be a bounded Lipschitz domain. Then, ∂Ω has
finitely many connected components, say Γ1, · · · ,Γl. Moreover, the connected
components of Rn \ Ω consist of l open sets O1, · · · , Ol, and with a suitable
ordering O1 is the exterior of Γ1 while Oj is the interior of Γj for j 6= 1.

Proof. Since ∂Ω is a compact Lipschitz manifold which is locally a Lips-
chitz graph, each x ∈ ∂Ω has a neighborhood whose intersection with ∂Ω is
connected. Consequently, by compactness, ∂Ω has finitely many connected
components, say Γ1, · · · ,Γl, and each Γj is a connected compact Lipschitz hy-
persurface in Rn. As Ω is connected by assumption, for each j ∈ {1, · · · , n}
either Ω ⊂ int Γj and then ext Γj ⊂ Rn \ Ω, or else Ω ⊂ ext Γj and then
int Γj ⊂ Rn \Ω. Since there is exactly one unbounded connected component
of Rn \ Ω, say O1, it must contain ext Γj for all j such that Ω ⊂ int Γj;
let us enumerate these j as j1, · · · , jm. For 1 ≤ i, k ≤ m, it holds that
int Γji ∩ int Γjk 6= ∅ because Ω lies in this intersection, and since the Γj are
disjoint one of these interiors is included in the other, say int Γji ⊂ int Γjk .
But if ji 6= jk, then Γjk ⊂ ext Γji and the latter is contained in O1, a con-
tradiction. Consequently, m = 1 and Ω lies interior to exactly one of the
Γj, say Γ1. Necessarily then, O1 = ext Γ1 because O1 cannot strictly con-
tain ext Γ1 without containing a point of Γ1, which is impossible. Likewise,
Ω ⊂ ext Γj for j 6= 1 and then int Γj is a connected component of Rn \ Ω.
Finally, the closure of every bounded connected component of Rn \ Ω must
meet some Γj, and necessarily j 6= 1 for each point of Γ1 has a neighbor-
hood included in O1 ∪ Ω, by the local Lipschitz graph property. Hence, this
connected component meets int Γj for some j 6= 1, therefore it must coincide
with int Γj.

2.3 Boundary traces of functions and fields
int3

When Ω ⊂ Rn is a Lipschitz open set, W 1,p(Ω) coincides with the restrictions
to Ω of W 1,p(Rn)-functions [14, Ch. VI, Thm 5]. Moreover, when 1 < p <∞,
each f ∈ W 1,p(Ω) has a trace on ∂Ω, say ψ, that lies in the fractional Sobolev
space W 1−1/p,p(∂Ω), where for 0 < s < 1 we let

‖ψ‖W s,p(∂Ω) := ‖ψ‖Lp(∂Ω) +

(∫
∂Ω

∫
∂Ω

|ψ(x)− ψ(y)|p

|x− y|n−1+sp
dσ(x)dσ(y)

)1/p

. (9) defBeN
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This means that the restriction to ∂Ω, initially defined for functions in
C∞c (Rn)|Ω, extends to a continuous map W 1,p(Ω) → W 1−1/p,p(∂Ω). Mem-
bership in W 1−1/p,p(∂Ω) characterizes traces of Sobolev functions on the
boundary of Lipschitz domains [15, Ch. VII, Thm 1], moreover the trace
operator is surjective W 1,p(Ω) → W 1−1/p,p(∂Ω) [10, Thm. 1.5.1.3]. In par-
ticular, traces on ∂Ω of C∞c (Rn)-functions on Rn are dense in W 1−1/p,p(∂Ω).
Also, W 1,p

0 (Ω) coincides with the space of W 1,p(Ω)-functions with zero trace
[16, Prop. 3.3].

For 1 < l <∞, we let W−1/p,l(∂Ω) indicate the fractional Sobolev space
of negative order −1/p and exponent l which is the dual space of W 1/p,l′(∂Ω),
1/l + 1/l′ = 1; adapting the argument in [9, Sec. 3.12] as we did to get (8),
W−1/p,l(∂Ω) may be realized as the completion of Ll(∂Ω) with respect to the
norm

‖ϕ‖W−1/p,l(∂Ω) := sup
‖u‖

W1/p,l′ (∂Ω)
=1

∫
∂Ω

ϕu dσ. (10) defnSn

Members of W−1/p,l(∂Ω) are distributions on Rn, supported on ∂Ω.
Note that we defined the fractional Sobolev space W s,p(∂Ω) without re-

sorting to the integral Sobolev space W 1,p(∂Ω), that may be defined as those
f : ∂Ω → R such that f ◦ φ−1

j ∈ W 1,p(Vj) for all j, where Vj and φj are as
in Section 2.2. In fact W s,p(∂Ω) = [Lp(∂Ω),W 1,p(∂Ω)]s,p, where [., .]s,p is the
so-called real interpolation functor, see Appendix 7.1 for a brief discussion.
Functions f ∈ W 1,p(∂Ω) have a well-defined gradient ∇Tf ∈ [Lp(∂Ω)]n,
valued at a.e. x ∈ Ω in the tangent space Tx∂Ω, see (58). Functions
ψ ∈ W 1−1/p,p(∂Ω) also have a well-defined gradient ∇Tψ, but the latter

is now a (n−2)-current on ∂Ω lying in the spaceW−1/p,p
1 (∂Ω), see Appendix

7.1 for details.
For Ω a Lipschitz domain and 1 < p < ∞, consider next the subspace

Divp(Ω) of [Lp(Ω)]n defined by

Divp(Ω) := {u ∈ [Lp(Ω)]n : div u ∈ Lp(Ω)};

here divu =
∑n

j=1 ∂ju stands for the Euclidean (distributional) divergence
of u, that we also denote sometimes as ∇ · u. We endow Divp with the norm

‖u‖Divp(Ω) := (‖u‖p[Lp(Ω)]3 + ‖div u‖pLp(Ω))
1
p ,

which makes it a Banach space. Now, from [17, Lem. 1.2.2], the normal
component u ·ν of each u ∈ Divp is well-defined as a member of W−1/p,p(∂Ω),
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and the divergence formula holds, with 1/p+ 1/q = 1:∫
Ω

∇ϕ · u = −
∫

Ω

ϕ(y)divu(y) dy +

∫
∂Ω

(u · ν)ϕdσ, ϕ ∈ W 1,q(Ω) . (11) divf

In this work we are interested in the following subspace of Divp(Ω):

Divp,0(Ω) = {u ∈ [Lp(Ω)]n : div u = 0 and u · ν = 0}. (12) defdiv

It can be shown that Divp,0 is the closure, with respect to the Divp(Ω)-norm,
(which coincides on Divp,0 with the [Lp(Ω)]n-norm) of those fields in [C∞c (Ω)]n

that are divergence-free, see [18, Thm III.2.3]. That is to say:

Divp,0(Ω) = {u ∈ [C∞c (Ω)]n : div u = 0}
[Lp(Ω)]n

. (13) defdiv1

Below, (13) will serve as a general definition of Divp,0(Ω), valid even when Ω
is not Lipschitz.

For 1 < p < ∞ and 1/p + 1/q = 1, we observe that Divp,0(Ω) and
Gq(Ω) are mutually orthogonal spaces via the pairing (3), for every open set
Ω ⊂ Rn. Indeed, Divp,0(Ω) and Gq(Ω) are certainly orthogonal, since smooth
compactly supported divergence-free fields are orthogonal to distributional
gradients. Moreover, if F ∈ [L1

loc(Ω)]n is orthogonal to all divergence free
fields in [C∞c (Ω)]n, then it is known that F = ∇Ψ where Ψ ∈ W 1,1

loc (Ω);
see [18, Lem. III.1.1] (the subtlety here is that Ψ is globally defined, even
though Ω may not be simply connected). If, moreover, F in [Lq(Ω)]n, then
we get from [19, Thm 6.74] that Ψ ∈ W 1,q

loc (Ω), so that F belong to Gq(Ω).
Thus, Gq(Ω) = (Divp,0(Ω))⊥ and therefore, by the Hahn-Banach theorem,
a member of [Lp(Ω)]n which does not lie in the closed subspace Divp,0(Ω)
cannot be orthogonal to Gq(Ω). Hence, it holds that Divp,0(Ω) = (Gq(Ω))⊥,
as announced.

3 The Helmholtz Decomposition
HHD

It was initially proven by Helmholtz that if u ∈ R3 is a smooth vector-field
that vanishes sufficiently fast at infinity, then it can be decomposed uniquely
into the sum of a gradient and a curl, that is:

u = ∇ϕ+∇×A

10



where ϕ and A are the so-called scalar and vector potentials respectively, see
[20]. This type of decomposition was subsequently extended in any dimension
to function spaces that are useful for partial differential equations, see the
account in [18, Ch. III]. On a domain Ω ⊂ Rn, we say that M ∈ [Lp(Ω)]n

has a Helmholtz decomposition if there uniquely exist ∇ψ ∈ Gp(Ω) and
D ∈ Divp,0(Ω) such that

M = D +∇ψ, (14) decomposition

where Gp(Ω) and Divp,0(Ω) were defined in (5) and (13), respectively. We
say that a Helmholtz decomposition holds in [Lp(Ω)]n if, for each M from the
latter, there uniquely exist ∇ψ ∈ Gp(Ω) and D ∈ Divp,0(Ω) such that (14) is
valid. Note that when Ω is bounded, a decomposition like (14) is unique as
soon as it exists. Because [L2(Ω)]n is a Hilbert space in which G2(Ω) is the
orthogonal space to Div2,0(Ω), a Helmholtz decomposition holds at exponent
2 for any domain Ω. When Ω is Lipschitz, it follows from [21, Thm 11.1]
that a Helmoltz decomposition exists in [Lp(Ω)]n for p ∈ [3

2
− ε, 3 + ε], where

ε > 0 depends on Ω, and this range is in the nature of best possible for
Lipschitz domains. Moreover, if Ω is either convex or C1-smooth, then a
Helmholtz decomposition exists for all p ∈ (1,∞), see [22, Thm 1.3] and [21,
Thm 11.1]. More about domains on which a Helmholtz decomposition holds
for 1 < p <∞ may be found in [23].

Note that if a Helmholtz decomposition exists in [Lp(Ω)]n, then

‖D‖[Lp(Ω)]n + ‖∇ψ‖[Lp(Ω)]n ≤ C(Ω, p) ‖M‖[Lp(Ω)]n , (15) nfactp

by the open mapping theorem. Hence, the Helmholtz decomposition is Lp-
continuous whenever it exists. Observe also that if a Helmholtz decompo-
sition holds in [Lp(Ω)]n for some p ∈ (1,∞), then it holds in [Lq(Ω)]n with
1/p+ 1/q = 1, by duality.

On Rn, a Helmholtz decomposition exists for 1 < p < ∞. We review
this classical result below, as it is important for our purposes. The standard
proof is based on Riesz transforms: for f ∈ Lp(Rn) with 1 ≤ p <∞, its j-th
Riesz transform is defined as

Rj(f)(x) = lim
ε→0

cn

∫
|x−y|>ε

xj − yj
|x− y|n+1

f(y) dy, j ∈ {1, 2, . . . , n}, (16) defRj

where

cn =
Γ
(
n+1

2

)
π
n+1

2

.

11



The pointwise limit in (16) exists for a.e. x ∈ Rn, moreover Rj(f) is a
bounded operator from Lp(Rn) to Lp(Rn) for 1 < p <∞. Let S (Rn) denote
the Schwartz class of C∞-smooth functions on Rn such that, for every pair
of multi-indices (α, β), there exists a positive constant Cα,β <∞ for which

ρα,β(f) := sup
x∈Rn
|xα∂βf(x)| ≤ Cα,β.

We shall denote by f 7→ f̂ the Fourier transform from S (Rn) into itself:

f̂(ξ) =

∫
Rn
f(y)e2πiξ·y dy, ξ ∈ Rn

(we extend the notation F 7→ F̂ to designate the Fourier transform compo-
nentwise [S (Rn)]n → [S (Rn)]n ). For j ∈ {1, 2, . . . , n}, it follows from see
[14, Ch. II, III] that

R̂j(f)(ξ) = i
ξj
|ξ|
f̂(ξ), f ∈ S (Rn). (17) defRjF

Now, for p ∈ (1,∞), every M ∈ [Lp(R)]n has a Helmholtz decomposition:

M = D +∇ψ, (18) HDM1

where D ∈ [Lp(Rn)]n is divergence-free and ψ ∈ Ẇ 1,p(Rn), and in fact

∇ψ = −
(
Rj

( n∑
k=1

Rk(Mk)
))t

(19) gradpsi

where Mk indicates the k-th component of M . Indeed, the right-hand side
of (19) lies in Lp(Rn) because of the Lp-boundedness of Riesz transforms.
Moreover, when M ∈ [L2(Rn)]n and f ∈ S (Rn), it follows from (17) and the
isometric character of the Fourier transform in L2(Rn) that

〈Rj

( n∑
k=1

Rk(Mk)
)
, ∂lf〉 − 〈Rl

( n∑
k=1

Rk(Mk)
)
, ∂jf〉

= 〈 ξj
|ξ|2

n∑
k=1

ξkM̂k , 2iπξlf̂〉 − 〈
ξl
|ξ|2

n∑
k=1

ξkM̂k , 2iπξj f̂〉 = 0, (20)

whence the first term in (20) is zero for M ∈ [Lp(Rn)]n, by density of L2(Rn)
in Lp(Rn). That is, the right hand side of (19) satisfies the (distributional)

12



Schwarz rule and so it is a distributional gradient, which must be the gradi-
ent of some W 1,p

loc -function ψ [19, Thm 6.74]. Consequently, this right hand
side belongs to Gp(Rn). Finally, one verifies by an argument similar to the
one in (20) that M − ∇ψ is orthogonal to gradients of Schwartz-functions,
and therefore is divergence-free, see [24, Sec. 10.6]. Uniqueness of the de-
composition comes from the fact that no nonconstant harmonic function on
Rn can have a gradient in [Lp(Ω)]n.

The mechanism behind formula (19) is made transparent by the following,
formal observation. Let ωn denote the volume of the unit sphere in Rn, and
R2 indicate the Riesz kernel of order 2:

R2(x) :=
1

(n− 2)ωn|x|n−2
. (21) defR2

If we put U(x) = −R2∗divM for the harmonic potential of divM , with “∗” to
denote convolution, then ∆U = divM where ∆ :=

∑n
j=1 ∂

2
j is the Euclidean

Laplacian, whence D := M −∇U is divergence-free and so M = ∇U +D is
the Helmholtz decomposition, provided that ∇U ∈ [Lp(Rn)]n. As the Fourier
transform of divM is −2iπ

∑n
k=1 ξkM̂k(ξ) while R̂2(ξ) = (2π|ξ|)−2 [14, Ch.

V, Lem. 1], one has Û(ξ) = i(2π)−1|ξ|−2
∑n

k=1 ξkM̂k(ξ) and therefore ∇U
has Fourier transform (ξ1, · · · , ξn)t|ξ|−2

∑n
k=1 ξkM̂k(ξ), which is equivalent to

(19) in view of (17). What precedes suggests that ψ = −R2 ∗ divM is a
natural candidate in (18), and the lemma below gives a rigorous argument
to this effect when M ∈ Lp(Rn) ∩ Lq(Rn) for some q ∈ (1, n). However, we
trade R2 ∗divM for ∇R2 ∗M (a formal integration by parts), as it will serve
our purposes.

psiHD Lemma 2. For M ∈ [Lp(Rn)]n ∩ [Lq(Rn)]n with 1 < p <∞ and 1 < q < n,
let us define

ΨM(x) :=
1

ωn

∫
Rn
M(y) · (x− y)

|x− y|n
dy, x ∈ Rn. (22) defMP

Then:

(i) the integral (22) converges absolutely for a.e. x and M 7→ ΨM is
continuous from [Lq(Rn)]n into Lnq/(n−q)(Rn);

(ii) ∇ΨM ∈ Lp(Rn), and decomposition (18) holds with ψ = ΨM .

13



Proof. Since |x/|x|n| ≤ |x|1−n, assertion (i) follows from properties of Riesz
potentials, see [14, Ch. V, Thm. 1]. We claim that it is enough to prove
(ii) when M ∈ [S (Rn)]n. Indeed, if M ∈ [Lp(Rn) ∩  Lq(Rn)]n then there
is a sequence Fn ∈ [S (Rn)]n converging to M both in [Lp(Rn)]n and in
[Lq(Rn)]n, by mollification. Hence, if M = D + ∇ψ and Fn = Dn + ∇PFn
are the Helmholtz decompositions of M and Fn respectively, we know from
(15) that limn∇PFn = ∇ψ in [Lp(Rn)]n and from (i) that limn PFn = ΨM

in Lnq/(n−q)(Rn). Because the latter limit implies that ∇PFn converges to
∇ΨM as a distribution, and since Lp-convergence implies convergence in
the distributional sense, we conclude that ∇ΨM = ∇ψ, thereby proving the
claim.

We now show that (ii) holds when M ∈ [S (Rn)]n. In this case, the
integral (22) converges absolutely for every x, and using Fubini’s theorem
and integration by parts one checks that ΨM = −R2 ∗ divM , with R2 as
in (21). Hence, ∆ΨM = divM and, by the discussion before the lemma, it
remains to prove that ∇ΨM ∈ [Lp(Rn)]n. Note that if M ∈ [S (Rn)]n, then

Ψ̂M(ξ) =
i

2π|ξ|2
n∑
k=1

ξkM̂k(ξ) (23) FTU

as a tempered distribution, by [14, Ch. V, Lem. 1]. Let S0(Rn) ⊂ S (Rn)
consist of functions whose Fourier transform vanishes at 0; i.e., functions in
S (Rn) with zero mean on Rn. Let further Σ(Rn) ⊂ S0(Rn) comprise those
f such that f̂ vanishes in a neighborhoud of the origin. For M ∈ [Σ(Rn)]n,
it is clear from (23) that Ψ̂M ∈ S (Rn), hence also ΨM ∈ S (Rn) and a
fortiori ∇ΨM ∈ [Lp(Rn)]n, as desired. The conclusion in fact extends to
every M ∈ [S0(Rn)]n, because Σ(Rn) is Lp∩Lq-dense in S0(Rn) (see Lemma
7) and we may resort to a limiting argument resembling the one we used to
reduce the proof to the case where M ∈ [S (Rn)]n. Thus, in order to prove
that ∇ΨM ∈ [Lp(Rn)]n for all M ∈ S n, it is enough to show this is true
when M = hv for any v ∈ Rn and some particular h ∈ S \ S0, because
the space of such functions complements [S0]n in [S ]n. Since the function
R2 ∗ h is locally bounded and for k ∈ {1, · · · , n} the function x 7→ R2(x− y)
is absolutely continuous on each line Lk := {x : xj = cj, j 6= k} except when
cj = yj for all j 6= k, we get on differentiating under the integral sign that
Phv = −

∑n
k=1 vk∂k(R2 ∗ h). So, we are left to check there exists h ∈ S \S0

such that R2 ∗ h has all its second derivatives in Lp(Rn). Lemma 8 provides
us with such a h, thereby concluding the proof.
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As alluded to earlier, given a bounded open domain Ω ⊂ Rn, a Helmholtz
decomposition does not always exist in [Lp(Ω)]n for 1 < p < ∞, even if
Ω is Lipschitz. In Section 6, we will prove there is a related, three-term
decomposition that exists in [Lp(Ω)] for all 1 < p < ∞ as soon as Ω is
Lipschitz. We state the result here.

OurDecompTheo Theorem 1. Let Ω be a bounded Lipschitz open set and M ∈ [Lp(Ω)]n a
nonzero vector field with 1 < p < ∞. Then, there exists uniquely ∇ψ ∈
Gp

0(Ω) and D ∈ Divp,0(Ω), together with a harmonic function h in Ω meeting∫
Γi

(∂φ/∂n)dHn−1 = 0 for each connected component Γi of ∂Ω, such that

M = ∇ψ +D + |∇h|q−2∇h. (24) OurDecomp

4 Double and Single layer potentials
PotentialsSection

In this section we assume that Ω ⊂ Rn is a bounded Lipschitz domain with
connected boundary. Hence, Rn \∂Ω has two connected components, namely
Ω = int ∂Ω and Ω− := ext ∂Ω.

The double and single layer potentials of a function ψ defined on ∂Ω,
whose smoothness will be made precise later on, are defined by

Kψ(x) = − 1

ωn

∫
∂Ω

ψ(y)
(x− y)

|x− y|n
· ν(y) dσ(y), x ∈ Rn\∂Ω, (25) defDL

and

Sψ(x) = − 1

(n− 2)ωn

∫
∂Ω

ψ(y)
1

|x− y|n−2
dσ(y), x ∈ Rn\∂Ω, (26)

respectively. We call ψ the density of the double or single layer potential,
moreover Kψ and Sψ are harmonic in Rn\∂Ω. For x ∈ ∂Ω, the double layer
potential is defined as the singular integral

Kψ(x) = p.v.− 1

ωn

∫
∂Ω

ψ(y)
(x− y)

|x− y|n
· ν(y) dσ(y)

= lim
ε→0
− 1

ωn

∫
|x−y|>ε

ψ(y)
(x− y)

|x− y|n
· ν(y) dσ(y).

(27) limDLP
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As soon as ψ ∈ Lp(∂Ω) for some p ∈ (1,∞), it is well-known that Kψ exists
a.e. in ∂Ω and belongs to Lp(∂Ω). Furthermore, for almost every y ∈ ∂Ω,
Kψ(x) converges to (1

2
Id+K)ψ(y) (resp. to (−1

2
Id+K)ψ(y)), as x→ y non-

tangentially in Ω (resp. Ω−), see [25, Thm 1.10] for a precise statement and
references. It follows that the non-tangential limits on ∂Ω of the double layer
potential from inside and outside, differ by the density ψ of the potential. For
appropriate range of exponents, the double layer potential on Ω is a famous
tool to solve the Dirichlet problem for the Laplace equation, which is to find
w : Ω→ R such that

∆w = 0 in Ω,

w = g on ∂Ω.
(28) DirichletP

In fact, (1
2
Id + K) : W 1/q,p(∂Ω) → W 1/q,p(∂Ω) is invertible for p ∈ [3

2
, 3]

and 1/p + 1/q = 1, see [21, Thm 8.1]. Hence, the solution to (28) when
g ∈ W 1/q,p(∂Ω) with p ∈ [3

2
, 3] is given by w = K(1

2
Id + K)−1g and belongs

to W 1,p(Ω). Here, the boundary condition in (28) is satisfied both as a
Sobolev trace and as a non-tangential limit a.e. Likewise, the double layer
potential on Ω− is a tool to solve the exterior Dirichlet problem, which is to
find w : Ω− → R such that

∆w = 0 in Rn\Ω ∪ {∞},
w = g on ∂Ω;

(29) eq:DPout

here, as n ≥ 3, harmonicity at infinity means that lim|x|→∞w(x) = 0 [26,
Thm 4.8]. In fact, (−1

2
Id + K) : W 1/q,p(∂Ω)/〈1〉 → W 1/q,p(∂Ω)/〈1〉 is in-

vertible for p ∈ [3
2
, 3], where the quotient by 〈1〉 means “modulo constants”,

see [21, Thm 8.1]. Hence, w = K(−1
2
Id + K)−1g will solve the exterior

Dirichlet problem up to a constant when g ∈ W 1/q,p(∂Ω) and p ∈ [3
2
, 3], with

w|Ω−∩B(0,R) ∈ W 1,p(Ω− ∩ B(0, R)) for all R > 0 and ∇w ∈ [Lp(Ω−)]n. To
account for constant boundary conditions, observe that the exterior Dirich-
let problem with constant data on ∂Ω can be solved using the single layer
potential of the Newtonian equilibrium measure of Ω [27, Ch. IV, Sec. 5,
§20] (the latter has L2 density with respect to σ after [28, Cor. to Thm 3],
so that its single layer potential has gradient in [Lp(Ω−)]n). Altogether, the
exterior Dirichlet problem with data g ∈ W 1/q,p(∂Ω) with p ∈ [3

2
, 3] can be

solved using a combination of double and single layer potentials.
Unlike the double layer potential, the single layer potential is continuous

across ∂Ω, though its normal derivative is not. Note that the gradient of the
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single layer potential is given by

∇Sψ(x) =
1

ωn

∫
∂Ω

(x− y)

|x− y|n
ψ(y) dσ(y), x ∈ Rn\∂Ω. (30)

For 1 < p <∞ and ψ ∈ Lp(∂Ω), it holds for a.e. y ∈ ∂Ω that ν(y).∇Sψ(x)
converges to −(1

2
Id − K∗)ψ(y) (resp. (1

2
Id + K∗)ψ(y)) as x → y non-

tangentially in Ω (resp. Ω−), where K∗ operates on Lq(∂Ω) for 1 < q < ∞
and is the adjoint of K:

K∗ψ(x) = p.v.
1

ωn

∫
∂Ω

ψ(y)
(x− y)

|x− y|n
· ν(x) dσ(y) , (31) defadK

see [25, Thm 1.11] for a statement and further references.
For appropriate range of exponents, the single layer potential on Ω allows

one to solve the Neumann problem for the Laplace equation:

∆w = 0 in Ω

∇w · ν = g on ∂Ω,
(32) No

where the boundary condition in (32) is meant to satisfy the divergence
formula; i.e. (11) holds when u gets replaced by∇w and (u.ν) by g. Likewise,
the single layer potential on Ω− can be used to solve the exterior Neumann
problem:

∆w = 0 in Rn\Ω ∪ {∞},
∇w · ν = g on ∂Ω.

(33) N

More precisely, it follows from [21, Thm 8.1] that (±1
2
Id+K∗) extends to an

invertible map W̃−1/p,p(∂Ω)→ W̃−1/p,p(∂Ω) for p ∈ [3
2
, 3], where we have set

W̃− 1
p
,p(∂Ω) := {f ∈ W− 1

p
,p(∂Ω) :

∫
∂Ω

f(y) dσ(y) = 0} ,

Thus, by [21, Thm 9.2], the solution to (32) (resp. (33)) can be written as
w = S(∓1

2
Id + K∗)−1g, up to an additive constant, under the (necessary)

condition that
∫
∂Ω
g(y) dσ(y) = 0. Moreover, w belongs to W 1,p(Ω) (resp.

w|Ω−∩B(0,R) ∈ W 1,p(Ω− ∩B(0, R)) for all R > 0 and ∇w ∈ [Lp(Ω−)]n).
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5 Silent magnetic sources
SSC

Let us represent a magnetization carried by a bounded domain Ω ⊂ R3

as a vector-field M ∈ [Lp(Ω)]3, with 1 < p < ∞. Under the quasi-static
assumption on Maxwell’s equations, it is known (see [1]) that the scalar
magnetic potential PM generated by M is related to the latter by

∆PM = ∇ ·M (34) Poisson

where PM is zero at infinity. It follows from (34) and the vanishing of PM at
infinity (recall Ω is bounded by assumption) that

PM(x) = − 1

4π

∫
R3

∇ ·M(y)

|x− y|
dy (35)

that can be rewritten, since Ω is bounded, as

PM(x) =
1

4π

∫
Ω

M(y) · (x− y)

|x− y|3
dy. (36) exppot

A magnetization is said to be Ω-silent, or a silent source in R3 \ Ω, if
it generates the zero field there. Although the main Physical interest at-
taches to dimension 3, nothing gets simpler if we restrict to this setting, and
perspective is gained if we extend the terminology to any dimension strictly
greater than 2 by making the following, formal definition:

dfn:sc Definition 1. For Ω ⊂ Rn a bounded open set, we say that M ∈ [Lp(Ω)]n is
Ω-silent if

∇PM(x) = ∇x

(∫
Ω

M(y) · (x− y)

|x− y|n
dy

)
= 0, a.e. x ∈ Rn\Ω. (37) exppotn

Note that PM is harmonic in Rn \ Ω. In particular, if ∂Ω has Lebesgue
measure 0 then Definition 1 says that M is Ω-silent if and only if PM is locally
constant in Rn \ Ω.

For Ω ⊂ Rn a bounded open set and V a vector field in [Lp(Ω)]m, recall

the notation Ṽ for its extension by zero to the whole of Rn. Note that PM
defined in (36) coincides with ΨM̃ given by (22). As a consequence, Lemma
2 provides us at once with a criterion for M to be Ω-silent:
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thms Theorem 2. Let Ω ⊂ Rn be a bounded open set. A field M ∈ [Lp(Ω)]n is

Ω-silent if and only if the Helmholtz decomposition of M̃ on Rn, say M̃ =
∇ψ +D, is such that both ∇ψ and D are zero a.e. on Rn \ Ω.

Proof. Since Ω is bounded, M̃ lies in [Lq(Rn)]n for 1 < q ≤ p. Hence, in

the Helmholtz decomposition M̃ = ∇ψ + D, we may choose ψ = ∇ΨM̃ ,
by Lemma 2. Thus, as PM = ΨM̃ , the gradient term in the Helmholtz

decomposition of M̃ is ∇PM , and therefore M̃ is silent if and only if this
gradient term is zero a.e. on Rn \ Ω, by (37). Because M̃ is zero on Rn \ Ω,
this happens if and only if D is zero a.e on Rn \ Ω, as desired.

Note that Theorem 2 and Lemma 2 together imply that if M is Ω-silent
it is the sum of a silent gradient and a silent divergence free fields.

When Ω is a union of positively separated pieces, the question whether
M is Ω-silent reduces to the corresponding question on each piece. This we
record as a complement to Theorem 2, see e.g. [29] and [30, Cor. 3.5] for
related, somewhat less general results.

ccr Lemma 3. Let M ∈ [Lp(Ω)]n for some p ∈ (1,∞) with Ω = ∪lj=1Ωj,
where Ωj ⊂ Rn is a bounded open set whose boundary has zero measure and
d(Ωj,Ωk) > 0 for j 6= k. Then, M is Ω-silent if and only if the restriction
M|Ωj is Ωj-silent for each j ∈ {1, · · · , l}.
Proof. Let us put O1 := ∪j 6=1Ωj. For each i ∈ {1, · · · , n}, we have that
∂xiPM|Ω1

is harmonic in Rn \ Ω1 and ∂xiPM|O1
is harmonic in Rn \O1, more-

over ∂xiPM|Ω1
+ ∂xiPM|O1

= 0 on Rn \ Ω. Because Ω1 and O1 are positively
separated, it entails that ∂xiPM|Ω1

extends harmonically to the whole of Rn,
and since it vanishes at infinity by inspection of (37) it must vanish identi-
cally, thanks to Liouville’s theorem. Therefore PM|Ω1

is locally constant on

Rn \ Ω1, as wanted.

In the case where Ω is Lipschitz, Theorem 2 makes contact with the
Helmholtz decomposition in [Lp(Ω)]n. We begin by making some comments
and introducing some notation. If Ω is a bounded Lipschitz domain of arbi-
trary topology with boundary ∂Ω and we let

R∂Ω = span{χω : ω is a connected component of ∂Ω},

we shall denote by W 1,p
R∂Ω

(Ω) the space of all members of W 1,p(Ω) that have

trace in R∂Ω; that is: a member of W 1,p
R∂Ω

(Ω) has constant trace on each
connected component of ∂Ω (the constant may depend on the component).
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indzHH Theorem 3. Let Ω ⊂ Rn be a bounded lipschitz open set, and M ∈ [Lp(Ω)]n

with p ∈ (1,∞). Then, M is Ω-silent if and only if M = D0 +∇ψ0, where
D0 ∈ Divp,0(Ω) and ψ0 ∈ W 1,p

R∂Ω
(Ω).

Proof. Let Ω(1) · · · ,Ω(L) be the connected components of Ω. We adapt the
notation of Lemma 1 by writing Γ

(i)
1 , · · · ,Γ

(i)
li

for the connected components

of ∂Ω(i) and O
(i)
1 , · · · , O(i)

li
for the components of Rn\Ω(i), with O

(i)
1 = ext Γ

(i)
1

and O
(i)
j = int Γ

(i)
j for j 6= 1. Assume first that M = D0 + ∇ψ0, with D0

and ψ0 as in the statement. Because D0 has zero normal component on ∂Ω
by assumption, one can see from (12) that D̃0 is divergence free on Rn, as
a distribution. Besides, as we suppose that ψ0 is locally constant on ∂Ω, to
each Γ

(i)
j there is a constant ci,j such that (ψ0)|Γ(i)

j
= ci,j for i ∈ {1, · · · , N}

and 1 ≤ j ≤ li. Replacing ψ0 by ψ0−ci,1 on Ω(i), we may assume that ci,1 = 0
for all i and then one sees from Lemma 1 that the function ψ1, equal to ψ0

on Ω and to ci,j on O
(i)
j , lies in W 1,p(Rn) with ∇ψ1 = ∇ψ0 on Ω and ∇ψ1 = 0

outside Ω. Thus, M̃ = D̃0 +∇ψ1 is the Helmholtz decomposition of M̃ on
Rn, and both terms of the decomposition vanish outside Ω, as desired.

Conversely, assume that in the Helmholtz decomposition M̃ = D +∇ψ
on [Lp(Rn)]n, the summands D and ∇ψ vanish a.e. outside Ω. Then,
for any ϕ ∈ C∞c (Rn), we have that

∫
Ω
D.∇ϕ =

∫
Rn D.∇ϕ = 0 and there-

fore
∫
∂Ω

(D.ν)ϕdσ = 0, by (11). Since traces of C∞c -functions are dense in

W 1−1/p,p(∂Ω), we conclude that D.ν = 0 in W−1/p,p(∂Ω) so that the restric-
tion D|Ω lies in Divp,0(Ω). Moreover, as ∇ψ = 0 a.e. on Rn \Ω, the function

ψ is constant on each O
(i)
j and so it has constant trace on each Γ

(i)
j . Hence,

we can put D0 = D|Ω and ψ0 = ψ|Ω.

More generally, we have the following result.

SilentSources Theorem 4. Let M ∈ [Lp(Ω)]n for some p ∈ (1,∞), with Ω ⊂ Rn a bounded
finitely connected open set such that ∂Ω has zero measure and the connected
components of Rn \ Ω are positively separated. Then, M is Ω-silent if and

only if M = D + ∇ψ where D̃ is divergence-free and ψ ∈ W 1,p(Ω) is such
that ∇ψ ∈ Gp

0(Ω).

Proof. This follows at once from Lemma 3 together with Theorems 2 and 8.

Theorem 4 raises the issue as to whether, under very mild conditions on
Ω like those in that theorem, the divergence free character of D̃ implies that
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D ∈ Divp,0(Ω); a positive answer would yield a generalization of Theorem 3
to very rough domains.

6 Equivalent Sources
EqS

In this section, we study Ω-equivalent sources; i.e., magnetisations producing
the same field outside Ω. That is: M1,M2 ∈ [Lp(Ω)]n are Ω-equivalent if and
only if M1−M2 is an Ω-silent source. The following result, dealing with the
case where Ω is Lipschitz, is a straightforward consequence of Theorem 3.

Equiva Corollary 1. Let Ω be bounded Lipschitz and p ∈ [3
2
, 3]. For M1,M2 ∈

[Lp(Ω]n, write the Helmholtz decompositions as M1 = D1 +∇ψ1 and M2 =
D2 +∇ψ2, with D1, D2 ∈ Divp,0(Ω) and ψ1, ψ2 ∈ W 1,p(Ω). Then, M1 and M2

are Ω-equivalent if and only if the traces of ψ1 and ψ2 differ by a member of
R∂Ω; that is, if they differ by constants on each connected component of ∂Ω.

We stressed earlier that recovering a magnetisation M ∈ [Lp(Ω)]n from
the knowledge of the potential or its field outside Ω is not unique because of
the existence of Ω-equivalent vector-fields. We are now interested in norm-
minimising Ω-equivalent sources. Namely, given M ∈ [Lp(Ω)]n, we want to
find a silent source MS that satisfies the following

MS = arg min
M0∈Sp

‖M −M0‖[Lp(Ω)]n , (38) SetupforDual

where Sp is the space of Ω-silent sources in [Lp(Ω)]n. It then follows that
M −MS is the norm-minimising source Ω-equivalent to M . That MS exists
follows at once from the next lemma; uniqueness is ensured by strict convexity
of the Lp-norm.

K_pclosed Lemma 4. Sp is closed in [Lp(Ω)]n for p ∈ (1,∞).

Proof. It is obvious from Definition 1 that Sp is a weakly closed subspace of
[Lp(Rn)]n, hence it is closed by Mazur’s theorem.

When p = 2, the Helmholtz decomposition is orthogonal [17, Lem. 2.5.1]
and therefore, given M ∈ [L2(Ω)]n with Helmholtz decomposition M = D +
∇ψ, the magnetisation of minimum-norm Ω-equivalent to M is the same as
the one Ω-equivalent to ∇ψ; it is so because a Divp,0(Ω)-field is a Ω-silent
source. Moreover, by the same reason, the magnetisation of minimum-norm
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Ω-equivalent to ∇ψ is the gradient of a Sobolev function and therefore, the
norm-minimising vector field Ω-equivalent to M is ∇ψ − ∇u, where ∇u is
the projection of ∇ψ on G̃2(Ω), defined in (7). The latter is not so easy
to characterise for general open sets: in this connection, we shall find it
convenient to make the following definition.

defunstretched Definition 2. For p ∈ (1,∞), we say that the complement of a bounded
open set Ω ⊂ Rn is p-unstretched if ∂Ω has zero Lebesgue measure and if,
letting {Oj}j∈J denote the connected components of Rn \Ω, the following two
properties hold:

(i) Oj is non-thin at B1,p-quasi every point of ∂Oj for all j;

(ii) whenever Oj

⋂
∪i∈IOi 6= ∅ for some index j ∈ J and some subset of

indices I ⊂ J then B1,p

(
Oj

⋂
∪i∈IOi

)
> 0.

Note that when p > n, conditions (i) and (ii) above 2 are always met
and so Rn \ Ω is unstretched if and only if ∂Ω has Lebesgue measure zero.
Observe also that Rn \ Ω is unstretched as soon as Rn \ Ω has finitely many
connected components satisfying the segment condition. In particular, this
is the case when Ω is Lipschitz.

When Rn\Ω is unstretched, we can characterise [L2(Ω)]n-norm minimising
Ω-equivalent sources as solutions to a boundary-value problem:

NM-2g Theorem 5. Let Ω be a bounded open set and M ∈ [L2(Ω)]n. If we write
M = D +∇ψ ∈ [L2(Ω)]n for the Helmholtz decomposition, then the unique
norm-minimising vector field Ω-equivalent to M is ∇ψ−∇u, where ∇u is the
projection of ∇ψ on G̃2(Ω). Moreover, ψnm := ψ − u is a W 1,2(Ω)-solution
to the following boundary value problem:

∆ψnm = 0 in Ω,

∇ψnm −∇ψ ∈ G̃2(Ω),∫
Γ

∂ψnm
∂n

dHn−1 = 0 for all compact C∞-hypersurfaces Γ ⊂ Ω ,

(39) DirichletProblemg

where Hn−1 indicates (n − 1)-Hausdorff measure. Conversely, if Rn \ Ω is
unstretched, then ψnm is the unique solution to (39), up to an additive con-
stant.
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Proof. As mentioned before the theorem, the norm-minimising vector field
Ω-equivalent to M is ∇ψ−∇u, where ∇u is the projection of ∇ψ on G̃2(Ω).

Putting ψnm := ψ − u, we get that ∇ψnm is orthogonal to G̃2(Ω) and in
particular to ∇ϕ for all ϕ ∈ C∞c (Ω). It implies that ψnm is harmonic. More-
over, if Γ ⊂ Ω is a compact C∞-hypersurface, we can find another smooth
compact hypersurface Γ1 ⊂ Ω with Γ1 ∩ Γ = ∅, close enough to Γ that the
open “shell” S between Γ and Γ1 is contained in Ω (using for instance a
tubular neighborhood of Γ, see [31, Ch. 2, Sec. 3]). Assume for definiteness
that S lies inside Γ (if it lies outside the argument is similar). We can find a
function g ∈ C∞(Rn) which is equal to 1 on ext Γ and to zero on a neighbor-

hood of Γ1 ∪ int Γ1. Then, ∇g ∈ G2
0(Ω) ⊂ G̃2 so that

∫
∇ψnm · ∇gdm = 0,

and by the divergence formula the later is equal to
∫

Γ
∂ψnm
∂n

dHn−1. Hence,
ψnm satisfies (39). Conversely, assume that (39) holds and pick ∇g ∈ G2

0(Ω).
Let further K ⊂ Ω be the support of |∇g|. Since K is compact, there is
h ∈ C∞(Rn) such that h ≥ 0 and K is the zero set of h; this follows easily
from a combination of [14, Chapter VI, Theorem 2] and [32, Theorem I].
Replacing h with h2 we may assume that h ≥ 0, and redefining h(x) for |x|
large we can arrange things so that h → 1 at infinity. Putting L := h−1(ε)
for ε a sufficiently small regular value of h (almost every positive number
is a regular value by Sard’s theorem), we find that L is a finite union of
smooth compact hypersurfaces Γ1, · · · ,ΓN included in Ω, and we can find
Γi1 , · · ·Γik , each of which lies exterior to the others, with K ⊂ ∪`int Γi` ;
moreover, if for some i` it holds that int Γi` 6⊂ Ω, there are Γj1 , · · · ,Γjm ,
each of which lies interior to int Γi` , such that K ⊂ ∩kext Γjk (recall that
h > η > 0 on Rn \ Ω). By construction g is equal to a constant cj on Γj,
and therefore

∫
Ω
∇ψnm · ∇gdm =

∑
j cj
∫

Γj

∂ψnm
∂n

dHn−1 = 0, by (39). Thus,

∇ψnm is orthogonal to G2
0(Ω), and by Theorem 8 the latter coincides with

G̃2(Ω) when Rn \Ω is unstretched. We now see from the second equation in

(39) that ∇ψnm = ∇ψ−∇u where ∇u is the projection of ∇ψ on G̃2(Ω), as
desired.

When Ω is Lipschitz, Theorem 5 yields a fairly explicit characterization of
norm-minimising Ω-equivalent sources in [L2(Ω)]n. By Lemma 3, it is enough
to consider the case where Ω is connected:

NM-2 Theorem 6. Let Ω be a bounded Lipschitz domain and Γ1, · · · ,Γl the con-
nected components of ∂Ω. Let further M ∈ [L2(Ω)]n and write the Helmholtz
decomposition as M = D + ∇ψ ∈ [L2(Ω)]n. Then, the norm-minimising
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vector field Ω-equivalent to M is ∇ψnm, where ψnm = u+
∑l

j=1 cjω(Γj) with

u the W 1,2(Ω) solution to the Dirichlet problem:

∆u = 0 in Ω,

u = ψ on ∂Ω,
(40) DirichletProblem

and ω(Γj) the harmonic measure of Γj, while the vector (c1, · · · , cl)t ∈ Rl is
determined, up to a multiple of (1, · · · , 1)t (which will only alter ψnm by a
constant and therefore respect ∇ψnm) by the property that

∫
Γj

∂ψnm
∂n

dHn−1 = 0

for 1 ≤ i ≤ l.

Proof. As Lipschitz open sets have unstretched complement, Theorem 5 and
Corollary 1 imply that the norm-minimising vector field Ω-equivalent to M
is ∇ψnm with ψnm = u +

∑l
j=1 cjω(Γj), where u ∈ W 1,2(Ω) solves (40)

and ω(Γj) is the harmonic measure of Γj, while the cj are real numbers.
Using the notation of Lemma 1 and appealing to the Whitney and Sard
theorems as in the proof of Theorem 5 to construct non-negative functions
hj ∈ C∞(Rn) whose zero set is extO1 for j = 1 and intOj for j 6= 1, we
construct smooth compact hypersurfaces Σj ⊂ Ω such that the shell between
Γj and Σj is included in Ω. Since

∫
Σj

∂ψnm
∂n

dHn−1 = 0 by (40), we get from

the Green formula that
∫

Γj

∂ψnm
∂n

dHn−1 = 0 for 1 ≤ j ≤ l. Hence, it holds for

j ∈ {1, · · · , l} that

−
∫

Γj

∂u

∂n
dHn−1 =

L∑
`=1

c`

∫
Γj

∂ω(Γ`)

∂n
dHn−1. (41) detsyscl

To see that (41) determines (c1, · · · , cl) up to a multiple of (1, · · · , 1), observe
that if we put v =

∑
` a`ω(Γ`) then∫

Ω

∇v.∇v dm =
l∑

j=1

∫
Γj

v
∂v

∂n
dHn−1 =

l∑
j,`=1

aja`

∫
Γj

∂ω(Γ`)

∂n
dHn−1,

so that the quadratic form on Rl whose matrix has (j, `)-entry
∫

Γj

∂ω(Γ`)
∂n

dHn−1

is non-negative with kernel the multiples of (1, · · · , 1)t (corresponding to a
constant v).
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When p 6= 2, we shall not be able to characterize Ω-equivalent sources
of minimum Lp-norm in such an explicit manner. However, when Rn \ Ω is
Lipschitz at least, the problem can be approached via duality. For this, recall
that Sp is a closed subspace of [Lp(Ω)]n by Lemma 4, and let S⊥p ⊂ [Lq(Ω)]n,
1/p + 1/q = 1, be the space of annihilators of Sp; that is: the space of all
Φ ∈ [Lq(Ω)]n such that 〈M0,Φ〉 = 0 for all M0 ∈ Sp.

LAdet Lemma 5. Let Ω be a bounded Lipschitz open set, and p ∈ (1,∞) with
1/p + 1/q = 1. Then, S⊥p consists of those vector-fields ∇φ ∈ [Lq(Ω)]n such
that φ ∈ W 1,q(Ω) is harmonic in Ω and 〈∇φ · ν, χ〉 = 0 for all χ ∈ R∂Ω; in
other words,

∫
Γi

(∂φ/∂n)dHn−1 = 0 for each connected component Γi of ∂Ω.

Proof. By Lemma 3, we may assume that Ω is connected. Let Φ ∈ [Lq(Ω)]n

be such that 〈M0,Φ〉 = 0 for all M0 ∈ Sp. By Theorem 3, it means that
〈Φ,∇ψ0 + D0〉 = 0 for ψ0 ∈ W 1,p

R∂Ω
(Ω) and D0 ∈ Divp,0. In particular Φ is

orthogonal to Divp,0 whence it is a gradient, say Φ = ∇φ with φ ∈ W 1,q(Ω).
Moreover, as ∇φ = Φ is orthogonal to all gradients of functions in C∞c (Ω) ⊂
W 1,p

R∂Ω
(Ω), it follows that ∇φ is divergence-free as a distribution; i.e., φ is

harmonic in Ω. Using the notation of Lemma 1 so that the Oj are the
connected of components Rn \ Ω and the Γj are the connected components
of ∂Ω for 1 ≤ j ≤ l, we can argue as in the proof of Theorem 6 and construct
for each j a closed smooth hypersurface Σj ⊂ Ω such that the shell between
Γj and Σj is included in Ω. Then, we can find hj ∈ C∞(Rn) such that
hj = 1 on Oj and zero outside a neighborhood of Γj containing Σj. Then
hj ∈ W 1,p

R∂Ω
(Ω), and we get from the divergence formula applied to hj∇φ on

the shell between Σj and Γj that
∫

Γj

∂φ
∂n
dHn−1 = 0 for 1 ≤ j ≤ l. This

proves that the elements of S⊥p are of the announced type, and the previous
arguments are easily reverted to yield the converse.

Remark 1. Whenever Ω is such that Gp
0(Ω), coincides with G̃p(Ω) and

Divp,0 coincides with divergence-free fields in [Lp(Rn)]n that vanish off Ω,
the reasoning in Lemma 5 is easily adapted to yield that S⊥p consists of those

∇Φ ∈ [Lq(Ω)]n such that Φ is a harmonic function in Ω and
∫

Γ
∂Φ
∂n
dHn−1 = 0

for all closed C∞-hypersurfaces Γ ⊂ Ω. In particular, if we knew that Divp,0
coincides with divergence-free fields in [Lp(Rn)]n vanishing off Ω when Rn \Ω
is unstretched, then the above characterisation of S⊥p would hold under very
general assumptions.

We now return to our investigation of norm-minimising Ω-equivalent
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sources. It ensues from the Hahn-Banach theorem [36, Thm 7.2] that

inf
M0∈Sp

‖M −M0‖[Lp(Ω)]n = sup
‖Φ‖[Lq(Ω)]n≤1,Φ∈S⊥p

|〈M,Φ〉|

= sup
‖Φ‖[Lq(Ω)]n=1,Φ∈S⊥p

|〈M,Φ〉|,
(42) EqivDualProblem

where the second equality in (42) is obvious. In view of Lemma 5, it
follows that when Ω is Lipschitz:

inf
M0∈Sp

‖M −M0‖[Lp(Ω)]n = sup
‖∇φ‖[Lq(Ω)]n=1,∆φ=0 in Ω,

∫
Γi

(∂φ/∂n)dHn−1=0

|〈M,∇φ〉|,

(43) specmneL

with Γ1, · · · ,Γl to denote the connected component Γi of ∂Ω. Still assuming
that Ω is Lipschitz, the existence of a harmonic function φS ∈ W 1,q(Ω) that
maximises (43) is a byproduct of Poincaré’s inequality and the closedness of
S⊥p , while uniqueness of φS when M 6≡ 0 is an elementary consequence of
strict convexity. Further, observing that the infimum is attained in (43) and
letting MS be as in (38), we see from (43) that φS satisfies:

〈M −MS,∇φS〉 = ‖M −MS‖[Lp(Ω)]n , (44) DualEquality

and the case of equality in Hölder’s inequality shows that

∇φS =
|M −MS|p−2(M −MS)

‖M −MS‖p−1
[Lp(Ω)]n

. (45) HarmonicCharofMin

Thus, inverting the duality mapping in (45), it follows when Ω is a bounded
Lipschitz open set that givenM ∈ [Lp(Ω)]n, the norm-minimising Ω-equivalent
source MS is given by

M −MS = 〈M,∇φS〉|∇φS|q−2∇φS, (46) NM-p

where φS is the unique harmonic function in Ω with gradient of unit Lq-norm
and zero flux across each connected component of ∂Ω. Note that when ∂Ω
is connected, the latter condition is automatic. Altogether, we proved the
following result that generalises Theorem 6:
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GeneralResult Theorem 7. Let Ω be a bounded Lipschitz open set, and Γ1, · · · ,Γl the
connected components of ∂Ω. Given a vector-field 0 6≡ M ∈ [Lp(Ω)]n,
1 < p <∞, the norm-minimising Ω-equivalent vector-field is given by

〈M,∇φS〉|∇φS|q−2∇φS

where φS is, up to an additive constant, the unique harmonic function on
Ω with ‖∇φS‖[Lq(Ω)]n = 1 and

∫
Γi

(∂φS/∂n)dHn−1 = 0 for 1 ≤ j ≤ l that
satisfies:

〈M,∇φS〉 = max
‖∇φ‖[Lq(Ω)]n=1,∆φ=0 inΩ,

∫
Γi

(∂φ/∂n)dHn−1=0,1≤i≤l
〈M,∇φ〉. (47) OptProb

When ∂Ω is connected, (47) may be replaced by

〈M,∇φS〉 = max
‖∇φ‖[Lq(Ω)]n=1,∆φ=0 inΩ

〈M,∇φ〉. (48) OptProbL

We are now in position to prove Theorem 1.

Proof of Theorem 1. It follows from (38) and the theorem above that the
norm-minimising source Ω-equivalent to M can be written uniquely in the
form

〈M,∇φS〉|∇φS|q−2∇φS = M −∇φ0 −D0,

where φS is harmonic with ∇φs ∈ [Lq(Ω)]n and
∫

Γi
(∂φS/∂n)dHn−1 = 0

for 1 ≤ i ≤ l, while ∇φ0 ∈ Gp
0(Ω) and D0 ∈ Divp,0(Ω). Letting h =

〈M,∇φS〉
1
q−1φS together with ψ = φ0 and D = D0, we get the decomposition

(24).

7 Appendix
appendixg

7.1 More on Sobolev functions
apf

This section complements Section 2, and we stick to the notation introduced
there. In particular, F̃ stands for the extension by zero of F , initially defined
on Ω ⊂ Rn, to the whole of Rn; recall also the spaces Gp(Ω) and Gp

0(Ω)

introduced in (5) and (6), as well as the space G̃p(Ω) ⊂ Gp(Ω) defined by

(7). Theorem 2 and Lemma 2 imply that G̃p(Ω) consists exactly of the
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magnetic fields, generated by a magnetization in Lp(Ω), that vanish outside
Ω; i.e., the fields of silent magnetizations of Lp-class.

Unlike Gp(Ω) or Gp
0(Ω), the space G̃p(Ω) only depends on Ω modulo

those x ∈ ∂Ω having a neighbourhood Vx such that Vx \Ω has zero Lebesgue
measure; for convenience, we say that such points are Lebesgue isolated in
Rn \ Ω. The union of Ω and of the Lebesgue-isolated points in Rn \ Ω is

a bounded open set Ω̃ ⊃ Ω such that G̃p(Ω) = G̃p(Ω̃) and therefore, when

studying G̃p(Ω), we may as well assume that Rn \Ω has no Lebesgue-isolated
points. This hypothesis typically eliminates “cracks” from Ω.

We shall see that in fact G̃p(Ω) coincides with Gp
0(Ω) when ∂Ω has

Lebesgue measure zero and Rn \Ω has no Lebesgue-isolated points, provided
that the connected components of Rn \ Ω are positively separated, meaning
that the distance between any two of them is bigger than a strictly positive
constant independent of the components; this is a consequence of Theorem 8
below. Of course, as Ω is bounded, the separation condition entails that the
connected components are finite in number, and then separation reduces to
the property that their closures do not meet. The separation condition can-
not be dispensed with in general, as the example in Section 7.3 shows. More
generally, in Theorem 8, we handle the situation where Ω is a bounded open
set such that ∂Ω has Lebesgue measure zero and the connected components
of Rn \Ω may only accumulate in a “thick” manner; the case of an arbitrary
bounded Ω will not be considered here. We begin with a lemma:

VB Lemma 6. Let Ω ⊂ Rn be a bounded open set whose boundary ∂Ω has zero
Lebesgue measure. Let further {Oj}j∈J designate the connected components

of Rn\Ω. For p ∈ (1,∞), a vector field F lies in G̃p(Ω) if, and only if F̃ is of
the form ∇f for some (necessarily unique) f ∈ W 1,p(Rn) which is constant
on each Oj.

Proof. By definition, every F ∈ Gp(Rn) is of the form∇f with f ∈ W 1,p
loc (Rn).

If moreover F = 0 on Rn \ Ω, then f is constant in each Oj; conversely,
since ∂Ω has Lebesgue measure 0, it is equivalent to say that F vanishes
on Rn \ Ω and that f is constant on each Oj. Let O0 designate, without
loss of generality, the unbounded connected component of Rn \Ω; the latter
uniquely exists since Ω is bounded. Adding a constant to f if necessary, we
may assume that it vanishes on O0, and then f ∈ W 1,p(Rn).

Note: if f ∈ W 1,p(Rn) is such that ∇f ∈ G̃p(Ω), necessarily f vanishes
in the unbounded component of Rn \Ω, for it is constant there and must lie
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in Lp(Rn).

EPC Theorem 8. For p ∈ (1,∞) and Ω ⊂ Rn a bounded open set with boundary

∂Ω of zero Lebesgue measure, it holds that Gp
0(Ω) ⊂ G̃p(Ω). If n < p, the

converse inclusion holds; namely, Gp
0(Ω) = G̃p(Ω). More generally, if we let

{Oj}j∈J denote the connected components of Rn\Ω and we assume in addition
that Oj is non-thin at B1,p-quasi every point of ∂Oj for all j, and if whenever
Oj

⋂
∪i∈IOi 6= ∅ for some index j ∈ J and some subset of indices I ⊂ J then

B1,p

(
Oj

⋂
∪i∈IOi

)
> 0 (these conditions are automatically satisfied if n < p),

it holds that Gp
0(Ω) = G̃p(Ω).

Proof. Without loss of generality, we assume that O0 is the unbounded com-
ponent of Rn \ Ω. Pick ϕ ∈ C∞(Ω) with ∇ϕ ∈ [Cc(Ω)]n, and let the Ui
enumerate, for i ∈ I ⊂ N, the connected components of Rn \ supp∇ϕ, with
U0 to denote the unbounded component. The Ui ∩ Ω are nonempty open
sets partitioning Ω \ supp∇ϕ. Assume first that Ω is connected, and de-
fine Bi := ∪k 6=iUk ∪ Ω for i ∈ I. Clearly, Bi is a connected open set and
Ui∪Bi = Rn. We contend that Ui∩Bi is connected. Indeed, as Rn is simply
connected, the last portion of the Mayer-Vietoris sequence in homology [13,
Sec. 2.2] yields (with Hl to indicate the l-th homology group):

0 = H1(Ui ∪Bi)→ H0(Ui ∩Bi)→ H0(Ui)⊕H0(Bi)→ H0(Ui ∪Bi)→ 0

from which it follows, since H0(Ui) = H0(Bi) = H0(Ui ∪ Bi) = Z (because
Ui, Bi and Ui ∪ Bi are connected), that H0(Ui ∩ Bi) = Z as well. This
proves our contention, and so Ui ∩ Ω = Ui ∩Bi is in turn connected. Hence,
ϕ is constant on Ui ∩ Ω because ∇ϕ = 0 there, say ϕ|Ui∩Ω ≡ ci. If we
define Φ to be ϕ − c0 on Ω and ci − c0 on Ui, it is readily checked that
Φ is well-defined in C∞c (Rn) with ∇Φ = ∇̃ϕ; in fact Φ is zero on U0, in
particular it vanishes outside every ball containing Ω. To recap, we showed
that if Ω is connected and ϕ ∈ C∞(Ω) with ∇ϕ ∈ [C∞c (Ω)]n, then there is

Φ ∈ C∞c (Rn) such that ∇Φ = ∇̃ϕ. We claim that the same holds even when
Ω is not connected. Indeed, let {Ωl}l∈L denote the connected components of
Ω, where L = {1, 2, · · · } is an initial segment of natural numbers (finite or
infinite). If ϕ ∈ C∞(Ω) is such that ∇ϕ ∈ [C∞c (Ω)]n, then supp∇ϕ can meet
only finitely many Ωl, say Ω1, · · · ,ΩN . Thus, ϕ is constant on Ωl for l > N ,
and we may as well assume it is zero there because this does not change ∇ϕ.
For 1 ≤ l ≤ N , the function ϕl := ϕ|Ωl lies in C∞(Ωl) and ∇ϕl = (∇ϕ)|Ωl
is compactly supported in Ωl. Hence, by the first part of the proof, there is
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Φl ∈ C∞c (Rn) such that ∇Φl = ∇̃ϕl, and so Φ :=
∑

1≤l≤N Φl lies in C∞c (Rn).

By construction ∇Φ =
∑

1≤l≤N ∇̃ϕl is zero outside ∪1≤l≤NΩl and coincides

with ∇ϕl on Ωl, so that ∇Φ = ∇̃ϕ as claimed.
Next, consider F ∈ Gp

0(Ω) and let ϕk be a sequence in C∞(Ω) such that
∇ϕk ∈ [C∞c (Ω)]n with ∇ϕk → F in [Lp(Ω)]n. Let further Φk be a sequence

in C∞c (Rn) with ∇Φk = ∇̃ϕk and such that Φk is zero on O0; such a sequence
exists by what precedes. Applying (4) on a ball containing Ω, we deduce that

Φk converges in W 1,p(Rn), as k →∞, to some f such that ∇f = F̃ . Hence,

F ∈ G̃p(Ω) so that Gp
0(Ω) ⊂ G̃p(Ω).

Conversely, let F ∈ G̃p(Ω) so that, according to Lemma 6, F̃ = ∇f
where f ∈ W 1,p(Rn) assumes a constant value cj(f) on Oj, for every j ∈ J .
Note, since c0(f) = 0 while O0 is non-thin at quasi every point of ∂O0 by
assumption, that f(x) = 0 for B1,p-quasi every x ∈ O0: it is so because
f is continuous outside a set of arbitrary small B1,p-capacity [7, Proposition
6.1.2]. Suppose for a while that f ≥ 0 and fix δ > 0, together with a sequence
{δi}i∈N of strictly positive numbers such that

∑
i δi = δ. Pick ε > 0 and then

ε′ ∈ (0, ε] small enough that
∫
{0≤f≤ε′} |∇f |

pdm ≤ εp; since ‖∇f‖Lp(Rn) <∞,

such a ε′ exists, by the monotone convergence theorem. Let I0 ⊂ J be the
set of indices i for which ci(f) ≥ ε′, and define K0 := ∪i∈I0Oi. Of necessity
K0 ∩ O0 = ∅, otherwise B1,p(K0 ∩ O0) > 0 by assumption and, since f is
continuous outside a set of arbitrary small B1,p-capacity, it would imply that
f ≥ ε′ > 0 on a set E ⊂ ∂O0 with B1,p(E) > 0, contradicting that f(x) = 0
for B1,p-quasi every x ∈ O0. Hence, by [7, Theorem 9.1.3], there is a C∞

function η0 : Rn → [0, 1] with η0 = 1 on K0 and η = 0 on O0 such that
‖f − ηf‖W 1,p(Rn) ≤ ε′. Now, if we let f0 := max{ηf − ε′, 0}, we find that

∇f0 ∈ G̃p(Ω) with ci(f0) = ci(f) − ε′ for i ∈ I0 and ci(f0) = 0 for i /∈ I0.
Moreover, it follows from [7, Theorem 3.3.1] that ∇f0 = ∇(ηf) a.e. on
{x : η(x)f(x) > ε′} and ∇f0 = 0 a.e. on {x : η(x)f(x) ≤ ε′}. Therefore,

‖ηf − f0‖pW 1,p(Rn) =
∫
Rn |ηf − f0|pdm+

∫
Rn |∇(ηf)−∇f0|pdm (49)

≤ (ε′)pm(Ω) +
∫
{0≤ηf≤ε′} |∇(ηf)|pdm (50)

≤ (ε′)pm(Ω) +
(
ε′ + (

∫
{0≤f≤ε′} |∇f |

pdm)1/p
)p

(51)

≤ (ε′)pm(Ω) + (ε′ + ε)p . (52)

Altogether, as ε′ ≤ ε, we get from the triangle inequality that

‖f − f0‖W 1,p(Rn) ≤
(
1 + (m(Ω) + 2p)1/p

)
ε (53) maje0
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which is arbitrary small with ε. In the general case where f is not signed,
we write f = f+ − f− with f+ := max{f, 0} and f− = (−f)+ and remark

that ∇f± satisfies the same assumptions as F̃ [7, Thm. 3.3.1]. So, we can
apply what precedes to f+ and f− to obtain functions f0,+ and f0,−; we
then put f0 := f0,+ − f0,−. To recap, we constructed f0 ∈ W 1,p(Rn) with
‖f −f0‖W 1,p(Rn) arbitrary small, such that f0 is constant on a neighbourhood

of O0 and on each Oj; in particular, we can make ‖f − f0‖W 1,p(Rn) < δ0.

Note also that if f was constant on a neighbourhood of Oj for some j, so is
f0 on the same neighbourhood (possibly with a different constant, though).
We now proceed inductively: to complete the next step, pick x1 ∈ O1 and
consider the inversion with center x1 given by Ix1(x) := (x − x1)/|x − x1|2.
It is a smooth involution of the “sphere” Rn ∪ {∞} ∼ Sn that maps x1 to
∞, with Jacobian determinant −|x− x1|−2n at x 6= x1; in fact, the Jacobian
matrix is unitarily conjugate to diag {−|x−x1|−2, |x−x1|−2, · · · , |x−x1|−2},
see [26, Proof of Theorem 4.2] (the unitary matrix depends on x, though).
Clearly, Ω1 := Ix1(Ω) is a bounded open set, and the Ui := Ix1(Oj) are the
connected components of Rn \Ω1, with U1 being the unbounded component.
From the change of variable formula and the definition of B1,p-capacity, one
checks that Ix1 preserves sets of B1,p-capacity zero in Rn \ {x1,∞}, conse-
quently B1,p

(
Uj
⋂
∪i∈IUi

)
> 0 whenever Uj

⋂
∪i∈IUi 6= ∅; also, by definition

of thinness [7, Definition 6.3.7], Ix1 preserves thinness of a set at any x 6= x1.
Thus, Uj is non-thin at B1,p-quasi every point of ∂Uj for each j. Further-
more, if U is an open set with compact closure in Rn \ {x1} and we put
m1 := infx∈U |x− x1|, we get from the change of variable formula again that
for g ∈ W 1,p(U):

‖g‖W 1,p(U) ≤ max{m−2n/p
1 ,m

−2(n−p)/p
1 }‖g ◦ Ix1‖W 1,p(Ix1 (U)). (54) transSobn

As the function h1 := f0 ◦ Ix1 − c1(f0) lies in W 1,p(Rn) and is constant on Uj
for each j as well as constant on a neighborhood of U0, we can argue as we
did to construct f0 from f , replacing Ω by Ω1 and f by h1. This provides us
with a function g1 that can be made arbitrary close to h1 in W 1,p(Rn) while
it is constant on each Uj and on a neighborhood of both U0 and U1. If λ0

denotes the constant value assumed by g1 on U0, we get since h1 = −c1(f0)
on U0 that |λ0 +c1(f0)|m1/p(U0) ≤ ‖h1−g1‖Lp(U0), whence |λ0 +c1(f0)| can be
made arbitrary small with ‖h1−g1‖W 1,p(Rn). Thus, letting f1 := (g1◦Ix1−λ0),
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we get in view of (54) since f0 = f1 = 0 on O0:

‖f0 − f1‖W 1,p(Rn) = ‖(h1 − g1) ◦ Ix1 + c1(f0) + λ0‖W 1,p(Rn\U1) (55)

≤ C‖h1 − g1‖W 1,p(Rn) + |λ0 + c1(f0)|m1/p(Rn \ U1) (56)

≤ C ′‖h1 − g1‖W 1,p(Rn) , (57)

where C and C ′ are geometric constants depending on Ω and our choice of
x1 ∈ O1. One deduces from (55) that ‖f0−f1‖W 1,p(Rn) can be made arbitrary
small, in particular smaller than δ1. Iterating the argument, we construct
a sequence of functions fk, 0 ≤ k, such that ‖f − f0‖W 1,p(Rn) ≤ δ0 and

‖fk − fk+1‖W 1,p(Rn) ≤ δk+1, with f` constant on a neighborhood Vk of Ok

for ` ≥ k. Since
∑

k δk = δ < ∞, the sequence fk is a Cauchy sequence

in W 1,p(Rn) that converges to some f̃ ; clearly ∇f̃ is compactly supported

in Ω, and ‖f − f̃‖W 1,p(Rn) ≤ δ. By mollification, we can now construct a
ϕ ∈ C∞(Rn) which is constant on a neighborhood of Oj for each j (the
constant being 0 when j = 0), and such that ‖f − ϕ‖W 1,p(Rn) ≤ 2δ. Since δ
was arbitrary, we find that F ∈ Gp

0(Ω), as desired.

EPCc Corollary 2. Let p ∈ (1, n] and Ω ⊂ Rn a bounded open set with boundary
∂Ω of zero Lebesgue measure. Denote by {Oj}j∈J the connected components
of Rn \ Ω, and assume that Oj is non-thin at B1,p-quasi every point of ∂Oj

for all j. Let further F ∈ G̃p(Ω) so that, according to Lemma 6, one can

write F̃ = ∇f for some unique f ∈ W 1,p(Rn) which is constant on each
Oj; say, f ≡ cj(f) there. Assume that limk→∞ cjk(f) = cj(f) whenever the
sequence {jk} ⊂ J satisfies limk→∞ dist(Ojk , Oj) = 0 for some j ∈ J . Then,
F ∈ Gp

0(Ω).

Note:the hypothesis entails that ci(f) = cj(f) when Oi ∩Oj 6= ∅.

Proof. We proceed as in the proof of the second assertion of Theorem 8:
defining K0 in the same way, the assumptions on f ensure that K0 ∩O0 = ∅
which allows us to complete the first step of the induction. The analog of
f0 thus obtained has cj(f0) = cj(f) ∓ ε′ when ±cj(f) ≥ ε′ and cj(f0) = 0
otherwise, hence it satisfies the same assumptions as f . The induction can
now be carried out as before.

Let Ω ⊂ Rn be open. For f ∈ W 1,p(Ω) and g ∈ W 1,q
0 (Ω), it holds for

1 ≤ i ≤ n that
∫

Ω
∂xifg = −

∫
Ω
∂xigf , by absolute continuity on a.e. line of
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Sobolev functions [12, Thm. 2.1.4]. Thus, ‖∇f‖[W−1,p(Ω)]n ≤ n1/p‖f‖Lp(Ω),
and since W 1,p(Ω) is dense in Lp(Ω) it follows that f 7→ ∇f extends to a
continuous map from Lp(Ω) into [W−1,p(Ω)]n.

When Ω is a Lipschitz open set and (Uj ∩ ∂Ω, φj) an atlas for ∂Ω as in
Section 2.2, the Sobolev space W 1,p(∂Ω) comprises those f : ∂Ω → R such
that f ◦ φ−1

j ∈ W 1,p(Vj) for all j, with Vj = φj(Uj ∩ ∂Ω). The definition
does not depend on the atlas, since Lipschitz changes of variables preserve
Sobolev functions [12, Thm 2.2.2]. The tangential gradient ∇Tf ∈ [Lp(∂Ω)]n

is given on Uj ∩ ∂Ω by

∇Tf ◦ φ−1
j = Dφ−1

j

(
(Dφ−1

j )tDφ−1
j

)−1∇(f ◦ φ−1
j ); (58) gradtan

note that the definitions agree a.e. on Uj1 ∩ Uj2 and that ∇Tf(x) ∈ Tx∂Ω
for σ-a.e. x ∈ ∂Ω. For a.e. x ∈ Uj ∩ ∂Ω and each X ∈ Tx∂Ω, we have
∇Tf(x).X = df(x)(X) where the differential df(x) of f at x is the 1-form
given by df(x)(X) = ∇(f ◦φ−1

j )(φj(x)).Dφj(x)(X). One sees that W 1,p(∂Ω)
is a Banach space for the norm

‖f‖W 1,p(∂Ω) =
(
‖f‖pLp(∂Ω) + ‖∇Tf‖p[Lp(∂Ω)]n)

)1/p

(max{‖f‖L∞(∂Ω), ‖∇Tf‖[L∞(∂Ω)]n)} if p =∞)

which is equivalent to
∑N

j=1 ‖f ◦ φ
−1
j ‖W 1,p(Vj). Observe that W 1,∞(∂Ω) iden-

tifies with Lipschitz functions on ∂Ω.
When 1 < p <∞ and 1/p+1/q = 1, the dual space of W 1,p(∂Ω), denoted

by W−1,q(∂Ω), can be realized as the completion of Lq(∂Ω) for the norm

‖ϕ‖W−1,q(∂Ω) := sup
‖g‖W1,p(∂Ω)=1

∫
∂Ω

ϕg dσ (59) defnSnex

by the same argument that leads to (W 1,p
0 (Ω))∗ = W−1,q(Ω).

Forms on ∂Ω proceed as in the smooth case: for 1 ≤ k ≤ n−1, a k-form is
a map x 7→ ω(x) where ω(x) is an alternating k-linear map on Tx∂Ω (a 0-form
is simply a function). Its local representative in the chart φj : Uj ∩ ∂Ω→ Vj
is the k-form (φ−1

j )∗(ω) on Vj which the pullback of ω under φ−1
j :

(φ−1
j )∗(ω)(y) := ω(φ−1

j (y)) ◦ (Dφ−1
j (y)× · · · ×Dφ−1

j (y)), y ∈ RegVj. (60) replocc

Rearranging (60), we get an expression of the form

(φ−1
j )∗(ω)(y) =

∑
i1<i2,··· ,<ik

a
{φj}
i1,··· ,ik(y) dyi1 ∧ · · · ∧ dyik , y ∈ RegVj,
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where the coefficients a
{φj}
i1,··· ,ik are functions on Vj that transform naturally

under changes of coordinates. We identify forms that agree a.e. and say that

ω is of Lp-class if the a
{φj}
i1,··· ,ik lie in Lp(Vj) for each j. In this case we write

ω ∈ F p
k (∂Ω) and

‖ω‖F pk (∂Ω) :=
N∑
j=1

∑
i1<i2<···<ik

‖a{φj}i1,··· ,ik‖Lp(Vj) .

A change of atlas yields an equivalent norm. The image under φj of the
restriction σ|Uj is the measure on Vj, absolutely continuous with respect to

Lebesgue measure, with differential (1+|∇Ψj(y)|2)1/2dy. Since Ψj ∈ L∞(Vj),
it follows that f ∈ Lp(∂Ω) if and only if it is of Lp-class as a 0-form, and
‖f‖Lp(∂Ω) is equivalent to ‖f‖F p0 (∂Ω).

Integrating (n−1)-forms on ∂Ω goes as in the smooth case on an oriented
Riemannian manifold [46, Sec. 4.10] (note that ∂Ω is oriented by construc-
tion). That is: for ω a (n − 1)-form of L1-class on ∂Ω and (ϕj) a Lipschitz
partition of unity subordinated to the Uj ∩ ∂Ω, if one writes

(φ−1
j )∗(ϕjω)(y) = a(y)dy1 ∧ · · · ∧ yn−1

then ∫
∂Ω

ω =
N∑
j=1

∫
Vj

aj(y)dy .

The latter is independent from the atlas and the partition of unity, thanks to
the change of variable formula which is valid for Lipschitz reparametrizations.
In particular, if we define on Uj ∩ ∂Ω the (n− 1)-form

ωj(x)(
n−1∑
i=1

λi∂yiφ
−1
j ) := λ1λ2 · · ·λn−1Jk(φj(x)) ,

where Jk is the square root of the sum of the squares of the (n− 1)× (n− 1)
minors of the Jacobian matrix Dφ−1

j , then ωj1 = ωj2 a.e. on Uj1 ∩ Uj2 ∩ ∂Ω
and the (n − 1)-form ωvol on ∂Ω whose restriction to Uj ∩ ∂Ω is ωj (the
so-called volume form) satisfies

∫
∂Ω
fdσ =

∫
∂Ω
fωvol for every f ∈ L1(∂Ω).

Let us define W1,p
k (∂Ω) to consist of k-forms ω ∈ F p

k (∂Ω) for which there
exists a (k + 1)-form dω ∈ F p

k+1(∂Ω) with the property that, for each j ∈
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{1, · · · , N}, ∫
Vj

(φ−1
j )∗(ω) ∧ dµj = (−1)k+1

∫
Vj

(φ−1
j )∗(dω) ∧ µj

whenever µj is a C∞-smooth (n − k − 1)-form compactly supported on Vj.
Here, the exterior derivative dµj is the usual one for smooth forms. Though
not obvious at first glance, this definition is consistent, for if dω exists then

(φj1 ◦φ−1
j2

)∗
(

(φ−1
j1

)∗(ω)
)
∈ W1,p

k (φj2(Uj1∩Uj2∩∂Ω)) and on φj2(Uj1∩Uj2∩∂Ω)

it holds a.e. that

d
(

(φj1 ◦ φ−1
j2

)∗
(

(φ−1
j1

)∗(ω)
))

= (φj1 ◦ φ−1
j2

)∗
(

(φ−1
j1

)∗(dω)
)
,

see [47, Thm 2.2]. We endow W1,p
k (∂Ω) with the norm

‖ω‖W1,p
k (∂Ω) = (‖ω‖p

F pk (∂Ω)
+ ‖dω‖p

F pk+1(∂Ω)
)1/p.

It is easy to see that f ∈ W 1,p(∂Ω) if and only if f ∈ W1,p
0 (∂Ω) and that

(φ−1
j )∗(df) =

∑
i

∂yi(f ◦ φ−1
j ) dyi .

We let W−1,q
k (∂Ω) be the completion of F q

k (∂Ω) for the norm

‖ω‖W−1,q
k (∂Ω) := sup

‖µ‖
W1,p
n−1−k(∂Ω)

=1

∫
∂Ω

ω ∧ µ,

so that W−1,q
k (∂Ω) consists of linear forms on W1,p

n−1−k; i.e., of (n − 1 − k)-

currents on ∂Ω. When f ∈ W 1,p(∂Ω) and µ ∈ W1,q
n−2(∂Ω), it holds that∫

∂Ω
df ∧ µ = −

∫
∂Ω
fdµ, as can be checked in local coordinates from the

absolute continuity on a.e. line of Sobolev functions [12, Thm 2.1.4]. Thus,
‖df‖W−1,p

1 (∂Ω) ≤ C‖f‖Lp(Ω), and since W 1,p(∂Ω) is dense in Lp(∂Ω) it follows

that f 7→ df extends to a continuous map from Lp(∂Ω) into W−1,p
1 (∂Ω).

Since the gradient defines a continuous map ∇ : Lp(Vj)→ [W−1,p(Vj)]
n−1

as pointed out at the begining of this section, (58) implies on using a Lipschitz
partition of unity subordinated to the Uj that ∇T : Lp(∂Ω)→W−1,p

1 (∂Ω) is
continuous.
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It is known that W s,p(∂Ω) = [Lp(∂Ω),W 1,p(∂Ω)]s,p, where [., .]s,p is the
so-called real interpolation functor, see [48, Ch.4] for a definition of the lat-
ter. This fact follows from the analogous result on Rn−1 [48, Ch. 4, Cor.
4.13] and [21, Lem. 1.1] which allows one to localize the statement in the
charts (Uj, φj), using a Lipschitz partition of unity on ∂Ω. Hence, by dual-
ity [49, Thm 3.7.1], we get that W−1/p,p(∂Ω) ∼ [Lp(∂(Ω),W−1,p(∂Ω)]1/p,p =
[W−1,p(∂Ω), Lp(∂(Ω)]1−1/p,p with equivalence of norms, and since taking the
gradient maps Lp(∂Ω) into [W−1,p(∂Ω)]n and W 1,p(∂Ω) into [Lp(∂Ω)]n con-
tinuously, we see by interpolation upon setting s = 1−1/p that the tangential

gradient ∇Tψ of ψ ∈ W 1−1/p,p(∂Ω) exists as a member of W−1/p,p
1 (∂Ω).

7.2 Auxiliary lemmas
app

densS0 Lemma 7. To every f ∈ S on Rn, there is a sequence φn ∈ S such that

• limn→∞ φn = f in Lp(Rn) for all p ∈ [1,∞),

• to each n there is a nonempty neighborhoud Vn of 0 with the property
that φ̂n(ξ) = f̂(0) for ξ ∈ Vn.

Proof. We adapt the proof of [50, Lem. 9.2.]. Pick g ∈ S such that ĝ = 1
in some ball B(0, r), r > 0. For λ > 0, put gλ(x) := λ−ng(x/λ) and define

hλ(x) := f̂(0)gλ(x)− f ∗ gλ(x), x ∈ Rn. (61) defhl

Clearly, hλ ∈ S , and since ĝλ = 1 in some neighborhood Vλ of 0 we see from
(61) that ĥλ(ξ) = f̂(0)− f̂(ξ) for ξ ∈ Vλ. Thus, letting φλ := f + hλ, we get
that φ̂λ(ξ) = f̂(0) for ξ ∈ Vλ. It remains to show that limλ→+∞ hλ = 0 in
Lp(Rn) for 1 < p <∞, for then φn will satisfy our requirements. Now, since
|f | is summable because f ∈ S , we get by convexity that

|hλ(x)|p =

∣∣∣∣∫
Rn
f(y)

(
gλ(x)− gλ(x− y)

)
dy

∣∣∣∣p ≤ ∫
Rn
|f(y)|

∣∣gλ(x)−gλ(x−y)
∣∣pdy.

Therefore, by Fubini’s theorem and the change of variable x = λz,

‖hλ‖pLp(Rn) ≤
∫
Rn
|f(y)|

(∫
Rn

∣∣g(z)− g(z − y/λ)
∣∣pdz) dy. (62) FubS

The inner integral in (62) is at most 2‖g‖pLp(Rn) and it tends to zero for

fixed y as λ → +∞, by the continuity of argument translation in Lp(Rn).
Hence, the right hand side of (62) goes to zero when λ→ +∞, by dominated
convergence.
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calcpar Lemma 8. Let ϕ : [0,∞) → [0,∞) be C∞-smooth and supported in (0, 1).
Then, h(x) := ϕ(|x|n) lies in S (Rn) and its Newton potential

N(x) := − 1

(n− 2)ωn

∫
Rn

ϕ(|y|n)

|x− y|n−2
dy, x ∈ Rn,

is a C∞-smooth function with gradient given by

∇N(x) = − x

|x|n
Φ(|x|n)

n
, (63) fpot

where Φ : [0,∞) → R is the indefinite integral of ϕ satisfying Φ(0) = 0.
Moreover, the second derivatives ∂2

i,jN lie in Lp(Rn) for 1 ≤ i, j ≤ n.

Proof. Since ϕ is C∞-smooth and vanishes in a neighborhood of 0 and ∞, it
is clear that h ∈ S . Integrating in polar coordinates, we get

N(x) =
1

(n− 2)ωn

∫ 1

0

rn−1ϕ(rn)dr

∫
S(0,1)

dσ(ζ)

|x− rζ|n−2
.

When |x| > r the mean value property for harmonic functions yields that

1

ωn

∫
S(0,1)

dσ(ζ)

|x− rζ|n−2
=

1

|x|n−2
,

and when |x| ≤ r it holds that

1

ωn

∫
S(0,1)

dσ(ζ)

|x− rζ|n−2
=

1

rn−2ωn

∫
S(0,1)

dσ(ζ)

|x/r − ζ|n−2
=

1

rn−2
(64) eqNmc

because σ/ωn is the Newtonian equilibrium measure of B(0, 1) which is a
regular set, whence (64) is independent of x ∈ B(0, 1), see [27, Ch. II, Sec.
13]. Altogether, we obtain:

N(x) =
1

n− 2

∫ min{|x|,1}

0

rn−1ϕ(rn)
dr

|x|n−2
+

1

n− 2

∫ 1

min{|x|,1}
rϕ(rn)dr,

implying that

N(x) =
1

n(n− 2)|x|n−2
Φ(|x|n) +

1

(n− 2)

∫ 1

|x|
rϕ(rn)dr, (65) vN
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where the integral is interpreted as zero for |x| ≥ 1. Since ϕ and Φ vanish
in a neighborhoud of 0 while ϕ also vanishes in a neighborhood of 1, one can
see that N ∈ C∞(Rn). Differentiating (65) we get that

∇N(x) = −xΦ(|x|n)

n|x|n
+

1

n− 2

x

|x|
(|x|ϕ(|x|n)− |x|ϕ(|x|n)) ,

which is (63). Differentiating once more gives us:

∂2
i,jN(x) =

Φ(|x|n)

n

(
− δi,j
|x|n

+ n
xixj
|x|n+2

)
− xixj
|x|2

ϕ(|x|n),

and using that ϕ is compactly supported while Φ is bounded and vanishes in
a neighborhoud of 0, one verifies that ∂2

i,jN ∈ Lp(Rn).

7.3 Example of Sobolev function on a thin set
exempleeffile

We begin by considering the set E ⊂ R3 that we define as

E = {(x, y, z) : z ≥ 2− e−(x2+y2)α} ∩B(0,
√

2)

with 0 < α < 1. Let Ω ⊂ R3 be the set

Ω = (B(0,
√

2)\E)\B(0, 1),

we let O0 = (R3\Ω)\B(0, 1) and O1 = B(0, 1). We will call Ω0 the intersec-
tion of Ω and the closed cone with vertex at (0, 0, 0) that passes through the
points (x, y, z) on S(0,

√
2) that satisfy x2+y2+z2 = x2+y2+(2−e−(x2+y2)α)2.

Let f : R3 → R be defined as follows
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Figure 1: The domain Ω is contained in the grey part, α = 1
4
. The subset of

O0 in red thin at (0, 0, 1). Below is close up of the region around (0, 0, 1) fig1
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f(x, y, z) =



1 on O0\{(0, 0, 1)}
x2 + y2 + z2 − 1 on Ω\Ω0

x2 + y2 + z2 − 1

x2 + y2 + (2− e−(x2+y2)α)2 − 1
on Ω0

0 on O1

.

We claim that f ∈ W 1,2(R3) for some α. We note that the gradient of f on
Ω0 is given by

∇f =


2x

x2+y2+(2−e−(x2+y2)α )2−1
− 4αx(x2+y2)α−1e−(x2+y2)α (2−e−(x2+y2)α )+2x

(x2+y2+(2−e−(x2+y2)α )2−1)2(x2+y2+z2−1)−1

2y

x2+y2+(2−e−(x2+y2)α )2−1
− 4αy(x2+y2)α−1e−(x2+y2)α (2−e−(x2+y2)α )+2y

(x2+y2+(2−e−(x2+y2)α )2−1)2(x2+y2+z2−1)−1

2z

x2+y2+(2−e−(x2+y2)α )2−1

 .

To show that f ∈ W 1,2(R3) we need only show that the following integrals
associated with the L2-norm of the partial derivatives are finite for some α.
In what follows we need to recall the following series representations

2− e−r2α

= 1 + r2α − r4α

2
+
r6α

6
− r8α

24
+
r10α

120
+O(r12α)

√
1− r2 = 1− r2

2
− r4

8
− r6

16
+O(r8)

. (66) seriesexpansions

We begin with the following integrals associated with the partial deriva-
tives with respect to x and y:∫

(x2+y2)<R2

∫ z=2−e−(x2+y2)α

z=
√

1−(x2+y2)

4(x2 + y2)

(x2 + y2 + (2− e−(x2+y2)α)2 − 1)2
dz dx dy

= 4

∫ 2π

0

∫ R

0

r2(2− e−r2α −
√

1− r2)

(r2 + (2− e−r2α)2 − 1)2
r dr dθ

= 4

∫ 2π

0

∫ R

0

r2

(2− e−r2α −
√

1− r2)(2− e−r2α +
√

1− r2)2
r dr dθ,

using the series expansions in (66) that near r = 0 the integrand is dominated
by r3−2α, hence if 3− 2α > −1 the integral is finite, which is necessarily true
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for 0 < α < 1. To finish the discussion for integrals associated with the
partial derivatives with respect to x and y we look at∫

(x2+y2)<R2

∫ z=2−e−(x2+y2)α

z=
√

1−(x2+y2)

(4α(x2 + y2)α−1e−(x2+y2)α(2− e−(x2+y2)α) + 2)2

(x2 + y2 + (2− e−(x2+y2)α)2 − 1)4

(x2 + y2)(x2 + y2 + z2 − 1)2 dz dx dy

=

∫ 2π

0

∫ R

0

r2(4αr2α−2e−r
2α

(2− e−r2α
) + 2)2

(r2 + (2− e−r2α)2 − 1)4[
(2− e−r2α −

√
1− r2)(r4 − 2r2 + 1)+

(2− e−r2α
)3 − (

√
1− r2)3

3
(2r2 − 2) +

(2− er2α
)5 − (

√
1− r2)5

5

]
r dr dθ,

using the series expansions in (66) we have that[
(2− e−r2α −

√
1− r2)(r4 − 2r2 + 1)+

(2− e−r2α
)3 − (

√
1− r2)3

3
(2r2 − 2) +

(2− er2α
)5 − (

√
1− r2)5

5

]
is dominated by r6α near r = 0. We can show that the integrand near r = 0
is dominated by r6α−1 hence integrable for 0 < α < 1. Using the fact that
for a, b ∈ R, (a + b)2 ≤ 2(a2 + b2) and the above integrals we have that the
partial derivatives with respect to x and y are in L2(R3). Finally the integral
associated with the partial derivative with respect to z:∫

(x2+y2)<R2

∫ z=2−e−(x2+y2)α

z=
√

1−(x2+y2)

4z2

(x2 + y2 + (2− e−(x2+y2)α)2 − 1)2
dz dx dy

=
4

3

∫ 2π

0

∫ R

0

(2− e−r2α
)3 − (

√
1− r2)3

(r2 + (2− e−r2α)2 − 1)2
r dr dθ,

using the series expansions in (66) the integrand is dominated by r1−2α near
r = 0 hence for 0 < α < 1 the integral is finite. Hence we have shown that
for any α with 0 < α < 1, f ∈ W 1,2(R3) and is not constant on R3\Ω.

It remains only to show that the set O0 is thin at (0,0,1). We use [51, Thm
7.2.5] to show that the set E0 such that (x, y, z) ∈ E0 with 0 < z < 1− ε(α)
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for some ε(α) > 0 satisfy
√

(x2 + y2) < ln( 1
1−z )

1
2α is thin at (0,0,0). By

letting

f(t) = ln
( 1

1− t

) 1
2α

for 0 < t < 1− ε(α)

then continuously and boundedly extending f in 1− ε(α) ≤ t ≤ 1 we study
the following integral ∫ 1

0

1

t
(

1 + ln+
(

t
f(t)

)) dt.
We can choose ε(α) to be such that t

f(t)
> 1 in 0 < t < 1−ε(α), such an ε(α)

exits since t
f(t)
→∞ as t→ 0. Further we can show that for t ln

(
t

f(t)

)
→ 0

as t→ 0. It thus follows that

ln
(
t
(

1 + ln+
( t

f(t)

)))
> ln(t), for all 0 < t < 1− ε(α).

Since ln(t) < 0 in 0 < t < 1−ε(α) it follows that we can find ρ with 0 < ρ < 1
such that

ln
(
t
(

1 + ln+
( t

f(t)

)))
> ρ ln(t) > ln(t), for all 0 < t < 1− ε(α).

Hence, for 0 < t < 1 − ε(α) the integrand is dominated by 1
tρ

for 0 < ρ < 1
and the integral is finite implying that E0 is thin at (0, 0, 0). By noting that
(x, y, z) ∈ O0 with

√
(x2 + y2) < 1 and 1 < z < 2− ε is just (0, 0, 1) +E0 we

conclude the that O0 is thin at (0, 0, 1).
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