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Abstract

Rolle’s theorem, and therefore, Lagrange and Taylor’s theorems are responsible for the inabil-
ity to determine precisely the error estimate of numerical methods applied to partial differential
equations. Basically, this comes from the existence of a non unique unknown point which ap-
pears in the remainder of Taylor’s expansion. In this paper we consider the case of finite elements
method. We show in details how Taylor’s theorem gives rise to indeterminate constants in the
a priori error estimates. As a consequence, we highlight that classical conclusions have to be
reformulated if one considers local error estimate. To illustrate our purpose, we consider the
implementation of P; and P, finite elements method to solve Vlasov-Maxwell equations in a
paraxial configuration. If Bramble-Hilbert theorem claims thatglobal error estimates for finite
elements P, are ”better” than the P; ones, we show how data mining techniques are powerful
to identify and to qualify when and where local numerical results of P, and P» are equivalent.

1 Introduction

As it is well known, there is always a difference - an error - between the real system that one
wants to simulate and the numerical results produced by its approximation. In [2] and [3] we
proposed a way to decompose this error in four possible kinds of errors, named the modeling error,
the approximation error, the parametrization error and the discretization error.

We already showed in [1] how data mining techniques could help us to evaluate the modeling error:
As an example, we considered there the case of an asymptotic paraxial approximation that models
an ultrarelativistic particle beam.

In the case we considered there, despite a convergence result proved in [10], a numerical study (see
[5]) shows that the comparison of the different orders of approximations is not obvious. In other
terms, the asymptotic models are often difficult to compare directly one to the other.

The main cause of this situation is due to Rolle’s theorem, and therefore, Lagrange and Taylor’s
theorems [7] which are responsible for the inability to exactly determine constants appearing in the
residual of Taylor series, which are considered in asymptotic expansions.

More precisely, this inability is mainly due to the existence of a non unique unknown point which
appears in the remainder of Taylor’s expansion for a concerned higher-order derivative.

The same reason is responsible to the underdetermination of the constants involved in the error
estimate of numerical methods applied to partial differential equations.

Our aim in this paper is to analyze the concrete repercussion of this phenomenon by data mining
techniques, which allow us to compare the effective accuracy of two numerical methods.

For this purpose, we explicit the particular case of finite elements method and we show how Taylors’
theorem causes the presence of indeterminate constants which appear in the a priori error estimates.



As a consequence, we highlight that classical conclusions have to be reformulated if one considers
local error estimate. To specify this point, we consider, as a pilot study, the implementation of P;
and P, finite elements method to solve the Vlasov-Maxwell equations in a paraxial model.

If Bramble-Hilbert theorem (see for instance [6]) claims that global error estimates for the finite
elements P, are ” better” than the P; ones, we will illustrate how data mining techniques are relevant
and powerful to identify when and where local numerical results of P, and P» are equivalent.

2 The discretization error

The type of error we introduce here - the discretization error - can be viewed in some sense as
complementary to the approzimation error described in [3]. Indeed, let us consider a model of
equations (E) that one wants to discretize with a numerical method chosen inside a given family of
approximations. The internal numerical parameters like the mesh size or the time step are fixed.
For this given family of approximations - for instance the Pj finite elements, k& = 1,2,... - we
consider two numerical methods with different order of approximation, says (MN;) and (MNs). To
make it more concrete, we consider the example of a P; and a P, finite element method. Then,
the discretization error is defined as the error due to the difference of order between (MN;) and
(MN3).

At first glance, this definition appears quite elementary and the resulting approximation expectable.
Indeed, the Bramble-Hilbert theorem claims that, under certain conditions of regularity of the mesh
and of the solution, the results obtained by the finite elements P> (of order 2) will be obviously
more precise than those computed by finite elements P; (of order 1).

However, the definition of the discretization error is motivated by the presence of a constant in
the error estimates. Indeed, these error estimates contain multiplicative constants, unknown or
difficult to estimate, before h and h? - where h is the average diameter of the mesh size. Using
obvious notations, the error estimates in the case considered here are written for a norm ad hoc:

|U1($at) - uezact(l‘yt” < ||U1 - uemact” < Clh, (1)
and

|u2(xat) - ue:cact(xyt” < ||u2 - uexact” < C2h27 (2)
where C1, Cy are two different constants.

Understanding and investigating the discretization error with data mining techniques is motivated
by the possibility to determine if there exist local discriminant conditions which could specify this
global error estimates.

More precisely, we are looking for states defined by particular values of (z*,t*) such that:
\ul(x*, t*) - Uexact(x*; t*)| < |u2($*7 t*) - uemact(x*y t*)’ s (3)

or at least
|ul (x*a t*) - Uexact(x*a t*)| = |’LL2(33*, t*) - uexact(ﬂf*, t*)| . (4)

For these local cases (x*,t*), one cannot longer claim that the P, finite element method is better
than the P; one, and as a consequence, the P, finite elements are overqualified.



3 Finite elements error estimate

To better understand the mechanisms which are responsible of the inability to evaluate the two
constants C and Cy which appear in (1)-(2), we will now analyze how the error estimate of the
finite element method is built.

To precise our purpose, we restrict ourselves to the general variational formulation (VP) which
has the following structure:

Find wepqer € V' solution to:

P
(V ) a(ue:vacta U) = L(v),Vv € ‘/7 (5)
where we assume that (V,].||;,) is a given Hilbert space, a(-,-) is a given bilinear, continuous and
V — elliptic form defined on V' x V, and L(-) a given linear continuous form defined on V.

Let us consider now the approximation solution uy, of Uezqct, that solves the approximate variational
formulation (VP);, defined by:

Find uy, € V}, solution to:

(VP), (6)

a(up,vn) = L(vp),Vou € V,

where V}, is a given subset of V' whose dimension is finite.

Then, the first step to estimate the error between the exact solution ueyqe and its approximation
up, is given by Céa’s Lemma [6] that we recall below:

Lemma 3.1 Let uezact be solution to (5) and uy, the solution of (6). Then, the following inequality
holds:

||uezact - uh”v <C inf ||uezact - Uh”v> (7)
v EVR

where the constant C' is the ratio between the continuity constant and the ellipticity constant of the
bilinear form a(-,-).

The strategy which results from Céa’s lemma is that we are able to replace the estimation error
||tezact — un||y, by another approximate problem where the approximate solution u;, does not appear
anymore. In the sequel, we will see that it can be proved that the exact solution ueyqct is well
approximated by a convenient choice of functions vy in Vj.

To make our demonstration more concrete, we restrict ourselves another time to the particular
family of finite elements P; and we suppose that the domain €2, where the real system (.5) exists
and is modeled by equations (FE), (or by the variational formulation (VP)), is a two dimensional
bounded open subset of R? recovered by a mesh II, composed by Nr triangles T}, (k = 1, Nt),
which respect classical rules of discretization, (see for example [6]).

Let us consider T', an elementary triangle in the mesh I, defined by its three vertices (A1, Az, As),
(see Figure 1).

Then, the relative interpolate operator mp on the triangle 7' is defined by:
mr : CYT) — PYT)
3
v oar() = ) u(Ad)A, (8)

k=1
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Figure 1: Example of triangle.

where P!(T) comprises the polynomial functions defined on the triangle T of degree less than or
equal to one, the A\g, (k = 1, 3), denote the three barycentric functions defined on 7' [6] which satisfy
the two following properties:

3

3
VPeT : Y M(P)A, = P, > M(P) = L. (9)
k=1 k=1

We define now two geometrical parameters diam(T") and p(T") which are respectively the diameter
of the triangle T, (the greatest distance between two points inside T'), and the roundness of T', i.e.
the diameter of the biggest circle which is inside 7. We are now in position to formulate the first
main result which evaluates the distance between a ”smooth function” v and its interpolate 77 (v)
on 7.

Theorem 3.1 For any reqular function v which belongs to C%(T), the following inequalities hold:

VPEeT : [o(P)=mr(v)(P)] < 5 diam(T)? | D*(v)|| oo 1), (10)
1 diam(T)?
vPeT : |Vu(P)—Vrr(v)(P)| < L diam(T)” 1D ()| Lo (1) (11)
2 p(T)
where: o 52 52
D2(0)| ooy = M SV M 2% M " anl) . 12
D20y = Mas (sup |500)]sup | S50 sup |2 (12)
Proof :

» Due to our assumption that v belongs to C?(T) we can use Taylor’s formula which claims
that it exists an unknown point & in |Ag, P[ such that:

v(Ag) = v(P) + Vu(P)(Ar — P) + %(A;C — P).D*v(&,) (A, — P). (13)

Then, let us compute the quantity 7y (v)(P) — v(P):

3
mr(v)(P)=v(P) = > v(Ap)M(P)—v(P) = Me(P)(Ax— P)'.D*0(&:)(Ax — P), (14)

k=1

N =
bl
—



where we used the two properties (9).

The control interpolation inequality (10) is therefore got because:

| A, — P| < diam(T).

Concerning the inequality (11), we multiply (13) by V\x and we sum over k:

3 3 3
S o A)Va = u(P)S VN + Y [Vv(P)(Ak —P)} Vo
k=1 k=1 k=1
3
+ 5304~ PY.D(6) 4k~ PYT (15)
k=1

Moreover, by applying the gradient to the two properties of (9), we get:

3 3
VPET : Y VM(P)A,, =VP =1 and Y VM(P) = 0, (16)
k=1 k=1

where I denotes the identity matrix.

Then, equation (15) can be written as follows:

3
ST oAV, = ZV)\k (Ax = P)'| Vo(P)
k=1 k=1
3
b IS D) (A - P a7)

b
Il

1

if we remark that the jth component of the vector [Vo(P)(A; — P)] VA, can be expressed
by the help of the z'jth component of the matrix V(A — P):

Z ov O O ov

oz, (DI Ak = Plig = = Z (A = P)ig

o X (7). 18)

i=1,2

Finally, due to (16), we notice that:

3 3 3
> VM(Ar = P) | Vu(P) = > VNAL|IVo(P) = | Y VAP Vu(P),  (19)
k=1 k=1 k=1
= Vu(P). (20)
This allows us to rewrite (17) in its final expression:
3 13
ZU Ak VA = VU + B Z A — 2U(§k)(Ak - P)V)\k, (21)
k=1 k=1
or, in another words:
13
Vrr(v)(P) — =3 > (Ak = P)'.D*0(&) (A — P)V . (22)
k=1
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Inequality (11) is then obtained as follows:

1
\Vrr(v)(P) — Vu(P)| < §diam(T)2 sup  [VAR(P)] [ D?0]| ez, (23)
peT’

1 diam(T)%,

inD UHL°°(T)7 (24)
where we used the following lemma.
[
Lemma 3.2 )

YVPeT, Vk=1,2,3 : |[VX(P)|] < —. 25
VAP < o (25)

We refer to [11] for the corresponding proof.

Fundamental remark: As one can see, the two interpolation estimations (10)-(11) were derived
by using Taylor’s expansion where an unknown point £ has been introduced. As we already
mentioned, (see section 1), the fact that these points are totally unknown is due to Rolle’s theorem
[7] from which Taylor’s theorem is established.

As a consequence, as we will see in the following result, the error estimate of finite element method
is completely dependent of these unknown points.

This was what we claimed in the beginning of section, that is that Bramble-Hilbert theorem does
not allowed to get a precise error estimate because the presence of unknown constants.

To precise this statement, let us introduce the global interpolate operator 7, defined by:
T - C O(Q) — Vh

v o~ mp(v) = v(Ai) i, (26)
k=1

where A;, (i = 1, N;), are the nodes of the corresponding mesh II;, built with triangles, ¢; the
canonical functions - ¢;(A;) = d;j, d;; is the kronecker symbol - of the approximate functional
space V}, defined by:

Vi, = {’Uh 0 — R, Uh‘Tk S Pl(Tk), (k = 1,NT)} . (27)

We are now in position to formulate the second main theorem for the error estimate of the finite
element method in relation with the framework we considered.

Theorem 3.2 Let Q be a polygonal subset of R? recovered by a “reqular” mesh II;,. Suppose that
ezxact the solution Uegaer of the variational formulation (VP) belongs to C%(Q) and let us consider
up, its corresponding approzimation solution of (VP), based on Pi finite elements. Then, uy
converges to u when h tends to zero and we have the following error estimations:

||uexact - uhHL?(Q) < 50h2 ||D2Ue:ract||L°°(Q)7 (28)

[wezact — uhHHl(Q) < bih ||D2UemctHL°°(Q)a (29)

where By and By are two constant which do not depend on h.



Proof :

» For simplicity we set tezqct = u. Then, because of Céa’s lemma, it is sufficient to find out an
approximate function vy, € V}, such that:

lu = vall i) < Ch? |D?ul|(q)- (30)

Obviously, we will consider for v;, the interpolate function 7, (u) defined by (26). We first
begin to evaluate the L?-norm of the quantity u — mp,(u):

2

lu — wh(u)H%Q( = / lu — 7, (u)[2d < (g )| dS, (31)
Trelly, T eIl
where we used the following property:
VT € Oy : (mh u)|Tk = T, (u|Tk). (32)
Then, because of (10) inequality (31) becomes:
1 .
le=mn(liae < g > diam(T) D% ulfoe iy (Ti). (33)
T elly
ht e o
< T D7 ul[ Lo () #(82), (34)

where 1(2), (respectively p(7})), denotes the measure of €2, (respectively the measure of T}).
Then, we get (28) if set:
C
60 = 5 N(Q)7

(C is the constant in (7) which appears in Céa’s lemma).

» Concerning inequality (29), we have in the same way:

||Vu—V7rh(u)||%z(Q) = Z T]Vu—Vﬂh(u)FdQ, (35)
Tpell, ¥k
< ) / -V (uy, ) dQ, (36)
Ty eIy
dzam Tk
DN R L NTICANENCY
TkEHh

where we used inequality (11) of theorem 3.1.

Finally, to conclude, we use the regularity of the mesh IIj, that it to say that we assume that
there exists a constant o greater or equal to 1 such that:
diam(Ty,)

VI, ell, : ————= < 0. 38
ke = (38)



For more details, the reader would consult for example [12]. As a consequence, inequality
(37) can be rewritten as follows:

h2
IV = Vs () |72y < T 2| Dt oo (0 1($2)- (39)

Therefore, we get (29) after some calculations, if we set:

b1= 5V F (@),

C' is another time the constant which appears in Céa’s lemma in (7).
|
Now, having proven that global error estimates for P; finite elements are based on unknown con-
stants, we rewrite the inequality (29) as follows:
— iV < yh 40
”Ueacact Uy, HHl(Q) = nh, ( )
where ug) denotes the P; approximation and 1 = B1||D*tepact|| Lo (Q)-

In the same way, one can show, using the same ideas for theorem 3.2, that P» finite elements lead
to the following result:

| Uezact — uﬁf)HHl(Q) < y2h?, (41)

where ug) denotes the P, approximation and 2 the corresponding unknown constant.

Therefore, because the presence of the two unknown constants 77 and 72 in (40)-(41), we suspect
the numerical following possibility to take place:

|ue:pact(x*>t*) - Ug) (.le*,t*)| < |uexact(x*7t*) - Ug) (.%'*,t*)| ) (42)
or at least
(tewaer (2%, 7) — ulD (@ 4)| = [tegaer (2, ) — u?) (@, 7)) (43)

which means that locally, the P; finite element solution might be either more accurate than the P,
finite element solution(inequality (42)), or with the same accuracy (inequality (43)).

In the next section, our purpose will be to explore these possibilities, by implementing data mining
techniques on numerical approximations collected inside a convenient database. Indeed, the aim
of data mining is to explore a given database to identify, if any, and characterized homogenous
subgroups which corresponds to the local property of data mining.

In our perspective, this local property in the database will be defined in relation to the time-space
discretization of the physical system. As a consequence, we will construct a database in which each
row will describe the numerical approximations of the physical unknowns locally computed for each
time step and for a given space node of the considered mesh.

As we will see in the next section, data mining will appear as a ”good candidate” to find out local
features which correspond to the property we want to investigate, defined by (42) or (43).



4 Data mining methods for error source analysis

Whether of modeling error, approximation error, parametrization error or discretization error, to
better demonstrate the objectives that we described above, we rather have to retain a mathematical
model which will be rich enough to present a consistent number of variables, (the columns of
the future databases established for each type of error), to provide an appropriate potential of
exploration.

It is the reason why we retained, as a test case, the unsteady Vlasov-Maxwell equations, whose
solutions can be described by asymptotic expansions, see [10].

Indeed, to model the propagation of ultrarelativistic particle beam, a systematic technique to derive
approximate models, based on asymptotic analysis, was proposed on the Vlasov-Maxwell equations
in the axisymmetric case [10]. The interest of such models is that they are much simpler to solve
numerically than the full model.

Our aim here is to illustrate what we detailed in the previous section: the impossibility to get a
precise error estimate for the finite element method, due to constants involved in the inequality of
control (28)-(29) in theorem 3.2.

More precisely, using the FreeFem++ package [8], we approximate the variational formulation
associated to the continuous problem, (for more details see [3]), with first a Pj, then a P Lagrange
finite element method.

We then collected in a suitable database all the numerical results computed by these two families
of finite elements. Note also that, since the two methods do not have the same degrees of freedom,
we chose to keep in the database the common data, that is the quantities computed at the vertices
of the mesh. This exclude, for the P finite element, the quantities computed at the middle of the
edges of the mesh.

Hence, the database we consider is composed by data computed at each time step t,, and for each
space node (rj, () of the mesh!. More precisely, a given row of the database parametered by the
discrete time-space coordinates (r;,(k,t,) is informed by the approximations of all of the physical
unknowns, (the cylindrical components of the velocity V. = (v,,vp,v,), the components of the
electromagnetic field E = (E,, Ey, E,) and B = (B,, By, B,) and the relative component of the so-
called ”pseudo-fields” &, the charge density p and the current density J = (J, Jy, J.)), computed
at a given time step and mesh node.

Then, the set of variables which corresponds to the columns of the database we considered is listed
below: ‘
() g gd )

z 2&%r 29 s ¥Yr

0000, (i=1,2), (44)
where the exponent ¢ specifies that the approximations are computed by the P; Lagrange finite
element.

v,@ , véi), véi), E(i), E(i), B

T z

Considering all the 100 time steps of the simulation and the 1250 space nodes of the mesh II, the
database we treated was composed by 125000 rows and by the 24 variables listed in (44).

Our objective was to appreciate the difference of accuracy between the P; and P» approximate
problem solutions. To this end, we had to determine if there locally exist rows in the database,
characterized by their (r}, (i, tn), such that the P; method would bring a better approximation or,
at least, an equivalent one than the P, finite element.

Lwe use obvious notation in axisymmetric: (r,z) for the coordinates, with ¢ := ct — z, ¢ being the speed-of-light
and ¢ the time.



For doing this, and since without the exact solution, we cannot determine what ”better approxima-
tion” means, we focused our attention to identify subgroups in the database such that the numerical
approximations computed by the two P;, (i = 1,2), finite elements are with ”the same order”.

For the sake of illustration, let us restrict ourselves to the radial component of the electrical field

E,El) and Eg) obtained from the P} and P, finite element method respectively. Then, we are looking
for local features such that:

|E7(‘1) (Tj) Ck? tn) - E’I”,exact (Tj) Clm tn)| =~ ’Er('Z) (Tj7 Ck’ tn) - E?“,exact (Tj7 <k7 tn)‘ (45)

The situation described by (45) means that, in a certain sense (will be soon defined), Y and B
have the ”same numerical order”. To identify such situations, let us first define the notion of ”same
numerical order”. For this purpose, we introduce a threshold a and a new qualitative binomial
variable called ” PyvsPy” as follows :

Same Order, if ]EP) — Eﬁl)] < a,
PrusPy = (46)
Different Order, if not,

where o = 0.65 in our example corresponding to 5% of the maximum of the absolute difference
between E,gl) and Eﬁz) found in all the database. In such a way, the variable ” PjvsP,”, especially
its value ” Same Order”, will allow us to detect and to characterize situations where relation (45)

holds, if any.

The next step is to choose a so-called target variable (the variable to be explained) - in our example
" PivsPy” - and to process ad hoc data mining techniques to qualify the two different categories of
this target variable.

The first result we found confirmed our suspicion: the database contains a non negligible quantity
of rows such that (45) is satisfied. Indeed, as shown in Table 1, almost 14% of the rows in the
dataset are in this case.

Count Percent
Different Order 6522 86.3
Same Order 1035 13.7

Table 1: Respective proportions of the ” Pyvs P>” categories.

Now, to qualify these 14% of rows, namely the cluster composed by the ” Same Order” of the target
variable ” Pyvs P»”, we processed two data mining techniques. The first one we processed is called
Kohonen’ cards [9] and the second one, the decision trees [13].

5 Numerical Results

Let us detail now the study of the discretization error between E,El) and EP) performed with data
mining techniques. We are interested in qualifying the cluster composed by the ” Same Order” of
the target variable ” PyvsP>”. The idea of our exploration process is to begin with the constitution
of homogenous groups, called clusters, in the dataset, and this, without giving to the algorithm of

Kohonen’ cards the knowledge of the binomial variable ” PyvsP;” for each row of the dataset.

Therefore, when the clusters have been discovered by the Kohonen’ cards, we consider again for all

10



of the rows which define each cluster, the value of our target variable ” Pyvs Py”.

The result we got is very interesting: we found, a posteriori, four very homogeneous clusters; two
relative to the category ” Same Order” and two relative to the category ” Different Order”.

As shown in Table 2, more than 90% of the elements of each cluster corresponds to one of the two
category of the target variable ” PyvsPy”.

Group 1 Group 2 Group 3 Group 4
Different Order 93.7% 91.5% 6.5% 5.6%
Same Order 6.3% 8.5% 93.5% 94.4%

Table 2: Kohonen’ clusters versus the target variable PyvsPs.

We then gathered Group 1 and Group 2 as the cluster of the ” Different order” and Group 3 and
Group 4 as the cluster of the ” Same order”. So, the challenge is now to discover the rules of these
two groups. This was processed by the help of a decision tree, also computed under the software
Modeler of IBM SPSS Inc. Results are shown below in Figure 2 and correspond to the top part
of the tree. The first segmentation which appears on the decision tree highlights the most discrim-

Category % n
" same Order 58,731 1120|:
| ™ Diff order 41,269 787
100,000 1907 |:

II- L S =

Improvement = 0,227

—

= 41,500

Node 43 \ Node 44
Category % n Category % n
( Same Order 79,380 1101 ) Same Order 3,654 19
B Diff order 20,620 286 B Diff order 96,346 501
N Total 72,732 138?1 Total 27,268 520

N

Figure 2: Decision Tree.

inated predictor variable, in the set of all the available potential predictors in the dataset. One
can observe that the time is detected as this predictor, with a corresponding computed optimal
threshold equal to the 42" time steps over a hundred computed.

This means that when the time is smaller than the 42" time step, the corresponding node 21 in
the decision tree is very homogeneous regarding the value ” Same Order”. More precisely, almost
80% of the elements of this node have this value for the target variable ” PyvsP”.

We can then conclude that for time steps smaller than the 42", the implementation of P, finite
elements was over qualified and then, the cost of the computation could not be justified anymore.

At the opposite, when one considers time steps which are greater than the 42, the corresponding
cluster, which is the other node in the decision tree, (see Figure 2), is constituted by more than
98% of rows which correspond to the value ” Different Order” of the target variable ” PivsPy”.
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Unfortunately, we are not in position to give any conclusion in this case. Indeed, the criteria we
choose to define the value ” Different Order” does not allowed us to make the difference when the
finite elements P; will lead to a better result in comparison with the P, ones.

This is one of the open question we have to treat, certainly by the help of above data mining
techniques we already proceeded. Of course, for a more extensive study, the conclusion we got here
on the discretization error needs to be confirmed on the other variables introduced in (44).

In other words, if data mining techniques allow us to identify critical situations where P; and P»
finite elements have an equivalent accuracy, one has to observe that, until now, we are not in posi-
tion to qualify if there exist situations where P finite elements might be more accurate than the P
ones. This is one of the weaknesses of the method which is essentially due to the lack experimental
results which constitute our future investigations.

More generally, we have to keep in mind that conclusions are also to be guided by the human
expertise, that has to be involved in the data exploration. It also basically depends on the purpose
of the performed analysis. Nevertheless, this pilot study illustrates how data mining can actually
help to evaluate approximation errors for partial differential equations.

In addition, this novel even albeit heuristic approach, would help in the other sources of errors -
modeling, approximation or parametrization error - to better understand and control the features
of a given system in which simulations take a central part.

Beyond the particular case we treated in this paper, we suggest that data mining techniques can
be applied to the analysis of any scientific computations as it is applied in a lot of other domains.
Indeed, data mining would help to investigate the relevance and/or the quality of numerical simula-
tions, particularly when a large quantity of data - as for instance with massively parallel computers
- is available.

Nevertheless, several problems remain open: up to now, this approach remains heuristic and math-
ematical analysis to asses the method would be useful.

6 Conclusion

In this paper, we proposed a new approach based on data mining methods to evaluate error es-
timates of partial differential equations. Based on the fact that error estimates are derived from
Taylor’s expansions where unknown points appear, these estimations cannot not be precise to to-
tally compare two numerical methods; Indeed, error estimates contain unknown constants which
do not allowed to exactly evaluate the performances of the numerical considered schemes.

To specify this point, we considered as an example the finite elements method and we highlight how
the unknown point introduced in Taylor’s expansion causes the appearance of unknown constant
in error estimates.

Then, as a pilot study, we considered what we called the discretization error and we restrict our-
selves to a particular case: the Vlasov-Maxwell equations in a paraxial configuration. For this case,
we constructed the related database made of the numerical results obtained by a P; and P, finite
element method coupled with a particle method.

Therefore, based on two data mining techniques (Kohonen’ cards and Decision Tree), we identified
the time as the most discriminate predictor which describes the elements such that the evaluation
between the two finite elements gave similar numerical results. An example of consequence is that,
when the time is smaller than the identified threshold time step, both of the finite elements P; and
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P, have similar results, and P, is overqualified

We think that, except this pilot study, this novel approach, would help to better understand and
control the other sources of error and their eventual coupling, for any given system in which simu-
lations take a central part.
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