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Abstract

The study of loss function distributions is critical to characterize a model’s behaviour on
a given machine learning problem. For example, while the quality of a model is commonly
determined by the average loss assessed on a testing set, this quantity does not reflect the
existence of the true mean of the loss distribution. Indeed, the finiteness of the statistical
moments of the loss distribution is related to the thickness of its tails, which are generally
unknown.

Since typical cross-validation schemes determine a family of testing loss distributions
conditioned on the training samples, the total loss distribution must be recovered by
marginalizing over the space of training sets. As we show in this work, the finiteness
of the sampling procedure negatively affects the reliability and efficiency of classical tail
estimation methods from the Extreme Value Theory, such as the Peaks-Over-Threshold
approach. In this work we tackle this issue by developing a novel general theory for es-
timating the tails of marginal distributions, when there exists a large variability between
locations of the individual conditional distributions underlying the marginal. To this end,
we demonstrate that under some regularity conditions, the shape parameter of the marginal
distribution is the maximum tail shape parameter of the family of conditional distributions.
We term this estimation approach as cross-tail estimation (CTE).

We test cross-tail estimation in a series of experiments on simulated and real data1,
showing the improved robustness and quality of tail estimation as compared to classical
approaches, and providing evidence for the relationship between model performance and
loss distribution tail thickness.

Keywords: Extreme Value Theory, Tail Modelling, Loss Function Distributions, Peaks-
Over-Threshold, Cross-Tail-Estimation, Model Ranking

1. Introduction

Distributions of loss functions are central objects of study, as they represent the perfor-
mance of machine learning models. For a given model and machine learning problem, the

1. The code is available at https://github.com/ehaxholli/CTE

1



Haxholli and Lorenzi

true distribution of the loss function is generally not known, and we usually only posses a
finite sample set generated from different choices of training and testing sets. In order to
make comparisons between the performance of different models in terms of the underlying
loss function distributions, different methods have been developed. Classical approaches are
based on information criteria such as the Akaike Information Criterion (AIC) Akaike (1973,
1974), which is an asymptotic approximation of the KL divergence of the true distribution
of the data and the fitting candidate, and its corrected version (AICc) Sugiura (1978); Hur-
vich and Tsai (1989), as well as the Bayesian Information Criterion (BIC) Schwarz (1978).
The use of information criteria, particularly AIC, is often limited by the several underlying
approximations and assumptions Burnham and Anderson (2007), making them impractical
in some cases. Other strategies, known as splitting/resampling methods, have been devel-
oped in parallel, where a part of the data is used to test the performance of the trained
model. The family of such methods is broad, and is based on a variety of partitioning and
evaluation strategies adopted to mitigate data heterogeneity and unbalancedness. Neyman
(1934); Cochran (2007).

In the case of cross validation methods, the quantity of interest that is usually estimated
for model assessment is the mean of the distribution of the loss function. However, even
though this estimation will always be a finite value, in reality, the first moment is not
guaranteed to exist, and its existence as well as the existence of higher moments cannot
be established through cross validation alone. From a theoretical standpoint, the highest
existing moment of a distribution is strongly linked to the thickness of its tails, which
highlights the importance of studying the behaviour and decay rate of tails of loss function
distributions.

In order to proceed, we first must be able to model the tails of distributions and to
quantify their ”thickness”. Extreme Value Theory (EVT) is an established field concerned
with modelling the tails of distributions. One of the fundamental results in EVT is the
Pickands–Balkema–De Haan Theorem, which states that the tails of a large class of distri-
butions can be approximated with generalized Pareto ones Pickands (1975); de Haan and
Ferreira (2007). In practice, the shape and scale parameter of the generalized Pareto are
approximated from a finite sample, while its location parameter is always zero. It is the
shape parameter which quantifies tail thickness, with larger values corresponding to heavier
tails. The resulting estimation method is called Peaks-Over-Threshold (POT).

In the context of distributions of loss functions, for each training set, there is a corre-
sponding conditional loss function distribution over points in the sample space. The actual
total loss function distribution, the entity of our interest, is the weighted sum (integral) of
all such conditional distributions, that is, it is the distribution created after marginalizing
across the space of training datasets. In practice, we have a finite number of conditional
distributions, as we have a finite number of training sets. Furthermore, for each of these
conditional distributions, we only possess an approximation of them, derived from the sam-
ples in the testing set. The empirical approximation of the total loss function distribution
therefore consists of the union of the sample sets of conditional distributions. Within this
setting, the estimation of the tail shape of the total loss function distribution could be
ideally carried out by applying POT on this union of samples.

In theory, as we show in this work, the role of the fattest conditional tails in determining
the decay rate of the marginal is preserved, since the marginal and conditional distributions
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are defined everywhere, which allows the assessment of tails at extreme locations. Unfor-
tunately, in practice, the finiteness of the sampling affects the estimation of the tail of the
marginal distribution, as the tails may be poorly or not even represented across different
conditional distributions. To be more specific, during marginalization, samples from the
tails of heavy tailed distributions can be overshadowed by the samples from the non-tail
part of individual thin tailed ones. This suggests that modelling the tails of a marginal
distribution by the usual application of POT can give inaccurate results in practice.

In this paper, we develop a general method to mitigate the issue of estimating the tails
of marginal distributions, when there exists a large variability between locations of the in-
dividual conditional distributions underlying the marginal. To this end, we demonstrate
that under some regularity conditions, the shape parameter of the marginal distribution is
precisely the maximum tail shape parameter of the family of conditional distributions. We
refer to the method constructed from this result as cross tail estimation, due to similari-
ties that it shares with Monte Carlo cross validation. Furthermore, we show evidence of
polynomial decay of tails of distributions of model predictions, and empirically demonstrate
a relationship between the thickness of such tails and model performance. An additional
benefit of using the approach proposed here instead of the standard POT, is the reduced
computational time in the case that the marginal is estimated from many conditional dis-
tributions.

The following is a summary of the structure of the paper: In Section 2 we recall some
of the main concepts and results from Extreme Value Theory. In Section 3, we state and
generalize the main problem, which we tackle in Section 4, by building our theory. We
conclude Section 4, by proving three statements which are useful for the experimental part,
and by highlighting the relation between the tail of a distribution and its moments. In the
final section, we show experimentally that our method can improve estimation in practice,
as compared to the standard use of POT.

2. Related Work and Background

In the first part of this section we give a short review of Monte Carlo cross validation, as the
method we develop, namely cross tail estimation, shares many similarities with it. In the
second subsection, standard results and definitions from extreme value analysis are stated,
as they are at the basis of the proofs in Section 4.

2.1 Monte Carlo Cross Validation

Let D = {(x1, y1), ...(xn, yn)}, be a set of data samples drawn form the same distribution.
During each iteration i we sample k samples Di = {(xπ(1), yπ(1)), ..., (xπ(k), yπ(k))} without
repetition from the original dataset D, and consider it as the training set for that iteration.
The set D \Di is then used as the testing set. The quantity of interest, during iteration i
is the sample mean of the loss of the model trained on Di, namely f̂Di , over the points of
the testing set:

M̃L
i :=

1

|D \Di|
∑

j∈D\Di

L(f̂Di(xj), yj), (1)
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for a given loss function L.
We evaluate the total performance of the model, based on its average performance over
different choices of the training/testing sets, that is, the true evaluation metric is:

M̃L :=
1

m

∑
i∈[m]

M̃L
i =

1

m

∑
i∈[m]

1

|D \Di|
∑

j∈D\Di

L(f̂Di(xj), yj), (2)

where m is the number of iterations.
We discuss cross validation in more detail in Subsection 3.4, where we show the similarities
between the method we develop for tail estimation of marginalized distribution, i.e. cross
tail estimation, and Monte Carlo cross validation.

2.2 Extreme Value Theory

Extreme value theory (EVT) or extreme value analysis (EVA) is a branch of statistics
dealing with the extreme deviations from the median of probability distributions. Extreme
value theory is closely related to failure analysis and dates back to 1923, when Richard von
Mises discovered that the Gumbell distribution is the limiting distribution of the maximum
of an iid sequence, sampled from a Gaussian distribution. In 1928, Ronald A. Fisher and
Leonard H. C. Tippett in Fisher and Tippett (1928), characterized the only three possible
non-degenerate limiting distributions of the maximum in the general case: Frechet, Gumbel
and Weibull. In 1943, Boris V. Gnedenko, gave a rigorous proof of this fact in Gnedenko
(1943). This result is known Fisher–Tippett–Gnedenko theorem, and forms the foundation
of EVT. The three aforementioned limiting distributions of the maximum can be written
in compact form and they are known as the class of extreme value distributions:

Definition 1 The Generalized Extreme Value Distribution is defined as follows:

Gξ,a,b(x) = e−(1+ξ(ax+b))
− 1

ξ
, 1 + ξ(ax+ b) > 0, (3)

where b ∈ R, ξ ∈ R \ {0} and a > 0. For ξ = 0, we define the generalized Extreme Value
Distribution as the limit when ξ → 0, that is

G0,a,b(x) = e−e−ax−b
. (4)

Theorem 2 (Fisher–Tippett–Gnedenko) : Let X be a real random variable with dis-
tribution FX . Denote by {X1, X2, ..., Xn} a set of iid samples from the distribution FX , and
define Mn = max{X1, ..., Xn}. If there exist two sequences {ci > 0}i∈N and {di ∈ R}i∈N,
such that

c−1
n (Mn − dn)

d−→ F as n → ∞, (5)

for some non-degenerate distribution F , then we must have F (x) = Gξ,a,b(x).

If X is a random variable as in Theorem 2, such that F (x) = Gξ,a,b(x), we say that FX is in
the Maximum Domain of Attraction of Gξ,a,b(x), and we write FX ∈ MDA(ξ). Depending
on whether ξ > 0, ξ = 0, ξ < 0, we say that FX is in the MDA of a Frechet, Gumbell, or

4



On Tail Decay Rate Estimation of Loss Function Distributions

Weibull distribution respectively.
In 1974, J. Pickands in Pickands (1975), and Balkema, A. & De Haan, Laurens in Balkema
and de Haan (1974) proved that the limiting distribution of samples larger than a threshold
is a Generalized Pareto distribution, whose location parameter is zero.

Definition 3 A Generalized Pareto distribution with location parameter zero is defined as
below:

Gξ,σ(w) =

{
1− (1 + ξw

σ ))
− 1

ξ for ξ ̸= 0

1− e−
w
σ for ξ = 0

, (6)

where w > 0 when ξ > 0 and 0 < w < −σ
ξ for ξ < 0. The shape parameter is denoted by ξ,

while the scale parameter by σ.

Theorem 4 (Pickands–Balkema–De Haan) : Let X be a random variable with distri-
bution FX and xF ≤ ∞ such that ∀x > xF , F̄X(x) = 0. Then FX ∈ MDA(ξ) ⇐⇒ ∃g :
(0,∞) → (0,∞) such that

lim
u→xF

sup
y∈[0,xF−u]

|F̄X
u (y)− Ḡξ,g(u)(y)| = 0, (7)

where F̄X
u (y) = 1−FX(y+u)

1−FX(u) .

This result forms the basis of the well-known Peak-Over-Threshold (POT) method which is
used in practice to model the tails of distributions. The shape parameter can be estimated
via the Pickands Estimator:

Definition 5 Let X1, X2,...,Xn be iid samples from the distribution FX . If we denote with
X1,n, X2,n,..., Xn,n the samples sorted in descending order, then the Pickands estimator is
defined as follows:

ξ̂
(P )
k,n =

1

ln 2
ln

Xk,n −X2k,n

X2k,n −X4k,n
. (8)

Another important result which we are going to use frequently in our proofs is Theorem
9, which can be found in Embrechts et al. (2013), and gives the connection between the
maximum domain of attraction and slowly varying functions.

Definition 6 A positive measurable function L is called slowly varying if it is defined in
some neighborhood of infinity and if:

lim
x→∞

L(ax)

L(x)
= 1, for all a > 0. (9)

Theorem 7 (Representation Theorem, see Galambos and Seneta (1973)) : A pos-
itive measurable function L on [x0,∞] is slowly varying if and only if it can be written in
the form:

L(x) = ec(x)e
∫ x
x0

u(t)
t

dt
, (10)

where c(t) and u(t), are measurable bounded functions such that limx→∞ c(t) = c0 ∈ (0,∞)
and u(t) → 0 as t → ∞.
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Proposition 8 Mikosch et al. (1999) If L is slowly varying then for every ϵ > 0:

lim
x→∞

x−ϵL(x) = 0. (11)

Proof We give a proof in the Appendix for the sake of completeness.

Theorem 9 : If X ∈ MDA(ξ) and xF is such that ∀x > xF , F̄X(x) = 0 then:

• ξ > 0 ⇐⇒ F̄X(x) = x
− 1

ξL(x), where L is slowly varying,

• ξ < 0 ⇐⇒ F̄X(xF − 1
x) = x

1
ξL(x), where L is slowly varying,

• ξ = 0 ⇐⇒ F̄X(x) = c(x)e
−

∫ x
w

g(t)
a(t)

dt
(= c(x)M(x)), w < x < xF ≤ ∞, where c and

g are measurable functions satisfying c(x) → c > 0, g(x) → 1 as x ↑ xF , and a(x)
is a positive, absolutely continuous function (with respect to Lebesgue measure) with
density a′(x) having limx↑xF

a′(x) = 0.

3. Setup and Problem Statement

In the first part of this section, we formalize the problem of tail modelling of total loss
distributions as explained in the introduction. In the second part we expand this formulation
to the case of general marginal distributions, and state the method we intend to develop
in order to mitigate the weaknesses of POT in this setting, which were described in the
introduction. We conclude this section by showing the similarity between our method and
cross-validation.

3.1 Problem Statement

Let U = (X,Y ) and V = (XT , YT ), be random variables where X and Y stand respec-
tively for a sample of features and labels in the test set, while XT , YT stand respectively
for samples of features and labels in the training set. A model which tries to approximate
the ground truth is denoted as f̂V (X), while the prediction error on the testing data U
conditioned on the training set V is denoted as WV (U). We assume for simplicity that
WV (U) > 0 and notice that the probability density function of WV (U) is

fW (w) =

∫
fW,V (w,v)dv =

∫
fV (v)f(w|V = v)dv =

∫
fV (v)hv(w)dv, (12)

therefore the distribution function of WV (U) is:

FW (w) =

∫
fV (v)Hv(w)dv. (13)

We would like to estimate the shape of the tails of FW (w), by estimating the shape of the
tails of the distributions Hv(w) conditioned on the training set v. It is important to notice
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that we can estimate the shape of the tails of WV (U) by also conditioning on the testing
set:

fW (w) =

∫
fW,U (w,u)du =

∫
fU (u)f(w|U = u)du =

∫
fU (u)hu(w)du (14)

FW (w) =

∫
fU (u)Hu(w)du. (15)

3.2 The General Problem

Generalizing the problem stated in Section 3.1 requires to consider a one dimensional ran-
dom variable of interest Zi, dependent on other random variables {Z1, Z2, ..., Zi−1, Zi+1, ..., Zn},
such that the probability density function of Zi is

fZi(zi) =

∫
f(z1, ..., zi−1, zi, zi+1, ..., zn)dz1 · · · dzi−1dzi+1 · · · dzn (16)

=

∫
f(z1, ..., zi−1, zi+1, ..., zn)f(zi|z1, ..., zi−1, zi+1, ..., zn)dz1 · · · dzi−1dzi+1 · · · dzn (17)

=

∫
f(z−i)f(zi|z−i)dz−i =

∫
f(z−i)hz−i(zi)dz−i. (18)

Integrating with respect to zi we get

FZi(zi) =

∫
f(z−i)F (zi|z−i)dz−i =

∫
f(z−i)Hz−i(zi)dz−i. (19)

In this case, with regards to the previous section, we notice that Z−i = V is the training
set on which we condition, while Zi = W is the random variable of interest. Ideally, we
would like to find a relation between the shape of the tails of conditional F (zi|z−i) and that
of FZi(zi). In Section 4, we show that under some regularity conditions, this relation exists,
and the shape parameter of the tail of FZi(zi), if positive, is the same as the largest shape
parameter of the tails of the distributions F (zi|z−i). Otherwise, if the shape parameter of
the tail of FZi(zi) is non-positive (FZi(zi) has thin tails), then the largest shape parameter
of the tails of distributions F (zi|z−i) is non-positive (each F (zi|z−i) is thin tailed), and
vice-versa.

3.3 The need for cross tail estimation

Estimating the tails of marginal distributions via standard methods such as using POT
directly, can give unsatisfactory results. In order to get a glimpse of this issue, let’s assume
that our variable of interest is Z1 > 0, which in turns depends on the variable Z2. For
simplicity we can assume that Z2 can be either 0 or 1, with equal probability, and if
Z2 = 0 then f(z1|Z2 = 0) is a thick tailed distribution whose even first moment does
not exist, while if Z2 = 1 then f(z1|Z2 = 1) is a Gaussian distribution, with a large
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mean. Suppose we proceed with the standard POT approach, that is, we integrate out the
random variable Z2, and subsequently estimate the shape parameter of the tail of f(z1).
In practice, when the number of samples is limited, it is possible that none of the samples
of Z1 from the fat tailed distributions exceeds those of the Gaussian due to the difference
between their locations. Therefore, the sample tail of the marginal (mixture) distribution
f(z1) = 1

2(f(z1|Z2 = 0) + f(z1|Z2 = 1)) is defined by the sample tail of the Gaussian
f(z1|Z2 = 1), while in reality, as we will show, the tail of f(z1) is defined by the fat tail of
f(z1|Z2 = 0). Of course in the ideal case where the sampling process is not finite, we would
recover the true tail shape; however, for practical applications, the theory developed in this
paper is necessary as it enables the incorporation of information provided by correlated
variables to improve estimation.

3.4 Analogies between cross tail estimation and cross validation

During cross validation, for a given iteration, a training set V and a testing set U are
selected. The following conditional expectation is then estimated:

E[WV (U)|V = v] =

∫
whv(w)dw. (20)

The estimates of E[WV (U)|V ] received in each iteration are then averaged to get an esti-
mation of the total expectation:

EU,V (WV (U)) =

∫
wf(w)dw =

∫
fV (v)

∫
whv(w)dwdv =

=

∫
fV (v)E[WV (U)|V = v]dv = E[E[WV (U)|V = v]].

(21)

In the language of Section 3.1, the mean of distribution fW (w) is the average of the means
of the conditional distributions hv(w) = f(w|V = v).
This statement about sums stands parallel with our claim about extremes; that the shape
parameter of the tail of fW (w), if positive, is the maximum of the shape parameters of the
tails of the conditional distributions hv(w) = f(w|V = v).

4. Theoretical Results

In this section, we build our theory of modelling the tails of marginal distributions, which
culminates with Theorem 13 and Theorem 20. Regarding Equation (19), Theorem 20 shows
that the shape parameter of the tail of FZi(zi), if positive, is the same as the largest shape
parameter of the tails of distributions F (zi|z−i). Otherwise, if the shape parameter of the
tail of FZi(zi) is non-positive, that is FZi(zi) has thin tails, then the largest shape parameter
of the tails of distributions F (zi|z−i) is non-positive, that is each F (zi|z−i), is thin tailed.
We conclude this section by proving three statements which are useful in the experimental
Section 5, and give the relation between the existence of the moments of a distribution and
the thickness of its tails. Unless stated otherwise, the proofs of all the statements are given
in Appendix A.
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4.1 Tails of marginal distributions

For two given distributions, whose tails have positive shape parameters, we expect the one
with larger tail parameter to decay slower. Indeed:

Lemma 10 If F1 ∈ MDA(ξ1) and F2 ∈ MDA(ξ2), and if ξ1 > ξ2 > 0, then limx→∞
F̄2(x)
F̄1(x)

=
0.

In a similar fashion, regardless of the signs of the shape parameters, we expect the one
with larger tail parameter to decay slower. In fact we have the following:

Lemma 11 If F1 ∈ MDA(ξ1) and F2 ∈ MDA(ξ2) then:

1. If ξ1 > 0 and ξ2 = 0 then limx→∞
F̄2(x)
F̄1(x)

= 0.

2. If ξ1 = 0, xF1 = ∞ and ξ2 < 0 then limx→∞
F̄2(x)
F̄1(x)

= 0.

3. If ξ1 > 0 and ξ2 < 0 then limx→∞
F̄2(x)
F̄1(x)

= 0.

4. If ξ1 < 0 and ξ2 < 0 then limx→∞
F2(x)
F1(x)

= 1.

Despite the fact that a linear combination of slowly varying functions is not necessarily
slowly varying, the following statement holds true:

Lemma 12 If for i ∈ {1, ..., n} we let Li(x) be slowly varying functions, and {a1, ..., an}
be a set of positive real numbers, then

L(x) =

n∑
i=1

aiLi(x)

is slowly varying.

Before we continue, we simplify the notation of Equation (19) by setting Z = Z−i and
X = Zi. In this case, Equation (19) becomes:

FZi(zi) =

∫
f(z−i)Hz−i(zi)dz−i =

∫
f(z)Hz(x)dz =: H(x). (22)

In the following Theorem, we show that the tail shape parameter of a mixture of a finite
number of distributions is the same as the maximal tail shape parameter of the conditional
distributions.

Theorem 13 Let Z : Ω → A ⊂ Rn be a random vector where |A| < ∞. At each point
z1, ..,zn ∈ A, we define a distribution Hzi(x) ∈ MDA(ξi) and assume that ξmax :=
max(ξ1 = ξz1 , ..., ξn = ξzn) > 0. If the set {p1, ..., pn} is a set of convex combination
parameters, that is

∑
i
pi = 1 and pi > 0 then:

H(x) =
n∑
i

piHzi(x) ∈ MDA(ξmax). (23)

If ξmax ≤ 0 then if ξH exists we have ξH ≤ 0.

9
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From now on, we assume that the functions HS(x) =
∫
S fZ(z)Hz(x)dz defined on any

element S of the Borel σ − algebra induced by the usual metric are in the MDA of some
extreme value distribution.

Proposition 8 states that every slowly varying function is sub-polynomial. That is for
any δ > 0 and any slowly varying function L(x), if we are given any γ > 0, then we can find
x(L, δ, γ) > 0, such that for all x > x(L, δ, γ), the inequality x−δL(x) < γ holds. However,
since x(L, δ, γ) depends on the function L, assuming that we have a family of {Lz|z ∈ A},
where A is a measurable set, the set {x(Lz, δ, γ)|z ∈ A} can be unbounded, suggesting that

the beginning of the tail of F̄z(x) = x
− 1

ξ(z)Lz(x) can be postponed indefinitely across the
family {Fz|z ∈ A}. These concepts are formalized in the following:

Definition 14 For a set A, the family of sub-polynomial functions {Lz(x)|z ∈ A} is called
γ-uniformly sub-polynomial if for any fixed δ > 0, there exists a γ(δ) so that the set
{x(Lz, δ, γ)|z ∈ A} is bounded from above, where x(Lz, δ, γ) are chosen such that when
x > x(Lz, δ, γ) we have x−δLz(x) < γ.

Proposition 15 Let Z : Ω → A ⊂ Rn be a random vector where A is measurable and define
a family of slowly varying functions {Lz(x)|z ∈ A}, which we assume is γ-uniformly sub-
polynomial. Then for a probability density function fZ(z) on A induced by Z, the function
Lz(x) =

∫
A fZ(z)Lz(x)dz is sub-polynomial.

In the following theorem, we assume that all conditional distributions have positive tail
shape parameters, and we show that the marginal distribution cannot have a tail shape pa-
rameter larger (smaller) than the largest (smallest) tail shape parameter across conditional
distributions. Furthermore, if the tail shape parameters vary continuously across the space
of conditional distributions, then the tail shape parameter of the marginal is precisely the
same as the maximal tail shape parameter of the conditional distributions.

Theorem 16 Let Z : Ω → A ⊂ Rn be a random vector where A is measurable. At each
point z ∈ A define a distribution Hz(x) ∈ MDA(ξz), and suppose there exist ξlo, ξup
such that ∀z ∈ A, 0 < ξlo ≤ ξz ≤ ξup. If the family {Lz(x)|z ∈ A} is γ-uniformly sub-
polynomial, then for H(x) =

∫
A fZ(z)Hz(x)dz we have ξlo ≤ ξH ≤ ξup. Furthermore, if ξz

is continuous in z, then ξH = ξmax, where ξmax := sup{ξz|z ∈ A}.

Similarly to the case whenHz(x) are in theMDA(ξz) for ξz > 0, if we wish to extend the
results above, regularity conditions are required for the ξz ≤ 0 case. Similarly as before, we
notice that if Fz(x) ∈ MDA(0), that is F (x) = c(x)M(x), then the corresponding c(x), as
stated in Theorem 9, converges and therefore is bounded. Furthermore, the corresponding
M(x) is sub-polynomial as seen in the proof of Lemma 11. These observations motivate the
following:

Definition 17 For a set A, define the family of distribution functions FA = {Fz(x)|z ∈ A},
and define A+ = {z|ξz > 0}, A− = {z|ξz < 0}, and A0 = {z|ξz = 0}. We say family FA
has stable cross-tail variability if,

• {Lz(x)|z ∈ A+} is γ-uniform sub-polynomial,

10
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• {Mz(x)|z ∈ A0} is γ-uniform sub-polynomial, and cz(x) are uniformly bounded,

• F̄z(x) are uniformly bounded, where z ∈ A−.

We notice that in the previous theorem, if for all z we have 0 < ξz ≤ ϵ, then ξH ≤ ϵ. If
the corresponding family FA = {Fz(x)|z ∈ A} has stable cross-tail variability, this holds
independently from the lower bound of {ξz|z ∈ A}. Indeed:

Lemma 18 Let Z : Ω → A ⊂ Rn be a random vector where A is measurable. At each point
z ∈ A define a distribution Hz(x) ∈ MDA(ξz), and suppose that ∀z ∈ A, ξz ≤ ϵ. If the
family {Fz(x)|z ∈ A} has stable cross-tail variability, then for H(x) =

∫
A fZ(z)Hz(x)dz

we have ξH ≤ ϵ.

Corollary 19 Let Z : Ω → A ⊂ Rn be a random vector where A is measurable. At each
point z ∈ A define a distribution Hz(x) ∈ MDA(ξz), and suppose that ∀z ∈ A, ξz ≤ 0. If
the family {Fz(x)|z ∈ A} has stable cross-tail variability, then for H(x) =

∫
A fZ(z)Hz(x)dz

we have ξH ≤ 0.

Proof We notice that for any ϵ > 0, we have ξz < ϵ for all z ∈ A. Hence, from the previous
Lemma we conclude that ξH ≤ ϵ,∀ϵ > 0.

Finally, we prove the generalization of Theorem 16 in the case that the tail shape parameters
ξz of the conditional distributions are real numbers:

Theorem 20 Let Z : Ω → A ⊂ Rn be a random vector where A is measurable. At
each point z ∈ A define a distribution Hz(x) ∈ MDA(ξz), where ξz is continuous and
ξmax > 0. If the family {Fz(x)|z ∈ A} has stable cross-tail variability, then for H(x) =∫
A fZ(z)Hz(x)dz we have ξH = ξmax. In the case that ξmax ≤ 0 then ξH ≤ 0.

Examples when the conditions of Theorem 20 hold, as well as when they are violated,
can be found in Appendix C and B, respectively.

4.2 Useful propositions for the experimental part

In this subsection, we prove three statements which are useful in the experimental Section
5, and state the well-known relation between the existence of the moments of a distribution
and the thickness of its tails.

Proposition 21 Let HX be the distribution of the random variable X. We define X1 to
be a random variable whose distribution is the normalized right tail of HX , that is:

HX1(x) =

{
0 for x ≤ 0
H(x)−H(0)
P(X>0) for x > 0

. (24)

Similarly we define X2 whose distribution is the normalized left tail of HX ,

HX2(x) =

{
0 for x < 0
H(0)−H(−x)

P(X≤0) for x ≥ 0
. (25)

11
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If HX1 ∈ MDA(ξ1), HX2 ∈ MDA(ξ2), and max{ξ1, ξ2} > 0, then:

ξ|X| = max{ξ1, ξ2}.

If HX1 ∈ MDA(ξ1), HX2 ∈ MDA(ξ2), and max{ξ1, ξ2} ≤ 0, then:

ξ|X| ≤ 0.

Proof Since

H|X|(x) = P(|X| < x) = P(X < x|X > 0)P(X > 0) + P(−X < x|X ≤ 0)P(X ≤ 0)

= p1HX1(x) + p2HX2(x),
(26)

Theorem 13 gives the desired conclusion.

Proposition 22 Let X be a random variable such that X ∈ MDA(ξX). If we define Y to
be equal to Xα, for some α ∈ R+, then Y ∈ MDA(ξY ) where ξY = αξX .

If we condition our model on the test set

fW (w) =

∫
fW,U (w, u)du =

∫
fU (u)f(w|U = u)du =

∫
fU (u)hu(w)du, (27)

then we can estimate the shape parameters of the distribution of W , without the need for
target data in the testing set:

Theorem 23 If we define the loss function as WV (U) = |Y − f̂V (X)|p, then under the
assumptions of Theorem 20, the distribution of WV (U) has the same shape parameter of
the tail as the distribution of |f̂V (X)|p, where p ∈ R+.

There exists a strong connection between the Maximum Domain of Attraction of a
distribution, and the existence of its moments (see Embrechts et al. (2013)):

Proposition 24 If F|X| is the distribution function of a random variable |X|, and F|X| ∈
MDA(ξ) then:

i) if ξ > 0, then E[|X|r] = ∞, ∀r ∈ (
1

ξ
,∞), (28)

ii) if ξ ≤ 0, then E[|X|r] < ∞,∀r ∈ (0,∞). (29)

This means that, if a model induces a loss function whose distribution has a shape pa-
rameter that is bigger than one, then even the first moment of that loss function distribution
does not exist. Hence, we would expect that our model has an infinite mean, which would
suggest that this model should be eliminated during model ranking.

In Theorem 23, we showed that if we condition on the testing set, we can estimate the
shape of the total loss distribution, that is the distribution of WV (U), by simply investi-
gating the models prediction, without the need for target data. This can also be motivated
from the moments of WV (U) as shown in Appendix F.

12
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5. Experiments

In this section, we demonstrate the significance of Theorem 20. In the first subsection,
we show experimental evidence that the shape parameter of the estimated marginal dis-
tribution, under the assumption that we have an abundance of sample points, coincides
with the maximal shape parameter of individual conditional distributions. In the second
subsection, we show that when the sample size is small, as it is the case in the real world,
the method proposed by Theorem 20 (cross tail estimation) can be necessary for proper tail
shape parameter estimation of marginal distributions. Furthermore, in the third subsection,
we compare the standard POT and cross tail estimation on real data. For the considered
regression scenarios, we notice that when these shape parameters are calculated by cross
tail estimation, there is a relationship between the ranking of models proposed by the MSE
in the test set, and the magnitude of shape parameters of the distribution of model predic-
tions. We also notice there that such a relationship does not appear in the case that we use
directly the POT method to estimate the aforementioned shape parameters. Finally, in the
fourth subsection, we discuss the computational advantages of using cross tail estimation.

5.1 Validity of Cross Tail Estimation in Practice

The main problem that we tried to tackle in the previous section, was estimating the shape
parameters of the tail of distribution H(x):

H(x) =

∫
f(z)Hz(x)dz, (30)

via tail shape estimation of the conditional distributions Hz(x). In what follows, we give
two experiments showing that this is feasible in practice.

5.1.1 Cross tail estimation in the uniform case

For simplicity, we set z to be one dimensional, and thus denote the conditional distributions
Hz as Hj , where j ∈ R. In this case equation (30) becomes

H(x) =

∫
f(j)Hj(x)dj. (31)

First, for a given fixed i ∈ N, we fix ξimax ∈ [−5, 5]. Then we set Hj(x) = 1 − x
− 1

ξj ,

which has tail shape parameter ξj , as H̄j(x) = x
− 1

ξj . We sample m points from Hj(x),
by sampling from a uniform distribution first and transforming these samples by H−1

j . We
repeat this task for conditional distributions Hj(x) whose corresponding shape parameters

ξj have the following values {−5,−5 + ξ
i−1 , ...,−5 + j ξ

i−1 , ..., ξ
i
max = −5 + (i − 1) ξ

i−1},
where ξ = ξimax + 5. Thus, i is number of equidistant separations of [−5, ξimax], that is
i = |{−5,−5 + ξ

i−1 , ..., ξ
i
max}|. We assume a uniform distribution over the choice of j, that

is, f(j) = 1

|{−5,−5+ ξ
i−1

,...,ξimax}|
= 1

i . In practice this means that when we marginalize over

j, we simply join all i arrays of samples together. This creates an array of i ∗ m data
points, denoted by Si,m, representing i∗m samples from the distribution H(x) ∈ MDA(ξi).
Using Pickands’ estimator on Si,m, we estimate the shape parameter of the tail of H(x),

13
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Figure 1: Equivalence of POT and CTE for tail shape estimation of the marginal distribu-
tion. In this case the conditional distributions have power tails, and the sampling
probability between different conditional distributions is uniform.

and expect that this estimated parameter ξ̂iPOT will be close to ξi. Based on our theoretical

results for positive ξimax we have ξimax = ξi, therefore it is expected that ξimax = ξ̂iPOT .

We repeat this process for 50 different shape parameters ξimax whose values are equidis-
tant in the interval [−5, 5], and are increasing in i. The results are shown in Figure 1. We
see that the values of {ξ̂iPOT |i} (in the y-axis), are close to those in {ξimax|i} (in the x-axis)
when ξimax > 0, for m = 5 ∗ 106 as predicted by Theorem 13 and Theorem 20. When

14
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Figure 2: Equivalence of POT and CTE for tail shape estimation of the marginal distribu-
tion. In this case the conditional distributions have power tails, and the sampling
probability between different conditional distributions is not uniform.

ξimax ≤ 0, we notice that ξ̂iPOT ≤ 0 as well. In Appendix E, we show that the rate of

convergence of ξ̂iPOT to ξimax is slow in terms of the size of m, which highlights the need of
using cross tail estimation.
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5.1.2 Cross tail estimation in the non-uniform case

In this experiment we perform a similar task, however in this case we assume a non-uniform
distribution over the choice of j, that is,

f(j) =

1
ϵ+|−k+ j

i−1
ξ|∑

j

1
ϵ+|−k+ j

i−1
ξ|

. (32)

where ϵ > 0, is a small value added to avoid division by zero. In practice, this im-
plies that when we marginalize over j, we will pick less samples from arrays of size m
corresponding to shape parameters with large absolute values. The size of the final array
will be roughly

∑
j

m
ϵ+|−k+ j

i−1
ξ|
, and we denote this sample set by Zi,m, representing the∑

j

m
ϵ+|−k+ j

i−1
ξ|

samples from the distribution H(x) ∈ MDA(ξi). Using Pickands’ estimator

on Zi,m, we estimate the shape parameter of the tail of H(x), and expect that this estimated

parameter ξ̂iPOT will be close to ξi. Based on our theoretical results for positive ξimax we

have ξimax = ξi, therefore it is expected that ξimax = ξ̂iPOT .
We repeat this process for 50 different shape parameters ξimax whose values are equidistant
in the interval [−5, 5], and are increasing in i. The results are shown in Figure 2. We see
that the values of {ξ̂iPOT |i} (in the y-axis), are close to those in {ξimax|i} (in the x-axis)
when ξimax > 0, for m = 5 ∗ 106 as predicted by Theorem 13 and Theorem 20 . When
ξimax ≤ 0, we notice that ξ̂iPOT ≤ 0 as well.

5.2 The inadequacy of the direct POT usage on mixture distributions

In this section, we illustrate two cases where cross tail estimation is necessary for proper
tail shape estimation.

5.2.1 Uniform Case

We sample with 50% probability from a distribution with power law tails with shape pa-
rameter 1, and with equal probability from a distribution with power law tails with shape
parameter 0.5.

When we sample 103 points from each distribution, as seen in Figure 3 (left), we cannot
properly estimate the tail if we join all the samples together in a common array and then
apply Pickands Estimator. However, if we increase the sample size from 103 to 2 ∗ 104, we
can retrieve the the true shape of the tail. In contrast, using our method, 103 samples are
already sufficient to get a proper estimation Figure 3 (right).

5.2.2 Non-Uniform Case

Similarly, in the second experiment, we sample with 20% probability from a distribution
with power law tails with shape parameter 1, and with 80% probability probability from a
distribution with power law tails with shape parameter 0.5.

When sampling 5 ∗ 103 points from each distribution, Figure 4, we are not able to
properly estimate the tail if we join all the samples together in a common array and then
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Figure 3: Standard estimation of the shape parameter of the tails by simply applying the
Pickands’ Estimator, on average, gives poor results on fewer data (left). Cross
tail estimation (CTE) gives the correct estimation on average. (right).

apply the Pickands’ Estimator. But, if we increase the sample size from 5 ∗ 103 to 5 ∗ 107,
we manage to retrieve the the true tail shape of the mixture. However, using our method,
5 ∗ 103 samples are already sufficient to get a proper estimation.

5.3 Model performance inference improvements via cross tail estimation,
relative to POT

In what follows, we show the results of two experiments, where we observe that cross
tail estimation can improve the estimation of the shape of the tail in realistic settings.
Furthermore, we observe that in these cases, the thickness of the tail is negatively correlated
with performance, therefore inference regarding the performance of the model is improved
when using CTE instead of POT.

5.3.1 Gaussian Processes

In this experiment, our data is composed of an one-dimensional time series taken from
the UCR Time Series Anomaly Archive 2 Wu and Keogh (2020), which we reorganize in
windows of size 50, and use each window to fit a Gaussian process (GP) model in order
to predict the next value in the series. Our complete dataset D is composed of n = 104

windows. At each run, roughly 700 windows and their corresponding labels are chosen
randomly to form a set we denote with Df . We randomly select half of Df for training

2. https://www.cs.ucr.edu/~eamonn/time_series_data_2018/UCR_TimeSeriesAnomalyDatasets2021.
zip
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Figure 4: Standard estimation of the shape parameter of the tails by simply applying the
Pickands’ Estimator, on average, gives poor results on fewer data (left). Cross
tail estimation (CTE) gives the correct estimation on average. (right).

(denote Dfi), and then group the predictions of the model on the 104 points of D into and

array which we denote by Ŷi. We proceed to estimate the shape parameter of the tails of
the prediction of the model for given training set Dfi, by applying Pickands’ estimator to

Ŷi, receiving ξ̂i. Keeping Df fixed at all times, we repeat this process 103 times, and select
the maximum individual estimated parameter, as our estimation of the shape parameter of
the tail of the distribution of our loss function: ξ̂max = max{ξ̂i|i ∈ [1000]}. On the other
hand, we also calculate the MSE on the testing set D\Dfi after the model has been trained
on Dfi. The set D \ Dfi contains most of the points of D, as we wish to have enough
testing points in order to get a good approximation of the tails. To check the difference of
performance of the standard POT method of tail shape estimation and cross tail estimation,
we also calculate the shape parameter of the overall distribution of prediction models via

POT, by applying Pickands estimator on Y =
1000⋃
i=1

Ŷi. The kernel used is the radial basis

function (RBF), with length scale parameters varying from 1 to 30. We used the standard
GP model implementation provided in Scikit-learn Pedregosa et al. (2011). We repeat this
experiment 200 times. The results are shown in Figure 5. We notice the close behaviour
between the MSE on test data, and the tail shape parameter of the distribution function
estimated with cross tail estimation. It is visible that when the standard POT is used,
we lose this relationship, as the shape parameter estimation for models with length scale
greater than 28 is smaller than for those with lower MSE values on the test set.
A version of this experiment where Df = D and where the training set Dfi is created by
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Figure 5: Experimental results in the case of testing Gaussian processes. Left: The relation-
ship between MSE on test data, and the tail shape parameter of the distribution
function estimated with cross tail estimation. Right: The tail shape parameter
of the distribution function estimated with cross tail estimation and the standard
POT approach.

randomly selecting 340 points from D, is given in Appendix D. The results displayed there
support the ones presented here.

5.3.2 Polynomial Kernels

This experiment is almost identical to the previous one, with the only differences being that
the models we test now are polynomial kernels, and the grid of possible candidate models
in this case is defined by the degree of the polynomial kernel. We test polynomial kernels
of degree from 1 to 9.

As before, we repeat this experiment 200 times. The results are shown in Figure 6.
We notice the existence of a relationship between MSE on test data, and the tail shape
parameter of the distribution function estimated with cross tail estimation. It is visible
that when the standard POT method of estimating the tail is used, the tail shape estimates
drop after degree 5 while the test MSE keeps increasing.
Similarly to the first experiment, a version of this experiment where Df = D and where the
training set Dfi is created by randomly selecting 340 points from D, is given in Appendix
D. The results displayed there support the ones presented here.

5.4 Computational Simplifications

Another benefit to using cross tail estimation is the reduction of computational time, as
for a given number m of conditional distributions, with n samples for each, instead of
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Figure 6: Experimental results in the case of testing polynomial kernels. Left: The relation-
ship between MSE on test data, and the tail shape parameter of the distribution
function estimated with cross tail estimation. Right: The tail shape parameter
of the distribution function estimated with cross tail estimation and the standard
POT approach. However, it is visible that when POT is used, the tail shape
estimates drop after degree 5 while the test MSE keeps increasing.

joining all testing samples together in an array of size m ∗ n, we perform calculations in
m arrays of size n in parallel. This becomes useful in practice during shape parameter
estimation, as using Pickands estimators requires sorted samples, where best algorithms
for sorting require n log(n) operations for a vector of size n. Hence our method which
requires n log(n) operations is much faster in practice than the standard POT approach
which requires mn log(mn), in a setting where m and n are of approximately of the same
order.

6. Conclusion

We study the problem of estimating the tail shape of loss function distributions, and explain
the complications that arise in performing this task. We notice that such complications arise
in general during the estimation of the tail shape of marginal distributions. In order to
mitigate such shortcomings, we propose a new method of estimating the shape of the right
tails of marginal distributions and give theoretical guarantees that the tail of the marginal
distribution coincides with the thickest tail of the set of distributions defined on the points
in range of the variable over which we integrate. We give experimental evidence that our
method works in practice, and is necessary in applications with small sample sizes. Using
the aforementioned method, we show experimentally that the tails of distribution functions
in many cases can have non-exponential decay, as well as that it is possible that not even
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their first moment exists. Furthermore, we discover an interesting phenomena regarding the
relationship between the test MSE of a model, and the thickness of the tails of its prediction
function distribution, in the experiments we conducted.

Potential additional applications of the method we develop include improving classic
tail modelling, as well as the threshold selection for model comparison in anomaly detection
Su et al. (2019). Furthermore, cross tail estimation could be used to estimate the existence
of the moments of loss function distributions, and thus can be considered as a potential
elimination criteria for models whose first moment does not exist.
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Appendix A: Proofs

Proof of Proposition 8

We notice that if L(x) converges the statement is trivial. However, if it does not then:

lim
x→∞

x−ϵL(x) = lim
x→∞

L(x)

xϵ
= lim

x→∞

ec(x)e
∫ x
xo

u(y)
y

dy

xϵ
= lim

x→∞

ec(x)e
∫ x
xo

u(y)
y

dy

eϵ log(x)
=

= lim
x→∞

ec(x)e
∫ x
xo

u(y)
y

dy−ϵ log(x)
= lim

x→∞
ec(x)e

log(x)(

∫ x
xo

u(y)
y dy

log(x)
−ϵ)

.

(33)

Using L’Hopital’s rule we get:

lim
x→∞

∫ x
xo

u(y)
y

log(x)
= lim

x→∞

u(x)
x
1
x

= lim
x→∞

u(x) = 0, (34)

therefore

lim
x→∞

e
log(x)(

∫ x
xo

u(y)
y dy

log(x)
−ϵ)

= 0. (35)

Proof of Lemma 10

From Theorem 9, we get that

F1 ∈ MDA(ξ1) ⇐⇒ F̄1(x) = x
− 1

ξ1 L1(x),

and

F2 ∈ MDA(ξ2) ⇐⇒ F̄2(x) = x
− 1

ξ2 L2(x),

where L1(x) and L2(x) are slowly varying functions.
Therefore

lim
x→∞

F̄2(x)

F̄1(x)
= lim

x→∞
x

1
ξ1

− 1
ξ2
L2(x)

L1(x)
= lim

x→∞
xα

L2(x)

L1(x)
, (36)

since

ξ1 > ξ2 =⇒ − 1

ξ1
> − 1

ξ2
=⇒ α :=

1

ξ1
− 1

ξ2
< 0.

On the other hand L(x) := L2(x)
L1(x)

is defined in a neighborhood of infinity as L1(x) ̸= 0, and
is also a slowly varying function as

lim
x→∞

L(ax)

L(x)
= lim

x→∞

L2(ax)
L1(ax)

L2(x)
L1(x)

= lim
x→∞

L2(ax)
L2(x)

L1(ax)
L1(x)

= 1,

and since the quotient of positive measurable functions, is positive and measurable. There-
fore, using Corollary 1, Equation (36) becomes

lim
x→∞

F̄2(x)

F̄1(x)
= lim

x→∞
xα

L2(x)

L1(x)
= lim

x→∞
xαL(x) = 0. (37)
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Proof of Lemma 11

1. If ξ1 > 0 and ξ2 = 0 then

lim
x→∞

F̄2(x)

F̄1(x)
= lim

x→∞

c(x)e
−

∫ x
w

g(t)
a(t)

dt

x
− 1

ξL(x)
= lim

x→∞

c(x)e
− log(x)(

∫ x
w

g(t)
a(t)

dt

log(x)
− 1

ξ
)

L(x)
, (38)

using L’Hopital’s rule:

lim
x→∞

∫ x
w

g(t)
a(t)dt

log(x)
= lim

x→∞

g(x)
a(x)

1
x

= lim
x→∞

x

a(x)
, (39)

we distinguish two cases:

if limx→∞ a(x) ̸= ∞ then limx→∞
x

a(x) = ∞,

while if limx→∞ a(x) = ∞ then using L’Hopital’s rule again, we obtain

lim
x→∞

x

a(x)
= lim

x→∞

1

a′(x)
= ∞. (40)

Thus, in both cases

= lim
x→∞

c(x)e
− log(x)(

∫ x
w

g(t)
a(t)

dt

log(x)
− 1

ξ
)

L(x)
= lim

x→∞

c(x)x
−(

∫ x
w

g(t)
a(t)

dt

log(x)
− 1

ξ
)

L(x)
= 0. (41)

Statements 2. 3. and 4. are trivial.

Proof of Lemma 12

Since L(x) is positive and measurable (linear combination of finite measurable functions),
the only part left to prove is that

lim
x→∞

L(ax)

L(x)
= 1,∀a > 0.

First we prove that

lim
x→∞

L1(ax) + L2(ax)

L1(x) + L2(x)
= 1,∀a > 0.

Indeed, for each ϵ > 0, there exist x1, x2 such that for x > x1 we have |L1(ax)
L1(x)

− 1| < ϵ

and for x > x2 we have |L2(ax)
L2(x)

− 1| < ϵ. Hence for x0 = max{x1, x2}, x > x0 implies

|L1(ax) − L1(x)| < L1(x)ϵ and |L2(ax) − L2(x)| < L2(x)ϵ therefore |L1(ax) + L2(ax) −
(L1(x)+L2(x))| = |L1(ax)−L1(x)+L2(ax)−L2(x)| ≤ |L1(ax)−L1(x)|+|L2(ax)−L2(x)| <
(L1(x) + L2(x))ϵ hence |L1(ax)+L2(ax)

L1(x)+L2(x)
− 1| < ϵ.

Now, we notice that for every ai > 0, we get limx→∞
aiLi(ax)
aiLi(x)

= 1, and aiLi(x) is positive
as well as measurable. This implies that a1L1 and a2L2 are slowly varying functions, and
therefore based of the previous result we get

lim
x→∞

a1L1(ax) + a2L2(ax)

a1L1(x) + a2L2(x)
= 1,∀a > 0.

Using induction finishes the proof of the Lemma.
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Proof of Theorem 13

Since if ξzi < 0 then ∃x0 > 0, such that ∀x > x0 we have HZi(x) = 0, this means that
the tail of the distribution is not affected by HZi(x). In fact if ξmax < 0 then H will have
finite support hence ξH ≤ 0. Furthermore if ξmax = 0 from Lemma 11 we get that ξH ≤ 0.
Therefore for the case ξmax > 0 we only consider the setting where ξi ≥ 0.

H̄u(w) =
1−H(u+ w)

1−H(u)
=

n∑
i
pi(1−Hzi(u+ w))

n∑
i
pi(1−Hzi(u))

=

n∑
i

H̄zi(u+ w)
n∑
j

pj
pi
H̄zj (u)

(42)

=

n∑
i

H̄zi(u+ w)

H̄zi(u)

H̄zi(u)
n∑
j

pj
pi
H̄zj (u)

=

n∑
i

H̄zi(u+ w)

H̄zi(u)

1
n∑
j

pj
pi

H̄zj (u)

H̄zi (u)

. (43)

We denote with i(max) the index corresponding to ξmax and finish our proof using Pickand’s
theorem:

lim
u→∞

sup
w∈[0,∞]

|H̄u(y)− Ḡξmax,g(u)| = lim
u→∞

sup
w∈[0,∞]

|
n∑
i

H̄zi(u+ w)

H̄zi(u)

1
n∑
j

pj
pi

H̄zj (u)

H̄zi (u)

− Ḡξmax,g(u)|

(44)

= lim
u→∞

sup
w∈[0,∞]

|
n∑
i

H̄zi(u+ w)

H̄zi(u)

1

1 +
n∑

j ̸=i

pj
pi

H̄zj (u)

H̄zi (u)

− Ḡξmax,g(u)| (45)

≤ lim
u→∞

sup
w∈[0,∞]

|
H̄zi(max)

(u+ w)

H̄zi(max)
(u)

1

1 +
n∑

j ̸=i(max)

pj
pi(max)

H̄zj (u)

H̄zi(max)
(u)

− Ḡξmax,g(u)|

+ lim
u→∞

sup
w∈[0,∞]

|
n∑

i ̸=i(max)

H̄zi(u+ w)

H̄zi(u)

1

1 +
n∑

j ̸=i

pj
pi

H̄zj (u)

H̄zi (u)

|
(46)

≤ lim
u→∞

sup
w∈[0,∞]

|
H̄zi(max)

(u+ w)

H̄zi(max)
(u)

− Ḡξmax,g(u)|

+ lim
u→∞

sup
w∈[0,∞]

| 1

1 +
n∑

j ̸=i(max)

pj
pi(max)

H̄zj (u)

H̄zi(max)
(u)

− 1||
H̄zi(max)

(u+ w)

H̄zi(max)
(u)

|

+ lim
u→∞

sup
w∈[0,∞]

n∑
i ̸=i(max)

|H̄zi(u+ w)

H̄zi(u)
|| 1

1 +
n∑

j ̸=i

pj
pi

H̄zj (u)

H̄zi (u)

|

(47)
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≤ lim
u→∞

sup
w∈[0,∞]

|
H̄zi(max)

(u+ w)

H̄zi(max)
(u)

− Ḡξmax,g(u)|

+ lim
u→∞

| 1

1 +
n∑

j ̸=i(max)

pj
pi(max)

H̄zj (u)

H̄zi(max)
(u)

− 1|

+ lim
u→∞

n∑
i ̸=i(max)

| 1

1 +
n∑

j ̸=i

pj
pi

H̄zj (u)

H̄zi (u)

|.

(48)

The first expression,

lim
u→∞

sup
w∈[0,∞]

|
H̄zi(max)

(u+ w)

H̄zi(max)
(u)

− Ḡξmax,g(u)| (49)

goes to zero due to Pickands Theorem while the expression,

lim
u→∞

| 1

1 +
n∑

j ̸=i(max)

pj
pi(max)

H̄zj (u)

H̄zi(max)
(u)

− 1|
(50)

converges to 0 as well because from Lemma 10 we have limu→∞
H̄zj (u)

H̄zi(max)
(u)

= 0 for every j.

Finally the last expression,

lim
u→∞

n∑
i ̸=i(max)

| 1

1 +
n∑

j ̸=i

pj
pi

H̄zj (u)

H̄zi (u)

|
(51)

equals 0 since in each sum
n∑

j ̸=i

pj
pi

H̄zj (u)

H̄zi (u)
, there exists an index j such that H̄zj (u) =

H̄zi(max)
(u), implying that

n∑
j ̸=i

pj
pi

H̄zj (u)

H̄zi (u)
→ ∞.

In the derivation above we assumed that the Hzi(max)
which corresponds to ξmax is unique.

In the case that this is not true we notice that for H1 and H2 which share the same corre-
sponding parameter ξ > 0 we have

p1H1(x) + p2H2(x) = x
− 1

ξ (p1L1(x) + p2L2(x)) = x
− 1

ξL(x), (52)

and since L(x) > 0, from Lemma 12 we have that L(x) is slowly varying, therefore p1H1(x)+
p2H2(x) ∈ MDA(ξ).

Proof of Proposition 15

First, we fix δ > 0. We can find a x(γ, δ) > 0, such that for x > x(γ, δ), we can bound
x−δLz(x) < γ for all z ∈ A simultaneously. This implies that fZ(z)x

−δLz(x) is bounded by
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fz(z)γ. Since
∫
z fz(z)γdz = γ < ∞, by dominated convergence we get

lim
x→∞

x−δ

∫
A
fZ(z)Lz(x)dz = lim

x→∞

∫
A
fZ(z)x

−δLz(x)dz =

∫
A

lim
x→∞

fZ(z)x
−δLz(x)dz = 0.

(53)

Proof of Theorem 16

We will first assume that ξH > 0.

Since H̄(x) = x
− 1

ξH LH(x), for every ϵ > 0:

H̄(x)

x
− 1

ξlo−ϵ

=
x
− 1

ξH LH(x)

x
− 1

ξlo−ϵ

=

∫
A fZ(z)x

− 1
ξz Lz(x)dz

x
− 1

ξlo−ϵ

=∫
A
fZ(z)x

− 1
ξz

+ 1
ξlo−ϵLz(x)dz

∫
A
fZ(z)x

α(z)Lz(x)dz.

(54)

We notice that ξz ≥ ξlo > ξlo − ϵ =⇒ − 1
ξz

≥ − 1
ξlo

> − 1
ξlo−ϵ hence α(z) = − 1

ξz
+ 1

ξlo−ϵ > 0.
Considering that

lim
x→∞

H̄(x)

x
− 1

ξlo−ϵ

= lim
x→∞

∫
A
fZ(z)x

α(z)Lz(x)dz, (55)

by using Fatou’s lemma:

lim
x→∞

∫
A
fZ(z)x

α(z)Lz(x)dz ≥
∫
A

lim
x→∞

fZ(z)x
α(z)Lz(x)dz = ∞, (56)

we get

lim
x→∞

x
− 1

ξlo−ϵ

H̄(x)
= 0, (57)

implying

lim
x→∞

x
− 1

ξlo−ϵ

x
− 1

ξH LH(x)
= lim

x→∞

x
− 1

ξlo−ϵ
+ 1

ξH

LH(x)
= 0, (58)

therefore
ξlo − ϵ < ξH ,∀ϵ > 0 thus ξlo ≤ ξH . (59)

Now we turn to prove that ξH ≤ ξup. As before,

H̄(x)

x
− 1

ξup+ϵ

=
x
− 1

ξH LH(x)

x
− 1

ξup+ϵ

=

∫
A fZ(z)x

− 1
ξz Lz(x)dz

x
− 1

ξup+ϵ

=∫
A
fZ(z)x

− 1
ξz

+ 1
ξup+ϵLz(x)dz =

∫
A
fZ(z)x

β(z)Lz(x)dz.

(60)

We notice that ξz ≤ ξup < ξup + ϵ =⇒ − 1
ξz

≤ − 1
ξup

< − 1
ξup+ϵ = − 1

ξup
+ δ hence

β(z) = − 1
ξz

+ 1
ξup+ϵ < −δ. This last inequality, combined with the fact that the family

{Lz(x)|x ∈ R} is γ-uniformly sub-polynomial, implies that

fZ(z)x
β(z)Lz(x) ≤ fZ(z)x

−δLz(x) ≤ fZ(z)γ, (61)
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for some γ > 0. Since
∫
z fZ(z)γdz = γ < ∞, by dominated convergence

lim
x→∞

H̄(x)

x
− 1

ξup+ϵ

= lim
x→∞

∫
A
fZ(z)x

β(z)Lz(x)dz (62)

lim
x→∞

∫
A
fZ(z)x

β(z)Lz(x)dz =

∫
A

lim
x→∞

fz(z)x
β(z)Lz(x)dz = 0, (63)

meaning

lim
x→∞

H̄(x)

x
− 1

ξup+ϵ

= 0, (64)

which implies

lim
x→∞

x
− 1

ξH LH(x)

x
− 1

ξup+ϵ

= lim
x→∞

x
1

ξup+ϵ
− 1

ξH LH(x) = 0, (65)

therefore we get
ξup + ϵ > ξH , ∀ϵ > 0 hence ξH ≤ ξup. (66)

Now we prove that indeed ξH > 0. It is simple to show that ξH cannot be negative. Indeed,
if ξH is negative, it means that H has finite support which is not possible as for each fixed
x, we have Hz(x) > 0,∀z ∈ A, therefore ∀x ∈ R, H(x) > 0.
Proving that ξH ̸= 0 is slightly less trivial. For every distribution G0 ∈ MDA(0) and for
ϵ < ξlo

H̄(x)

Ḡ0(x)
=

H̄(x)

x−
1
ϵ

x−
1
ϵ

Ḡ0(x)
=

∫
A fZ(z)x

− 1
ξz Lz(x)dz

x−
1
ϵ

x−
1
ϵ

Ḡ0(x)
. (67)

As before we can prove that the first fraction H̄(x)

x− 1
ϵ
→ ∞. The expression x− 1

ϵ

Ḡ0(x)
goes to ∞

as well due to Lemma 11, thus

lim
x→∞

H̄(x)

Ḡ0(x)
= ∞. (68)

If ξH was 0, then for some G0 ∈ MDA(0) we would have

lim
x→∞

H̄(x)

Ḡ0(x)
= lim

x→∞
1 = 1, (69)

hence ξH ̸= 0.

Finally we prove that, if ξz is continuous in z and ξmax exists, then we have ξH = ξmax.
We will first separate A in two sets A1, A2, where A1 = {z|ξmax − λ ≤ ξz ≤ ξmax} and
A2 = {z|ξlo ≤ ξz < ξmax − λ}. Since ξz is continuous, then the pre-image of each of
the measurable sets [ξmax − λ, ξmax], [ξlo, ξmax − λ) will be measurable. In addition, since
[ξmax − λ, ξmax] and [ξlo, ξmax − λ) contain an open set, then so will A1 and A2, implying
that pi = P(Ai) > 0, where i ∈ {1, 2}. Thus,
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H̄(x) =

∫
A
fZ(z)H̄z(x)dz = p1

∫
A1

fZ(z)

p1
H̄z(x)dz + p2

∫
A2

fZ(z)

p2
H̄z(x)dz

= p1H̄1(x) + p2H̄2(x).

(70)

From the first part of the Theorem: ξ1 ∈ [ξmax − λ, ξmax], and ξ2 ∈ [ξlo, ξmax − λ], where
Hi ∈ MDA(ξi), i = 1, 2. On the other hand Theorem 13 implies that ξH = ξ1, therefore
ξH ∈ [ξmax − λ, ξmax] for all λ > 0. We conclude that ξH = ξmax.

Proof of Lemma 18

We assume that ξH > ϵ. Then as in the earlier derivations, due to dominated convergence
and Lemmas 10 and 11, for any δ > 0, we get:

lim
x→∞

x
− 1

ξH LH(x)

x−
1

ϵ+δ

= lim
x→∞

H̄(x)

x−
1

ϵ+δ

= lim
x→∞

∫
A
fZ(z)

H̄z(x)

x−
1

ϵ+δ

dz

=

∫
A

lim
x→∞

fZ(z)
x
− 1

ξz

x−
1

ϵ+δ

Lz(x)dz = 0.

(71)

therefore ξH < ϵ+ δ, ∀δ > 0, contradicting our assumption ξH > ϵ.

Proof of Theorem 20

The proof is similar to that of the last statement in Theorem 16. We will first separate A in
two sets A1, A2, where A1 = {z|ξmax−λ ≤ ξz ≤ ξmax} and A2 = {z|ξz < ξmax−λ}. Since ξz
is continuous, then the pre-image of each of the measurable sets [ξmax−λ, ξmax], (−∞, ξmax−
λ), will be measurable. In addition, since [ξmax − λ, ξmax] and (−∞, ξmax − λ) contain an
open set, then so will A1 and A2, implying that pi = P(Ai) > 0, where i ∈ {1, 2}.

H̄(x) =

∫
A
fZ(z)H̄z(x)dz = p1

∫
A1

fZ(z)

p1
H̄z(x)dz + p2

∫
A2

fZ(z)

p2
H̄z(x)dz

= p1H̄1(x) + p2H̄2(x).

(72)

Based on Theorem 16 and Lemma 18: ξ1 = ξmax, and ξ2 ∈ (−∞, ξmax − λ], where Hi ∈
MDA(ξi), i = 1, 2. From Theorem 13, we conclude that ξH = ξmax. The last statement
in the Theorem, that is, if ξmax ≤ 0 then ξH ≤ 0, is simply Corollary 19.

Proof of Proposition 20

Based on our assumptions there exists L(x) such that

P(X > x) = F̄X(x) = x
− 1

ξX L1(x). (73)

Therefore

F̄Y (x) = P(Y > x) = P(Xα > x) = P(X > x
1
α ) = (x

1
α )

− 1
ξX L1(x

1
α ) = x

− 1
αξX L2(x), (74)
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however we also have
F̄Y (x) = x

− 1
ξY L3(x). (75)

Hence we conclude that ξY = αξX .

Proof of Theorem 23

We will first prove the case when p = 1. If denote with W1 the distribution of Y − f̂V (X)
conditional that it is positive, and respectively with W2 in the negative case, then without
loss of generality if we suppose that W1 is the thickest tail, we conclude from Proposition
21 that |Y − f̂V (X)| has the same shape parameter as Y − f̂V (X). Now, due to the fact
that for a fixed test set (x, y), the variable y − f̂V (x) has the same shape parameter as
f̂V (x), since a change in location parameter does not change the tail of the distribution,
we conclude that |y− f̂V (x)| and |f̂V (x)|, have tails of the same shape. Applying Theorem
20, we reach the desired conclusion for |Y − f̂V (X)| and |f̂V (X)|. By applying Proposition
22 twice, this result can be generalized in the case of |Y − f̂V (X)|p and |f̂V (X)|p.

Appendix B: Examples where the regularity conditions do not hold

Below we give examples where the regularity conditions do not hold:

Example 1: Let fU (u) be a uniform distribution, and gu(w) an exponential distribu-
tion with parameter 1

u . Clearly, the expectation of gu(w) at each u ∈ (0, 1) exists. However
for

h(w) =

∫ 1

0
fU (u)gu(w)du =

∫ 1

0
ue−uwdu (76)

the expectation is∫ ∞

0

∫ 1

0
wfU (u)gu(w)dudw =

∫ 1

0

∫ ∞

0
wue−uwdwdu =

∫ 1

0

1

u
du (77)

In this example, we can see that even though all the distributions gu(w) have shape param-
eter 0, the shape parameter of h(w) is bigger or equal to one. This is because the beginning
of the exponential behaviour of the tail is delayed indefinitely across the elements of the
family, violating the γ-uniform sub-polynomial assumption.

Below we give an example of a family of slowly-varying functions {Lz(x)|z ∈ A}, where
A is compact and Lz(x) is continuous in x and z, but {Lz(x)|z ∈ A} is not γ-uniformly
sub-polynomial. In this case, the non slowly-varying behaviour (non sub-polinomiality) of
Lz(x), or in other words, the tail of Fz(x), is postponed indefinitely across the family of
{Fz(x)|z ∈ A}

Example 2: Let Lz(x), for z ∈ [0, 1], be defined as below:

Lz(x) =

{
1 + zx4−(z− 1

x
)2 for x ∈ (1, 1z )

1 + 1
z3

for x ∈ (1z ,∞)
(78)
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when z ̸= 0 and L0 = 1 for x ∈ (1z ,∞). For x−1 we define Fz(x) = x−1Lz(x), that is:

Fz(x) =

{
x−1 + zx3−(z− 1

x
)2 for x ∈ (1, 1z )

x−1 + 1
z3
x−1 for x ∈ (1z ,∞)

(79)

when z ̸= 0 and F0 = x−1 for x ∈ (1z ,∞). One can check that Fz(x) and Lz(x) are
continuous in z. On the other hand for a given z, Fz(

1
z ) = z + z−2, meaning that Fz(

1
z )

tends to infinity, when z tends to zero. Therefore {Lz(x)|z ∈ A} is not γ-uniformly sub-
polynomial.

Appendix C: Examples where the regularity conditions hold

Below we give examples where the regularity conditions do hold:

Example 3: Let F̄z(x) = x−z = x
− 1

1
z=ξz for z ∈ (1,∞), and let F̄ (x) = e

∫∞
1 e−zF̄z(x)dz.

Then F̄ (x) = x−1 1
1+lnx = x−1L(x), where L(x) = 1

lnx is slowly varying as both 1 and lnx
are slowly varying.

Example 4: Let F̄z(x) = x−z lnxz for z ∈ (1, 2), and let F̄ (x) =
∫ 2
1 F̄z(x)dz. Then

F̄ (x) = x−1 − 2x−2 + x−1 1
lnx − x−2 1

lnx = x−1(1− 2x−1 + 1
lnx − x−1 1

lnx) = x−1L(x), where
L(x) = 1− 2x−1 + 1

lnx − x−1 1
lnx is slowly varying.

Appendix D: Monte Carlo Cross Tail Estimation Experiments

Below we perform experiments similar to those in subsection 5.3, however in this case Df is
the entire set of data D. In this case cross tail estimation is the tail estimation homologue
of Monte Carlo cross validation.

Gaussian Processes

In this experiment, our data is composed of an one-dimensional time series, which we
reorganize in windows of size 50, and try to use each window to predict the next value. Our
complete dataset D is made up of n = 10000 windows. On each run we randomly select 340
points of D for training (denote Di), and then group the predictions of the model on the
10000 points of D into and array which we denote by Ŷi. We proceed to estimate the shape
parameter of the tails of the prediction of the model, for given training set Di by applying
Pickands’ estimator to Ŷi, receiving ξ̂i. We repeat this process 1000 times, and select as our
estimation of the shape parameter of the tail of the distribution of our loss function, the
maximum individual estimated parameter: ξ̂i = max{ξ̂i|i ∈ [1000]}. On the other hand,
we also calculate the MSE on the testing set D \ Di after the model has been trained on
Di. To check the difference of performance of the standard method of tail shape estimation
and cross tail estimation, we also calculate the shape parameter of the overall distribution
of prediction models, through the standard method, by applying Pickands estimator on

Y =
1000⋃
i=1

Ŷi. This experiment is repeated for length scale parameters from 1 to 30. We

repeat this experiment 200 times. The results are shown in Figure 7.
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Figure 7: Experimental results in the case of testing Gaussian processes. Left: The correla-
tion between MSE on test data, and the tail shape parameter of the distribution
function estimated with cross tail estimation. Right: The tail shape parameter
of the distribution function estimated with cross tail estimation and the standard
approach. It is visible that when the standard method of estimating the tail is
used, we lose this correlation, as the shape parameter estimation remains roughly
constant for most models. Furthermore, if we use the criterion of existence of the
first moment (ξ < 1), then we select the best model when cross tail estimation
is used. On the other hand, if the standard method is applied almost all models
models satisfy the criteria.

Polynomial Kernels

This experiment is almost identical to the previous one, with the only differences being that
the models we test now are polynomial kernels, and the grid of possible candidate models
instead of being made up of different length scale parameters from 1 to 30, in this case
the hyperparameter that varies is the degree of the polynomial kernel. We test polynomial
kernels of degree from 1 to 11. As before, we repeat this experiment 200 times. The results
are shown in Figure 8.

Appendix E: Evolution of ξ̂iPOT as a function of the sample size

In this section, we show the evolution of the convergence of ξ̂iPOT to ξimax, in the settings
described in Section 5.1, as a function of the sample size m. See figure 9.
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Figure 8: Experimental results in the case of testing polynomial kernels. Left: The correla-
tion between MSE on test data, and the tail shape parameter of the distribution
function estimated with cross tail estimation. Right: The tail shape parameter
of the distribution function estimated with cross tail estimation and the standard
approach. If we use the criterion of existence of the first moment (ξ < 1), then
most non optimal models are eliminated. On the other hand, if the standard
method is applied, all models satisfy the criteria.

Appendix F: Motivation from bias-variance decomposition

In Theorem 4.14, we showed that if we conditioned on the testing set, we could estimate
the shape of the distribution of WV (U) without labels in the testing set. This can also
be motivated from the moments of WV (U). Indeed, let us denote with fgt the ground
truth model which receives features as input and outputs labels. Let A(X) be the bias
EV (f̂V (X))− fgt(X) and BV (X) = EV (f̂V (X))− f̂V (X) From the bias-variance decom-
position theorem we notice that

WV (U)2 = (A(X) +BV (X) + ϵ)2 (80)

hence

EV (WV (U))2 = A(X)2 + EV (BV (X))2 (81)

Similarly

E[W p
V (U)|U = u] = E{XT ,Y T }|y − f̂XT ,Y T

(x)|p (82)

=

p∑
k=0

(
p

k

) k∑
i=0

(
k

i

)
A(x)iE{XT ,Y T }[BV (x)k−i]E[εp−k] (83)
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We can see that at point u = (x,y), WV (u) has all the moments if and only if fV (x)
has all its moments at x. From this we can notice that the existence of E[W p

V (U)|U = u]
does not depend on the label Y , as u = (x,y) is fixed. Hence, if we have conditions which
guarantee that the existence of E[W p

V (U)|U = u] for each u in the test set implies that
existence of E[W p

V (U)] , we would conclude that the existence of E[W p
V (U)] only depends

Figure 9: First row left: sample size 104. First row right: sample size 105. Second row:
sample size 106.

on the existence of the moments of fV (x).
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