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ABSTRACT
In this paper, we present an extension of the Java bytecode instrumen-
tation tool BISM that captures and prepares a model that abstracts the
program behavior at the intra-procedural level. We analyze program
methods we are interested in monitoring and construct a control-flow
graph automaton where the states represent actions of the program
that produce events. Directed towards monitoring general behav-
ioral properties at runtime, the resulting model is presented for the
users to write static analyzers and combine both static and runtime
verification.

CCS CONCEPTS
• Theory of computation → Regular languages; • Software and
its engineering → Software verification; Dynamic analysis;
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1 INTRODUCTION
Runtime verification (RV) [3, 10, 12, 13, 19] is a formal method that
allows verifying a run of a system with respect to a specification. The
specification usually formalizes a correctness property and is written
in a suitable formalism based for instance on temporal logic or finite-
state machines. Runtime verification can complement and has been
used in combination with other formal static verification methods
such as model checking [18], deductive verification [8] and static
analysis [5], as well as informal dynamic methods such as testing [9]
and debugging [15]. While a complete a priori verification is ideally
desirable for verifying program correctness, proving the correctness
of many properties is fundamentally undecidable statically. How-
ever, static verification often relies on conservative approximations
that produce sound results (i.e. should not give incorrect results)
sacrificing completeness. Combining static and runtime verification
for a more complete verification scheme seems natural. For static

Permission to make digital or hard copies of part or all of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for third-party components of this work must be honored.
For all other uses, contact the owner/author(s).
SAC ’22, April 25–29, 2022, Virtual Event,
© 2022 Copyright held by the owner/author(s).
ACM ISBN 978-1-4503-8713-2/22/04.
https://doi.org/10.1145/3477314.3507239

verification, it improves completeness by deferring verification of
undecidable fragments until runtime. For runtime verification, it re-
duces the overhead of monitoring by pruning pieces of the program
that can be statically analyzed.

Several approaches and tools have been presented that combine
static and runtime verification [1, 4, 5, 8]. Many of these approaches
fall under residual analysis where a residual part that cannot be
proven statically is left for monitoring at runtime. However, these
tools are provided as specialized frameworks that specifically apply
their own techniques. In this paper, we provide a basic block of such
analyses that can be used freely within the aspect-oriented instrumen-
tation tool BISM [23]. Given that our chosen instrumentation tool
BISM [23] facilitates combining static and dynamic analysis, our
work can be used in the context of different combination approaches.

We see our contributions as follows. We present an extension of
the Java bytecode instrumentation tool BISM [23] that captures and
prepares a program model that abstracts the program behavior at the
intra-procedural level. We analyze a program method and construct
a control-flow graph automaton where the states represent actions
of the program that produce events we are interested in. Directed
towards monitoring general behavioral properties at runtime, the
resulting model is presented for the users to write static analyzers
and combine both static and runtime verification. For instance, this
model that represents the control-flow graph can help in finding code
paths that can never influence the monitors.

The rest of this paper is structured as follows. Section 2 moti-
vates our approach with a running example. Section 3 reviews the
background. Section 4 describes how we capture program models.
Section 5 gives a brief summary about our tool implementation. Sec-
tion 6 discusses the related work. Section 7 concludes and presents
some perspectives.

2 MOTIVATING EXAMPLE
We start by introducing our running example of a Java program.
We are interested in monitoring the SafeIterator property which
specifies that "A collection should not be updated when an iterator
associated with it is being used". A violation of the property can
be expressed by 𝑐.𝑛∗ .𝑢+ .𝑛, where the 𝑐 event captures a creation of
a Iterator, the 𝑢 captures any modification on the list, and 𝑛

captures a call to next() on the iterator.
Figure 1, shows a contrived Java method that creates a list (line 3),

updates it (lines 4, 10, 11), creates an iterator (lines 5, 16), and calls
“next” operation on the iterator (lines 14, 17). The figure also shows
the control-flow graph (CFG) for method m, where basic blocks are
labeled with the line numbers of the instructions they contain.

By observing the program we can see that, at runtime, it may
violate the property in one execution path where the program enters
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1 void m()

3 List l1 = new ArrayList();
4 l1.add(..); // event u
5 Iterator it = l1.iterator();//

event c

7 doSomething();

9 if(someflag) {
10 l1.add(..); // event u
11 l1.add(..); // event u
12 }

14 Object o = it.next(); // event n

16 it = l1.iterator(); // event c
17 o = it.next(); // event n

19 return o;
20 }

start

3-8

9-10

13-18

end

Figure 1: A method using an Iterator in Java, and its CFG.

the if block, labeled (10-11) in the graph. More precisely, a viola-
tion can occur if someflag evaluates to true. Moreover, from the
control-flow graph one can see that there are some relevant instruc-
tions that are insignificant in deciding the violation of a property
such as lines 16 and 17, as well as line 4. Hence any analysis aim-
ing to statically verify the SafeIterator property needs to obtain a
model from the control flow graph and consider the different possible
execution paths.

3 BACKGROUND
We assume basic familiarity with automata theory in particular the
definition of a finite-state machine and refer to [14] for more details.

BISM. BISM (Bytecode-Level Instrumentation for Software Mon-
itoring) [23] is a lightweight bytecode instrumentation tool for Java
programs that features an expressive high-level instrumentation lan-
guage. It is inspired by AOP and adopts an instrumentation model
that is more directed towards runtime verification. BISM is control-
flow aware. That is, it generates CFGs for all methods and provides
access to them in its language. Moreover, BISM provides several
control-flow properties, such as capturing conditional jump branches
and retrieving successor and predecessor basic blocks. Such features
can provide support to tools relying on a control-flow analysis.

Control-flow Graphs. Given a program, we denote by Methods
the set of all methods in the program, and by Instructions the set
of all byte-code instructions. Moreover, let Instructionsm represent
all instructions of a method 𝑚 in Methods. The CFG of a method
is a directed graph where nodes are basic blocks of instructions
and edges represent jumps in the control flow. Given a CFGm =

⟨Blocksm, Edgesm⟩ for a method 𝑚 in Methods, where Blocksm is
the set of basic blocks, and Edgesm ⊆ Blocksm × Blocksm. For a
basic block 𝑏 in Blocksm, the sequence of instructions in the block
is denoted by 𝑏.𝑖𝑛𝑠𝑡𝑟 , and 𝑏.𝑒𝑛𝑡𝑟𝑦 (resp. 𝑏.𝑒𝑥𝑖𝑡) is a Boolean which
holds true if 𝑏 is the entry block (resp. is an exit block).

Instrumentation. In runtime verification, the program is instru-
mented to generate traces of events. Given a property defined over
alphabet Σ, the instrumentation of an instruction to generate an event
is given by function instrument : Instructions → Σ. The function
instrument is usually specified in the language of the instrumenta-
tion tool where the user specifies which joinpoints in the program
execution produce the events.

4 CAPTURING PROGRAM MODELS
In this section, we demonstrate how we capture the behavior of
methods using their control-flow graphs provided to us by BISM.
This section describes how we first map instructions in the CFG
to events, then how we split the CFG nodes such that each node
represents an event, finally how we construct a CFG Automaton that
represents the behavior of the method.

4.1 Preparing the CFG
For each method 𝑚 in Methods, we map two types of instructions to
events and discard all other instructions as they are irrelevant to our
analysis.

We keep instructions that produce events in Σ, given by the func-
tion instrument specified by the user. We also keep instructions that
may allow any variable to escape from 𝑚 and introduce the new
escape event (#) for such instructions. More precisely, these are invo-
cations to sub-methods that pass on objects as arguments. However,
our analysis allows the user to specify a safe list of instructions,
denoted by the set SafeList, defined over the compile type informa-
tion of methods and instructions. Such information includes method
names, package and type names, and opcodes. All instructions that
are escape events and are not in SafeList are added to the set Escm.

Given the alphabet of a property Σ and the control-flow graph
CFGm = ⟨Blocksm, Edgesm⟩, then for all 𝑏 in Blocksm, we replace it
with 𝑏 ′ and map the instructions to events as follows.

𝑏 ′.𝑖𝑛𝑠𝑡𝑟 = 𝑏.𝑖𝑛𝑠𝑡𝑟 .map ©«𝑖 ↦→


𝑖 if instrument (𝑖) ∈ Σ,
# else if 𝑖 ∈ Escm
𝜖 otherwise

ª®¬
That is, we erase all instructions we are not interested in and

replace them with 𝜖, and keep the others intact. Method calls that
are not in SafeList are replaced by escape events #.

We now proceed in splitting the nodes of CFGm such that each
remaining instruction is represented in a unique node containing its
mapped event. We modify the control-flow graph, by constructing a
new graph as follows.

Definition 4.1 (Split CFG). Given the CFGm = ⟨Blocksm, Edgesm⟩
with instructions mapped to events, we construct a new modified
graph SG𝑚 = ⟨𝐵𝑚, 𝐸𝑚⟩ as follows:
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𝐵𝑚 =
⋃

𝑏 ∈ Blocksm

split(𝑏) , (1)

𝐸𝑚 = { ⟨𝑏 ′, 𝑏𝑖 ⟩ | ⟨𝑏 ′, 𝑏⟩ ∈ Edgesm, 𝑏𝑖 ∈ split(𝑏) :

idx𝑏 (𝑖) = 0 } (2)

∪ { ⟨𝑏𝑖 , 𝑏 𝑗 ⟩ | 𝑏𝑖 , 𝑏 𝑗 ∈ split(𝑏) :

0 ≤ idx𝑏 (𝑖) < |𝑏.𝑖𝑛𝑠𝑡𝑟 | − 1

∧ idx𝑏 ( 𝑗) = idx𝑏 (𝑖) + 1 } (3)

∪ { ⟨𝑏𝑖 , 𝑏 ′⟩ | ⟨𝑏, 𝑏 ′⟩ ∈ Edgesm, 𝑏𝑖 ∈ split(𝑏) :

idx𝑏 (𝑖) = |𝑏.𝑖𝑛𝑠𝑡𝑟 | − 1 } (4)

where:
• idx𝑏 : 𝑏.𝑖𝑛𝑠𝑡𝑟 → N returns the index of an instruction in a

block 𝑏.
• split : Blocksm → 2Blocksm defined as split(𝑏) = {𝑏𝑖 | 𝑖 ∈
𝑏.𝑖𝑛𝑠𝑡𝑟 } is a function that splits a basic block into multiple
nodes, such each one contains an instruction, 𝜖 or the escape
event #. The first node of an entry block is set as the entry
node and the last node of an exit block is set as the the exit
node.

The newly created graph, SG𝑚 , is constructed as follows. All
basic blocks in CFGm are split into multiple nodes, one node per in-
struction (1). All incoming edges to an original block, are connected
to the node representing the first instruction of the original block (2).
All nodes that are created from a single original block are connected
sequentially (3). All outgoing edges from the original block are now
outgoing from the last split node (4).

A node in the new graph SG𝑚 contains one letter which represents:
either an instruction that generates events in Σ, or an escape event
#, or an 𝜖. The entry block in the new graph contains the first event
of interest having 𝑏.entry equals true. We merge two consecutive
nodes containing 𝜖, and move their edges accordingly.

4.2 Constructing the CFG Automaton
We now show how the CFG Automaton is constructed from the Split
CFG SG𝑚 .

Definition 4.2 (CFG Automaton). Given the newly constructed
graph SG𝑚 = ⟨𝐵𝑚, 𝐸𝑚⟩, the CFG Automaton is an NFA A𝑐

𝑚 =

(Σ ∪ {#}, 𝑄, 𝛿, 𝑞0, 𝐹 ) constructed as follows:
• 𝑄 = {𝑞𝑏 | 𝑏 ∈ 𝐵𝑚}
• 𝑞0 = {𝑞𝑏 | 𝑏 ∈ 𝐵𝑚 ∧ 𝑏.entry = true }
• 𝛿 = {⟨𝑞𝑏 , 𝑠, 𝑞𝑏′⟩ | ⟨𝑏,𝑏 ′⟩ ∈ 𝐸𝑚 ∧ 𝑏.instr = 𝑠}
• 𝐹 = {𝑞𝑏 | 𝑏 ∈ 𝐵𝑚 ∧ 𝑏.exit = true }

Each node in the new control-flow graph is now represented as
a state in the CFG Automaton. All nodes set as exit nodes are final
states in the automaton.

Example 4.3 (CFG Automaton). Figure 2, shows the CFG Au-
tomaton constructed from the Java program from Section 2. Each
state corresponds to an instruction that we are interested in the pro-
gram. State 0 to line 4, state 1 to line 5, state 2 and 3 to lines 10 and
11, state 4 to line 14, state 5 to line 16, state 6 to line 17.

𝑞0 𝑞1

𝑞2 𝑞3

𝑞4 𝑞5 𝑞6 𝑞7
u

c
u

c

u

n c n

Figure 2: The constructed CFG Automaton A𝑐
𝑚

Correctness of Model Capture. The transitions in the automaton
represent the execution of actions in the program. Any execution of
the target program filtered out on the alphabet Σ is a sequence of
the CFG Automaton. However, if there exist escape events #, each
event must be replaced by Σ∗. That is since we handle methods sep-
arately, any variable escaping the method might be producing events
elsewhere in the execution. In other words, the set of executions
in the CFG Automaton is a superset of the executions of the initial
program filtered. And, the CFG Automaton over-approximates the
behavior of the method it has been constructed from.

5 IMPLEMENTATION
We implement our work as a plugin (1 KLOC) to the BISM [23]
Java byte-code instrumentation tool. To implement our work, we
extend BISM with a module that generates the CFG Automata as
described in the previous sections.

Using the BISM language, the user selects the joinpoints that
produce events in a BISM transformer. For each method in the
base program with selected joinpoints, the module queries BISM
to retrieve its control-flow graph. BISM provides the CFG with an
API to traverse it and visit each basic block and instruction. Our
module handles the creation of the CFG Automaton of the method,
by first erasing all irrelevant instructions from the blocks and then
mapping the relevant ones to events in the alphabet of the property.
The blocks are then split such that each state in the automaton
represents the generation of one event at runtime. The module also
includes methods to run the automaton as well as basic automata
operations that allow performing language intersection, complement,
and union.

6 RELATED WORK
We position our work in the direction of combining static and runtime
verification. Any tool to merge both verifications would benefit
from the ability to perform static analysis while also having an
abstract and aspect-oriented instrumentation language. Writing static
analysis can be done with bytecode manipulation libraries such as
ASM [6], BCEL [24], Javassist [7] and Soot [25]. However, these
tools are often too low-level, making the instrumentation too verbose
and error-prone. For Java programs, runtime verification tools [2,
11] have long relied on AspectJ [16], which is one of the most
adopted AOP implementations for Java. AspectJ cannot capture
bytecode instructions and basic blocks joinpoints, and implementing
a static analyzer often requires extending its underlying compiler.
DiSL [20] is a bytecode instrumentation framework that enables
flexible low-level instrumentation and, at the same time, provides
a high-level language. However, static analyzers in DiSL can be
run only before the main DiSL instrumentation process, and the
developer still needs to revert to low-level bytecode manipulation
frameworks to implement them. We choose to extend BISM because
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it offers both capabilities, of writing static analyzers as well as aspect-
oriented instrumentation for runtime verification, as part of its main
workflow. Several approaches and tools have been presented that
combine static and runtime verification and rely on the control flow
to perform the analysis. We mention CLARA [4, 5], CLARVA [1],
STARVOORS [8] and the approaches [17, 26]. However, these tools
are provided as specialized frameworks that specifically apply their
own techniques. Our approach is generic and purposed to serve as a
basis to implement static analysis on program behavior.

7 CONCLUSION AND PERSPECTIVES
This paper introduces a fully implemented extension of BISM which
allows capturing the CFG Automaton of methods. Directed towards
monitoring general behavioral properties at runtime, the resulting
model is presented for the users to write static analyzers and combine
both static and runtime verification.

We aim to incorporate more static analysis techniques, such as
static call graph construction, data-flow, pointer, and escape analysis,
to reduce the over-approximation of the constructed model and in-
crease precision. We see our presented work as an essential building
block of a framework that we plan to develop to democratize merging
static and runtime verification. We will start by incorporating resid-
ual runtime verification targeting parametric monitoring. The work
will be extended to identify safe regions in methods with respect to
bad prefixes of the monitored properties. Identifying safe regions
allows not instrumenting the associated code regions. A second
perspective is to leverage the over-approximation of the program be-
havior to implement effective predictive runtime verification [21, 26]
and enforcement [22] approaches for Java programs.
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