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Abstract7

Ensuring the correctness of distributed cyber-physical systems can be done at runtime by monitoring8

properties over their behaviour. In a decentralised setting, such behaviour consists of multiple local9

traces, each offering an incomplete view of the system events to the local monitors, as opposed10

to the standard centralised setting with a unique global trace. We introduce the first monitoring11

framework for timed properties described by timed regular expressions over a distributed network of12

monitors. First, we define functions to rewrite expressions according to partial knowledge for both13

the centralised and decentralised cases. Then, we define decentralised algorithms for monitors to14

evaluate properties using these functions, as well as proofs of soundness and eventual completeness15

of said algorithms. Finally, we implement and evaluate our framework on synthetic timed regular16

expressions, giving insights on the cost of the centralised and decentralised settings and when to17

best use each of them.18
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Introduction31

Modern systems tend to be more distributed and interconnected. Automated verification32

methods are required to ensure those systems behave as they should. Moreover, their33

interactions with their environment are getting increasingly unpredictable, which tends to34

hinder static verification methods such as model checking, as they require a model of the35

verified system and do not scale well. On the other hand, runtime verification [12, 4, 13]36

requires no model. In this area, several monitoring methods detect if a system violates its37

given specification based on events observed at runtime. In order to express finer properties38

over more complex behaviour, several algorithms for monitoring properties based on real39

continuous time have been proposed in [16] and [15]. However, these algorithms assume a40

central observation point in the system, which might be less robust to an architecture change,41

more vulnerable to outside attacks, or less compatible with the system’s architecture. For this42

purpose, decentralised monitoring algorithms account for the absence of a central observation43

point, e.g., [6] and [10]. Existing decentralised monitoring algorithms consider linear discrete44
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time and synchronous communication between the system components. In contrast, we45

address the verification of timed properties of continuous time in an asynchronous setting.46

We introduce a decentralised monitoring algorithm that uses local knowledge of the global47

behaviour to express a verdict about a verified global timed property. In a synchronous48

setting, while a component lacks information on what events happened in other components,49

it can use a round-based approach to consider only a finite number of possibilities about50

global behaviour. In contrast, in an asynchronous setting, for a given time interval, there are51

no bounds on the number of events that can happen on another component, meaning that a52

local monitor should take into account an infinite number of scenarios for the events that it53

has not seen. Another challenge is that a monitor can be notified of past events from another54

component and has to update its local knowledge accordingly. Indeed, a method is proposed55

in [8] to account for a partial view of a global behaviour in a timed context, but it assumes56

that events that have not been seen cannot be seen afterwards. In our case, we assume that57

events that are not seen yet can still be seen in the future, and the local knowledge should58

be updated accordingly.59

In this paper, we introduce several algorithms for monitoring timed properties in a60

decentralised setting, as well as an implementation to simulate and evaluate these algorithms.61

In Sec. 1, we present timed regular expressions, which we use to specify timed properties, and62

we explain how we evaluate them on a timed trace. After formally defining the decentralised63

monitoring problem (Sec. 2), we define a progression function that updates timed regular64

expression based on the local knowledge, first for the centralised setting and then for the65

decentralised one (Sec. 3). Afterwards (Sec. 4), we define two algorithms for decentralised66

monitoring of timed regular expressions, using the progression function mentioned above.67

Finally (Sec. 5), we present our implementation and experimental results. We compare with68

related work in Sec. 6 and conclude in Sec. 7.69

1 Timed Words and Timed Regular Expressions70

We recall the basic notions related to timed words, timed regular expressions, and regular71

languages in Sec. 1.1, using the same formalism as in [3]. In Sec. 1.2, we introduce reduced72

timed regular expressions and how to transform timed regular expressions into reduced ones,73

as they will serve in our monitoring framework. In Sec. 1.3, we transpose the semantics of74

timed regular expressions, from timed words to timed traces. We also propose new operators75

for timed traces.76

We start by defining some basic notation: I denotes the set of intervals in R+ and for77

S a set, P(S) denotes the set of subsets of S. We also use · to denote the concatenation78

between two words.79

1.1 Timed Regular Expressions and Timed Regular Languages [3]80

We recall the syntax and semantics of timed words and timed regular expressions. Let Σ be81

an alphabet. A timed word (called time-event sequence in [3]) over the alphabet Σ is a word82

of R+ ∪ Σ, composed of events in Σ and numerical values that represent delays, that is, the83

time between two consecutive events. As such, two consecutive delays can be added, which84

means that for two timed words u and v and for two delays x and y, u · x · y · v = u · (x + y) · v.85

For example, 0.4 · 1.1 · b · a · 0.1 · 0.2 · c · 2.1 and 1.5 · b · a · 0.3 · c · 2.1 represent the same timed86

word. We denote by T (Σ) the set of timed words over Σ and by ϵ the empty word. A subset87

of T (Σ) is called timed language. A function θ : Σ1 → Σ2 ∪ {ϵ} is called a renaming. We88

consider its natural extensions Σ∗
1 → Σ∗

2 and T (Σ1) → T (Σ2), and we use the same symbol89

© V. Roussalany and Y. Falcone;
licensed under Creative Commons License CC-BY 4.0

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

https://creativecommons.org/licenses/by/4.0/
https://www.dagstuhl.de/lipics/
https://www.dagstuhl.de


θ to denote them.90

We use the classical word concatenation denoted by ·, but we also need an absorbing91

concatenation denoted by the operator ◦. Let us denote by δ : T (Σ) → R+ the function that92

returns the sum of delays in a timed word. For two timed words u and v, if there exists a93

word w such that δ(u) · w = v, then we can define u ◦ v = u · w. This means that u ◦ v is94

defined if and only if v starts with a delay greater than the sum of delays in u, and if that is95

the case, then we remove this delay from the front of v before concatenating it to u. For96

example, (a · 2 · b) ◦ (3 · c) = a · 2 · b · 1 · c while (a · 2 · b) ◦ (1 · c) is not defined. Concatenation97

operators are extended to timed languages in the classical way. Moreover, for n ∈ N and98

n ≥ 2, Ln and L◦n respectively denote the language obtained by concatenating L with itself99

using operators · and ◦, respectively; while L0 = L◦0 = {ϵ}.100

▶ Definition 1 (Syntax of timed regular expressions). Timed regular expressions over Σ101

are defined inductively by the following grammar where I ⊆ I, a ∈ Σ, L′ a timed regular102

expression over Σ′ and θ : Σ′ → Σ ∪ {ϵ} a renaming:103

L := ϵ | a | ⟨L⟩I | L ∧ L | L ∨ L | L · L | L ◦ L | θ(L′) | L⋆ | L⃝⋆

Intuitively, a timed regular expression can be, respectively, the empty word, the letter a104

at any time, a language limited to time interval I, the conjunction (∧), disjunction (∨),105

concatenation (·), and absorbing concatenation (◦) of two timed regular expressions, the106

renaming obtained through function θ, as well as the Kleene star (⋆) and the Kleene star107

using the absorbing concatenation (⃝⋆ ) applied to a timed regular expression. The set of108

timed regular expressions obtained as above is denoted by E(Σ).109

▶ Definition 2 (Semantics of timed regular expressions). The semantics of a timed regular110

expression is the timed language defined inductively by function J·K : E(Σ) → P(T (Σ)):111

JϵK = {ϵ},112

JaK = {r · a | r ∈ R+},113

JL1 ∧ L2K = JL1K ∩ JL2K,114

JL1 ∨ L2K = JL1K ∪ JL2K,115

JL1 · L2K = JL1K · JL2K,116

JL1 ◦ L2K = JL1K ◦ JL2K,117

J⟨L⟩IK = {u ∈ JL1K | δ(u) ∈ I},118

JL⋆K =
∞⋃

i=0
JLiK,119

JL⃝⋆ K =
∞⋃

i=0
JL◦iK,120

Jθ(L)K = {θ(u) | u ∈ JLK}.121

We call timed regular languages the languages defined by timed regular expressions.122

▶ Example 3 (Timed regular expressions). Let us consider some alphabet {a, b}:123

(a ∨ b)⋆ · (a ◦ ⟨b⟩[0;1]) · (a ∨ b)⋆ denotes the language of timed words where at some point b124

occurs within one time unit after some a;125

⟨a⟩⋆
[0;1] denotes the language of timed words composed of a’s where each event occurs126

within one time unit from the previous one;127

⟨a⟩⃝⋆
[0;1] denotes the language of timed words where all events occur within the first time128

unit. Note that this is semantically equivalent to ⟨a⃝⋆ ⟩[0;1] and ⟨a⋆⟩[0;1].129

Two timed regular expressions L and L′ are equivalent if their language is the same, that is,130

JLK = JL′K.131

1.2 Reduced Timed Regular Expressions132

First, let us introduce reduced timed regular expressions.133

▶ Definition 4 (Reduced timed regular expression). A reduced timed regular expression is a134

timed regular expression where the time constraining operator ⟨·⟩I is applied only to singular135

events.136

© V. Roussalany and Y. Falcone;
licensed under Creative Commons License CC-BY 4.0

Leibniz International Proceedings in Informatics
Schloss Dagstuhl – Leibniz-Zentrum für Informatik, Dagstuhl Publishing, Germany

https://creativecommons.org/licenses/by/4.0/
https://www.dagstuhl.de/lipics/
https://www.dagstuhl.de


Any timed regular expression can be rewritten into an equivalent reduced timed regular137

expression that defines the same language.138

▶ Proposition 5. Let L, L1, L2 be some timed regular expressions over Σ. We have:139

J⟨L1 ∨ L2⟩IK = J⟨L1⟩I ∨ ⟨L2⟩IK,140

J⟨L1 ◦ L2⟩IK = JL1 ◦ ⟨L2⟩IK,141

Jθ(L)⟩IK = Jθ(⟨L⟩I)K,142

J⟨L1 ∧ L2⟩IK = J⟨L1⟩I ∧ ⟨L2⟩IK,143

J⟨L1 · L2⟩IK = JL1 · L2 ∧ ⟨Σ⃝⋆ ⟩IK,144

J⟨ϵ⟩IK = {ϵ}, if 0 ∈ I, ∅ otherwise,145

J⟨L⃝⋆ ⟩IK = J⟨ϵ⟩I ∨ ⟨L⃝⋆ ◦ L⟩IK = J⟨ϵ⟩I ∨ L⃝⋆ ◦ ⟨L⟩IK,146

J⟨L⋆⟩IK = J⟨ϵ⟩I ∨ (⟨L⋆ · L⟩IK = J⟨ϵ⟩I ∨ (L⋆ · L ∧ ⟨Σ⃝⋆ ⟩I)K.147

In the remainder, we only consider reduced timed regular expressions.148

1.3 Semantics of Timed Regular Expressions over Timed Traces149

In the context of decentralised monitoring, the monitor uses a trace as a sequence of time-150

stamped events. Formally, a timed trace over the alphabet Σ is a finite word over Σ × R+
151

such that for two consecutive letters (α1, t1) and (α2, t2), we have t1 ≤ t2. A timed trace is152

a sequence of events from Σ where each event is paired with the time at which it occurs. For153

example, (a, 1.5) · (b, 3.1) · (a, 3.1) · (c, 3.4) is a timed trace. Additionally, we also consider154

(ϵ, t) where ϵ is the empty word. Although this does not represent an observed event, it can155

be used to represent the absence of such an event. It can be simplified if there is an element156

following it with (ϵ, t) · (α, t′) = (α, t′) for α ∈ Σ. We denote by R(Σ) the set of timed traces157

over Σ.158

For π = (α1, t1) · · · (αn, tn) a timed trace, let us denote by τfirst(π) = t1 (resp. τlast(π) =159

tn) the time at which the first (resp. last) event of π occurs. We denote by L↓t the language160

represented by θϵ(⟨x⟩[t,t]) where θϵ is the renaming that maps everything to ϵ. Intuitively,161

L↓t is the language of timed words {t · u | u ∈ JLK}. Similarly, we define L↑t by shifting all162

the time constraints that appear before the first concatenation (·) in L by subtracting t. It163

can be defined inductively as such:164

a↑t = a,165

(L1 ∧ L2)↑t = L1↑t ∧ L2↑t,166

(L1 ∨ L2)↑t = L1↑t ∨ L2↑t,167

(L1 · L2)↑t = L1↑t · L2,168

(L1 ◦ L2)↑t = L1↑t ◦ L2↑t,169

(⟨L⟩I)↑t = ⟨L↑t⟩I−t170

L⋆↑t = L↑t ∨ L⋆,171

L⃝⋆ ↑t = (L↑t)⃝⋆ ,172

θ(L)↑t = θ(L↑t).173

▶ Definition 6 (Semantics of timed regular expressions over timed traces). The semantics of a174

timed regular expression is the set of timed traces defined inductively by function J·Ktr:175

JϵKtr = {ϵ}176

JaKtr = {(a, t) | t ∈ R+}177

JL1 ∧ L2Ktr = JL1Ktr ∩ JL2Ktr178

JL1 ∨ L2Ktr = JL1Ktr ∪ JL2Ktr179

Jθ(L)Ktr = {θ(u) | u ∈ J(L)Ktr}180

J⟨L⟩IKtr = {π ∈ JL1Ktr | τlast(u) ∈ I}181

JL⋆Ktr =
∞⋃

i=0
JLiKtr182

JL⃝⋆ Ktr =
∞⋃

i=0
JL◦iKtr183

JL1 ◦ L2Ktr = {u · v | u ∈ JL1Ktr, v ∈ JL2Ktr}184

JL1 · L2Ktr = {u · v | u ∈ JL1Ktr, v ∈ JL2↓τlast(u)Ktr}185

Let us denote by ω : R(Σ)T (Σ) the function that takes a timed trace (α1, t1)·(α2, t2) · · · (αn, tn)186

and returns the time word t1 · α1 · (t2 − t1) · α2 · (t3 − t2) · · · (tn − tn−1) · αn. This function187

converts a timed trace into a timed word that represents the same sequence of events over188

physical time.189

▶ Proposition 7. For u ∈ R(Σ) and L ∈ E(Σ), u ∈ JLKtr if and only if ω(u) ∈ JLK.190
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Note that the timed words produced by function ω do not have a delay at the end. That191

is why we denote by ∼ the relation defined by u ∼ v if and only if there exists x ∈ R such192

that v = u · x or u = v · x. We can show that every equivalence class in T (Σ)/∼ has only193

one representative that is an image of a timed trace by ω and this equivalence class has one194

unique reverse image by ω−1.195

▶ Corollary 8. For u ∈ T (Σ) and L ∈ E(Σ), u ∈ JLK if and only if there exists v ∈ T (Σ)196

such that v ∼ u and ω−1(v) ∈ JLKtr.197

This means that the language obtained by applying ω−1 to the language of timed words198

of an expression is exactly the language of timed traces of that expression.199

1.4 Global operators200

Using the timed traces semantics, we introduce two new operators ⌊.⌋I and ⌈·⌉I . ⌈·⌉I is similar201

to the ⟨·⟩I operators, except that it refers to global time. In this case, global does not refer to202

the distributed nature of the systems we study, it means that it is based on the absolute time203

of the events, and not the relative time between two events. Of course, this operator would204

make no sense in the timed words definition of the semantics, as the concatenation of two205

words change the value of this global time for the word on the right side of the concatenation.206

This is why we express the semantics of these operators by extending J·Ktr.207

J⌈L⌉IK = {u ∈ JLKtr | τlast(u) ∈ I}208 J⌊L⌋IK = {u ∈ JLKtr | τfirst(u) ∈ I}209

We call global timed regular expressions an expression that contains these operators and210

denote the set of expressions over Σ by GE(Σ).211

▶ Proposition 9. For all L ∈ GE(Σ), there exists L′ ∈ E(Σ) such that JLKtr = JL′Ktr.212

This can be proven through direct construction or by using the fact that timed regular213

expressions are semantically equivalent to timed automata, and as such adding global214

constraints does not add to the expressiveness of timed automata.215

▶ Example 10. The expression ⟨a⟩[0;3] · (⟨b⟩[0;2])⃝⋆ · ⌊(a · b)+⌋[4;5] is semantically equivalent216

to ⟨⟨a⟩[0;3] · (⟨b⟩[0;2])⃝⋆ · a⟩[4;5] · b · (a · b)⋆.217

2 The Decentralised Timed Monitoring Problem218

We formally state the decentralised timed monitoring problem as well as its objectives.219

Context and notations. Let us suppose that the system at hand consists of n220

independent components denoted by Ci, for 0 < i ≤ n. Each component Ci emits local221

events over a local alphabet Σi. Let Σ =
⋃

i∈[1,n] Σi be the global alphabet of events. We222

assume that the local alphabets form a partition of Σ, which means that if i ̸= j then223

Σi ∩ Σj = ∅. Let pi be the projection of a timed trace of R(Σ) onto R(Σi) and denote by p224

the function defined by p(σ) = (p1(σ), p2(σ), ..., pn(σ)). As such, after observing our local225

traces σ1, σ2, ..., σn, we can apply p−1 to obtain the possible global traces. We also note226

σ|t as the prefix of σ, which contains all events that occur before t. To each component Ci227

is attached a monitor Mi, which can observe a trace over Σi. We denote the verdict of a228

monitor by Verdicti : R → {bad, inconclusive}. Monitors are purposed to detect violations.229

Assumptions. Our assumptions on the system are as follows.230
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Messages can be exchanged between any pair of monitors.231

The monitors only observe their local trace and the messages they receive.232

If a message is sent, it is eventually received, which means that there is no loss of messages.233

The communication is done through FIFO channels, meaning that the messages sent from234

one monitor to another are received in the order they were sent.235

All monitors share the same global clock, meaning that there are no clock drifts.236

Objectives. Given some timed regular expression L, and a global trace σ, our goal is to237

find an algorithm for the monitors such that the following properties hold.238

▶ Definition 11 (Definitive Verdict). If there is a time t for which there is a verdict239

Verdicti(t) = bad, then for all t′ ≥ t, Verdicti(t′) = bad.240

▶ Definition 12 (Soundness). If there is a time t for which there is a verdict Verdicti(t) = bad241

then σ|t is a bad prefix of L, i.e. for all σ′ ∈ R(Σ), if σ|t is a prefix of σ′ then σ′ /∈ JLKtr.242

▶ Definition 13 (Eventual completeness). If there is a time t for which σ|t is a bad prefix of243

L, then there is a delay t′ ≥ 0 such that Verdicti(t + t′) = bad.244

The goal is for one monitor, using its partial knowledge, to deduce whether or not245

its partial vision of the trace can be completed to be JLKtr.1 Moreover, we also aim to246

minimise the time it takes to detect such a violation of the expression. Finally, to limit the247

communication overhead, we also aim to limit the number of messages sent, as well as the248

total size of the messages exchanged.249

3 Progression for Timed Regular Expressions250

We consider decentralised monitors that observe only their local events, indexed with the251

time at which they happen. For a monitor of index i, we define a decentralised progression252

function Pri : GE(Σ) → (Σ × R+) → GE(Σ), meaning a function that takes an event locally253

observed (α, t) and a specification as a timed regular expression L, and returns an expression254

that represents the new specification now that the monitor knows that (α, t) happened. In a255

centralised case, where there is only one monitor observing the events in the same order they256

occur, we denote such function Pr0 and it should satisfy the following property:257

▶ Definition 14 (Centralised progression function). Pr0 : GE(Σ) → (Σ × R+) → GE(Σ) is a258

centralised progression function iff for any expression L ∈ GE(Σ) and any trace event (α, t),259

Pr0(L)(α, t) = {u | (t · α) ◦ u ∈ L}.260

In other words, it is a left derivative. If a centralised monitor applies this function successively261

as it observes the events, and the resulting expression represents the empty language, then the262

monitor can produce a verdict. Whereas in the decentralised case where a monitor observes263

a local event (α, t), there might have been other events happening in another component at264

a time before t. In other words, for the decentralised case, Pri must satisfy the following265

property:266

▶ Definition 15 (Decentralised progression function). Pri : GE(Σ) → (Σ × R+) → GE(Σ) is267

a decentralised progression function iff for any expression L ∈ GE(Σ) and any trace event268

(α, t), we have: JPri(L)(α, t)Ktr = {u · v ∈ R(Σ) | u · (α, t) · v ∈ JLKtr ∧ u ∈ R(Σ \ Σi)}.269

1 Note that we do not consider the alternative problem of determining that the trace will always be
in JLKtr for any possible future completion. This problem is, however, harder, as it requires testing
whether or not an expression denotes the universal language, which is undecidable.
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The above function is not a left derivative, as it allows events that are not from Σi270

to occur before the observed event. We now propose a decentralised progression function271

and detail its inductive definition. To define such a function, we define a filter function272

Φ : GE(Σ) → P(Σ) → GE(Σ). The proper definition is given in the appendix. This function273

is defined such that it removes events of a given alphabet from an expression.274

▶ Proposition 16. For L ∈ GE(Σ) and Σ′ ⊆ Σ, JΦ(L)(Σ′)K = JL ∧ (Σ \ Σ′)⋆K.275

In other words, function Φ takes an expression L ∈ GE(Σ) and an alphabet Σ′ ⊆ Σ and276

returns an expression that represents the restriction of L to Σ\Σ′. Let us define a progression277

function Pri for component Ci by looking at each case. First, let us look at the base cases:278

Pri(a)(α, t) = ϵt, if α = a279

Pri(⟨a⟩I)(α, t) = ∅, if t ̸∈ I280

Pri(a)(α, t) = ∅, if α ̸= a281

Pri(⟨a⟩I)(α, t) = Pri(a)(α, t), if t ∈ I282

Pri(L1 ∨ L2)(α, t) = Pri(L1)(α, t) ∨ Pri(L2)(α, t)283

Pri(L1 ∧ L2)(α, t) = Pri(L1)(α, t) ∧ Pri(L2)(α, t)284

For those cases, the decentralised progression is straightforward, and if the event has been285

observed, it is removed from the formula. Then, let us look at the absorbing concatenation:286

Pri(L1 ◦ L2)(α, t) = (Pri(L1)(α, t) ◦ ⌊L2⌋[t;∞[) ∨ ⌈Φ(L1)(Σi)⌉[0;t] ◦ Pri(L2)(α, t)287

Pri(L⃝⋆ )(α, t) = ⌈Φ(L)(Σi)⃝⋆ ⌉[0;t] ◦ Pri(L)(α, t) ◦ ⌊L⃝⋆ ⌋[t;∞[288

For the absorbing concatenation ◦, we examine whether (α, t) corresponds to an event on289

each side of the concatenation. If (α, t) is an event on the left side, then events on the right290

side must have occurred later. Otherwise, if (α, t) is an event on the right side, then the291

events on the left side must have happened earlier. Since they happened before the current292

time, it means that the current monitor can not have seen them, so they cannot be events293

from the monitor of index i.294

Let us consider the progression for the global operators. For these cases, we use additional295

notation. First, for I an interval and t ∈ R, we write t < I (resp. t > I) if and only if for all296

t′ ∈ I, t < t′ (resp. t > t′). We also denote by I↓ the interval obtained by changing the lower297

bound of I to 0 inclusive, and by I↑ the interval obtained by changing the upper bound of I298

to ∞. Hence, we have:299

Pri(⌈L⌉I)(α, t) = ⌈Pri(L)(α, t)⌉I↓, if t ∈ I300

Pri(⌈L⌉I)(α, t) = ⌈Pri(L)(α, t)⌉I , if t < I301

Pri(⌈L⌉I)(α, t) = ∅, otherwise302

Pri(⌊L⌋I)(α, t) = ⌊Pri(L)(α, t)⌋I↑, if t ∈ I303

Pri(⌊L⌋I)(α, t) = ⌊Pri(L)(α, t)⌋I , if t > I304

Pri(⌊L⌋I)(α, t) = ∅, otherwise305

For ⌈L⌉I , we note that if (α, t) happened and t ∈ I, then it means that we can apply the306

progression to L provided that all other events occur before t or between t and the upper307

bound of I, which means that they occur in I↓. On the other hand, if t < I, then it cannot308

be the last event seen, and we are still waiting for an event in I. We have a similar approach309

to ⌊L⌋I .310

Finally, let us consider the non-absorbing concatenation. We want something similar to ◦311

for · where we consider whether the event occurred on the right or left side. The problem312

here is that if the event happened on the right-hand side, then the result of our progression313

function depends on the time of the last event on the left-hand side since the concatenation314

“resets" the time at which we interpret the expression. Here we use the fact that the function315

t′ → Pri(L↓t′)(α, t) is a piece-wise constant function. This means that we can look at a316

finite number of possible intervals at which the last element of the left-hand side occurs. By317

building those intervals and computing the expression associated with each one, we can build318
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a function ∆i : (GE(Σ) × I) → (Σ × R+) → P(I × GE(Σ)). A more detailed definition of319

such a function is provided in the appendix.320

Pri(L1 · L2)(α, t) =
∨

(I,L′)∈∆i(L2,R+)(α,t)

⌈Φ(L1)(Σi)⌉I · L′ ∨ Pri(L1)(α, t) · ⌊L2⌋[t;∞[321

Pri(L⋆)(α, t) =
∨

(I,L′)∈∆i(L,R+)(α,t)
⌈Φ(L)(Σi)⋆⌉I · L′ · ⌊L⋆⌋[t;∞[322

Pri(θ(L))(α, t) =
∨

α′∈u−1(α)
θ(Pri(L)(α′, t))323

▶ Example 17. Let us consider the language L = (a ∨ b)⃝⋆ · ⟨a⟩[0;1] with Σ1 = {a}, Σ2 = {b}.324

Then Pr1(L)(a, 2) = (⌈b⃝⋆ ⌉[0;2] ◦ ⌊(a ∨ b)⃝⋆ · ⟨a⟩[0;1]⌋[2;∞[) ∨ ⌈b⃝⋆ ⌉[1;2].325

This means that, either the a observed was on the left of the concatenation, and in that case326

we have the language defined by L where before the global time t = 2, there can only be b327

events. Or the a observed was the one on the right side, so we can only observe events b that328

preceded it, with the last b between the global time t = 1 and t = 2.329

We prove in appendix that this is a decentralised progression function Pri following Definition 15.330

As a consequence, we can prove the following theorem.331

▶ Theorem 18. For all i, j, i ̸= j, for all a ∈ Σi and b ∈ Σj, for all ta, tb ∈ R+ for all332

L ∈ GE(Σ), JPrj((Pri(L)(a, ta))(b, tb)Ktr = JPri((Prj(L)(b, tb))(a, ta)Ktr.333

This means that the order at which we observe two events from two different monitors does334

not matter, and we always obtain an equivalent expression. Note that in the case Σi = Σ,335

then Pri also satisfies Definition 14 and we denote it Pr0, which means that we also have a336

centralised progression function, defined as a specific case of our decentralised progression337

function.338

Let us inductively define function Pr∗ such that for (α, t) a trace event of Σi and π a339

sequence of timed trace events, Pr∗(L)((α, t) · π) = Pr∗(Pri(L)(α, t))(π) and Pr∗(L)(ϵ) = L.340

Note that we do not require π to be a timed trace, meaning that the events are not necessarily341

ordered by ascending time.342

▶ Corollary 19. For all L ∈ GE(Σ), for all π, π′ such that for all i, pi(π) = pi(π′),343

JPr∗(L)(π)Ktr = JPr∗(L)(π′)Ktr344

Corollary 19 implies that the order at which the events are observed does not change the345

language we obtain, provided that the local order on each component is preserved.346

4 Decentralised Monitoring347

We define two algorithms to achieve decentralised monitoring for timed regular expressions.348

Both algorithms allow detecting a violation of the specification at runtime. The first algorithm349

simulates centralised monitoring, while the second algorithm leverages the decentralised350

progression function.351

4.1 Simulating Centralised Monitoring352

We place ourselves under the assumptions we described in Sec. 2. That is to say that when a353

message is sent, it is eventually received with no loss, and we assume sequential consistency,354

meaning that when one component sends multiple messages to another component, then355

they are received in the same order as they were sent. We also discard the possibility of two356

events happening at the exact same time in two different components. Since we consider real357

time, this is not something that would likely occur, but if it happened, we would not know in358
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1 Li := specification for the system
2 when an internal event (t, α) is observed do
3 Send (Ci, α, t) to Ci+1

4 when a message (C, α, t) is received do
5 if k ̸= i then
6 add (α, t) to the memory
7 Send (C, α, t) to Ci+1

8 else
9 foreach (α′, t′) in the memory s.t.

t′ ≤ t (ordered by ascending t′) do
10 Li := Pr0(L)(α′, t′)
11 Remove (α′, t′) from memory
12 Li := Pr0(L)(α, t)
13 if JLiKtr = ∅ then
14 return bad verdict

(a) Centralised progression algorithm for Ci.

C0

C1

C2

C3

C4

0.8, b

0.8, b

(b) C3 sends its message when it observes b
at t = 0.8. When it receives it later (green
message), then it knows for sure that it has seen
all events up to t = 0.8.

Figure 1 Algorithm for decentralised monitoring using centralised progression

which order to consider them. But it can also be said that if the order of two simultaneous359

events on two different components mattered, then the specification would not be adapted to360

the system either. Finally, we also consider that the components are connected in a ring, as361

depicted in Figure 1b.362

With these assumptions, let us consider that all components apply the algorithm shown363

in Figure 1a. It means that a component sends events that it sees to its successor. When it364

receives a message that it did not originate, it saves it into its memory and forwards it to its365

successor. Using sequential consistency, the following property holds:366

▶ Proposition 20. If Ci observes (α, t) and Ci′ observes (α′, t′) with t < t′, then Ci′ receives367

the message (Ci, α, t) before (Ci′ , α′, t′).368

From this, we can deduce that when a monitor receives a message it originated, then it369

saw all the events that happened in the system up to the time when this message was first370

created. So it can simulate centralised monitoring on its memory up to that point. Using371

Proposition 20 and Definition 14 we can show the following.372

▶ Theorem 21. Let σ ∈ R(Σ) be the global timed trace, L the initial expression, and let373

(α, t) be the last event of this trace, with α ∈ Σi. After Ci receives its last message (Ci, α, t),374

we have JLiKtr = {σ′ ∈ R(Σ) | σ · σ′ ∈ L}.375

Emptiness checking376

We know that, if at some point JLiKtr = ∅ for some i, then the specification is violated.377

This entails testing the emptiness of an expression. One way to do so is to build a timed378

automaton that recognise the same language, using the construction shown in [3], as we know379

that the problem of knowing whether or not the language of a timed automaton is empty is380

PSPACE [1] and there are several tools that solve that problem. While this construction381

ensures an emptiness check, it is costly, and it is desirable to avoid it at runtime. Instead,382

we simplify the expression between each progression to detect when the denoted language is383
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Algorithm 1 Algorithm for Ci

1 if i = 1 then
2 Li := specification
3 else
4 Li := waiting

5 when an internal event (α, t) is observed do
6 if Li = waiting then
7 add (α, t) to the memory
8 else
9 Li := Pri(L)(e, t)

10 if JLiKtr = ∅ then
11 return bad verdict

12 when an expression L is received do
13 Li = L foreach (α, t) in the memory do
14 Li := Pri(L)(α, t)
15 Remove (α, t) from the memory
16 if JLiKtr = ∅ then
17 return bad verdict

18 when urgent(Li) do
19 send Li to target(Li)
20 Li := waiting

empty. The simplification used in this work is very simple. First we simplify every ϵ, ϵt or ∅384

that appear in the expression. Then we find nested time constraints in order to merge them385

and simplify them as much as possible. This could be improved by simplifying conjunctions386

and disjunctions, but simplification of timed regular expressions is not well documented, and387

that is why we limit ourselves to these naive simplifications.388

One could also notice that if JLiKtr = JΣ⋆Ktr then it means that from this point onward389

the specification will always be satisfied. This means that we could possibly detect whether390

or not the specification is sure to be satisfied if we can test whether or not the language391

associated with the expression is universal. Unfortunately, this problem is not decidable in392

the general case [2], and that is why we only propose verdict bad.393

4.2 Using Decentralised Progression394

We now consider another approach where monitors do not exchange observed events, but395

instead there is one running expression passed along the monitors and that is updated with396

their progression function. In that case, at any given time, there is at most one monitor397

holding the expression and being marked as active. Monitors that are not active are only398

observing local events and recording them in their local memory. The active monitor updates399

a running expression using decentralised progression, based on its local observations. At400

some point, it passes this expression to another monitor and becomes not active. The401

monitor that receives that expression updates it with its own memory of observed events and402

becomes active. This is shown in Algorithm 1. Hence, in that case, we do not need sequential403

consistency, nor do we need the assumption of the components communicating in a ring.404

This algorithm uses two functions, urgent(Li) and target(Li). These functions decide when405

we want to pass the expression and to whom we want to pass it. There are several possible406

ways to implement them, as long as the expression is eventually passed to every component.407

In that case, the verdict reached by this algorithm is eventually the same as the centralised408

monitoring as a direct consequence of Corollary 19. We propose the following implementation409

of these functions. Function urgent(L) replaces every occurrence of ⌈L′⌉I by ∅ and checks410

whether the resulting expression represents the empty language. If it is not empty, then411

it means that the specification can still be satisfied, even if nothing has been seen by the412

other monitors, and the active monitor returns false. Otherwise it means that we want to413

know what the other monitors observed and it returns true. The function target(Li) can be414

implemented in multiple ways. First, we consider choosing target(Li) = i + 1 mod n, which415

gives us something similar to the centralised approach, where the messages are sent to the416
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successor along the ring. We also propose another implementation where we try to detect417

which monitor is the most relevant for the past constraints ⌈L⌉I present in the formula and418

choose it as the target.419

Note that this approach has several advantages. The main one being that a monitor can420

decide that the specification has been violated even if it has only a partial view and has421

not communicated with all the other monitors. This also means that less messages can be422

exchanged, so the impact of communication delays is reduced. The next section describes423

experiments with these approaches.424

5 Simulation and Benchmarks425

In this section, we validate the effectiveness of our decentralised monitoring approaches by426

showing the benefits over an approach that simulates centralised monitoring. For this, we427

first briefly describe the implementation of our monitoring algorithms (Sec. 5.1). Then,428

we detail our experimental setup (Sec. 5.2) and obtained results, as well as some of the429

conclusions drawn (Sec. 5.3).430

5.1 Implementation as an OCaml Benchmark431

We implemented a simulation environment for the methods described in the previous sections.432

For this, we extended DecentMon [6, 7], an OCaml benchmark for decentralised monitoring433

in the discrete-time setting. We extended it to our timed setting and added support for434

regular timed expressions and timed traces. We implemented progression-based monitoring435

for the two methods. The extension for the timed setting consists of 1,400 LLOC. For the436

approach based on decentralised progression, we consider the following two alternatives for437

the target component chosen by a monitor when sending a message: (i) a dynamic approach438

where the target component is chosen based on the current expression, and (ii) a static439

approach where the target is chosen as the successor in a directed ring, as explained in the440

previous section.441

5.2 Experimental Setup442

We test and compare the three approaches for decentralised monitoring of timed regular443

expressions: (i) simulating centralised, (ii) decentralised with a dynamic target, and (iii)444

decentralised with a static ring target. We consider a network of 10 monitors, each of them445

capable of observing a different event. We consider the communication delay when a message446

is sent as a random value between 0 and 40 units of time. Timed regular expressions are447

not commonly used, since people prefer timed automata that are as expressive as timed448

regular expressions. This means that one approach could have been to take a benchmark449

of timed automata, compute a set of equivalent expressions and use them as a benchmark.450

But this poses a problem as the performance would be affected by our choice of equivalent451

expression. Another difficulty is the absence of reference benchmark for timed decentralised452

monitoring. That is why in this context, we choose to generate random timed regular453

expressions. We generate 100 expressions of a fixed size, for each size between 2 and 8. For454

the time constraints that may appear, we randomly chose the lower bound between 0 and455

30, and the upper bound is ∞ or a sum between the lower bound and an integer chosen456

randomly between 0 and 30. For each of these expressions, we generate 100 timed traces of457

length 200, with a delay between two consecutive events chosen randomly between 0 and 10.458

Note that a randomly generated trace will most likely not respect a random specification,459

and the progression will find an empty language after a couple of steps. In order to avoid460
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Table 1 Summary of the experimental results.

Algorithm Target messages # progressions decision time
# sent total size

Centralised - 278.50 10305 278.50 257.99
dynamic 5.91 539426 10.46 142.71Decentralised

static 6.70 376944 11.78 143.78

those cases, we ensure that for an expression of size k, the progressed expression is not empty461

after observing the first 5 × k events. To do so, we discard expressions where we cannot find462

such a trace in a reasonable time. For each trace, we perform monitoring according to the463

three aforementioned approaches.464

During each experiment, we record the number of messages sent, the total size of the465

messages sent, the number of progressions performed, and the time taken to reach a verdict.466

This results in 2,900,000 tests for each of the three algorithms.467

We evaluate the algorithms along three dimensions that are relevant for decentralised468

monitoring.469

Communication (messages). We measure the total number and size of the messages470

exchanged by the monitor. Since there are between 8 and 16 operators, they are encoded471

over 4 bits. The time values in timed constraints are encoded over 32 bits. There are 10472

possible events encoded over 4 bits473

Computation (progressions). We measure the total number of calls to the progression474

functions defined in the previous sections, including the recursive calls.475

Delay (decision time). We measure the time it takes for one of the monitors to detect476

that the current global trace violates the monitored timed regular expression.477

Note that here we do not consider the computation time associated with each progression478

computation. We consider that this time should be negligible compared to the communication479

delays.480

5.3 Results and Discussion481

Tab. 1 reports the results of our experiments, reporting the average values for each of the482

metrics. In the following, we discuss the results and conclude.483

First, let us compare the two decentralised approaches. Choosing a dynamic target gives484

us slightly better results on all metrics, except for the size of the messages. The difference485

remains marginal, and it seems that in our experiments, dynamically choosing the target486

does not give a significantly shorter decision time. Of course, this stems from the choice487

function, which can be improved, as it showed poor results in some specific cases. Although488

these are seldom, their impact on the average values is noticeable. We believe that a more489

in-depth analysis of these cases can give us a better choice of target.490

However, the performance of the decentralised approach is significantly better than that491

of the centralised approach, where the number of messages and progressions is higher. Indeed,492

in the centralised approach, every monitor records each event and sends a message for each493

one, meaning that each monitor applies many progressions. This is not the case in the494

decentralised approach, where only a few messages are seen by each monitor. It is also shown495

that the time required to pass observations along all monitors in the centralised approach496

is much longer. Indeed, in order to apply the progression function on a local event it has497

observed, a monitor has to wait for it to circulate along all the other monitors; with 10498
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monitors and an average communication delay of 20 time units, it means that the monitor499

has to wait on average for 200 time units.500

Of course, the trade-off can be seen in the size of the sent messages. This is because501

the centralised approach sends timed events, while the decentralised approach sends timed502

expressions. Those expressions are written with timed constraints, that tend to pile up503

after several progressions, and that increase the size of the expression. However, we can504

imagine two ways to alleviate this issue. The first would be to improve the simplification505

of expressions to reduce the size of expressions, possibly by simplifying some global time506

constraints or some conjunctions.507

Another idea would be to send either a history of the timed events or an expression508

depending on which one is smaller. Indeed, each monitor could compute the expression if it509

received some history of the timed events. This approach is hard to implement, as it would510

mean that monitors should remember what other monitors have seen so far.511

Another data that we did not show in the table is the impact of the communication delay512

relative to the delay between consecutive events. In fact, with higher communication delays,513

the simulated centralised approach has a decision time that increases much more than the514

decentralised approach. This is because the centralised method requires the message to travel515

along the entirety of the ring before taking any decision, which slows down the decision516

time proportionality to both the number of monitors and the delay of communication. This517

is less of a problem for the decentralised approach, which can decide by exchanging fewer518

messages between a few monitors. In our tests, we have even seen that in many cases, the519

decentralised approach decided with fewer messages as we increased the communication520

delay. This happens because when a message is received after being in transit for a long time,521

the receiving monitor has had enough time to build a long history that would violate the522

property. So we can deduce that when the communication delay is high, the decentralised523

approach should be the main option.524

6 Related Work525

As this paper introduces decentralised runtime verification for timed properties described by526

timed regular expressions [3], the related approaches consist of those for monitoring timed527

properties and those decentralising the monitoring process. In monitoring timed specifications,528

research efforts have mainly focused on synthesising decision procedures (monitors) for timed529

properties. Bauer et al. [5] introduce a variant of Timed Linear-time Temporal Logic (TLTL),530

a timed extension of Linear-time Temporal Logic, with a semantics tailored for runtime531

verification defined on finite traces. They additionally synthesise finite-trace monitors from532

TLTL formulas. Metric Temporal Logic (MTL) is another extension of LTL, with dense time.533

Nickovic et al. [16] translate MTL formulas into timed automata and Thati et al. [18] use a534

tailored progression function to evaluate formulas at runtime. More recently, Grez et al. [15]535

consider the monitoring problem for timed automata by introducing a data structure that536

allows the monitoring of a non-deterministic 1-clock automaton. Pinisetty et al. [17] introduce537

a predictive setting for runtime verification of timed properties leveraging reachability analysis538

to anticipate the detection of verdicts. Specific to timed regular expressions [3], Montre [21]539

is a tool monitoring using timed pattern matching. The mentioned approaches consider that540

the monitored system is centralised, and the decision procedure is fed with a unique trace541

containing complete observations.542

Decentralised runtime verification has been introduced in [6], see [10] for a recent overview.543

Approaches in decentralised runtime verification take as input Linear-time Temporal Logic544

formulas such as [6, 7, 14] or finite-state automata such as in [11, 9]. All these approaches545
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monitor specifications of discrete time, which is much simpler and does not account for the546

physical time that impacts the evaluation of the specification as well as the moment at which547

monitors perform their evaluation.548

Finally, we note that decentralised runtime verification resembles diagnosis [22, 23], which549

tries to detect the occurrence of a fault after a finite number of discrete steps and the550

component responsible for the fault. Our approach differs from diagnosis, as we assume that551

monitors’ (combined) local information suffices to detect violations. However, in diagnosis,552

the model of the system is taken as input, and a central decision-making point is assumed.553

Similar to diagnosis, there is decentralised observability [19, 20] that combines the state of554

local observers with locally or globally bounded or unbounded memory to get a truthful555

verdict. While [19] requires a central decision-making point, the recent approach in [20]556

introduces the “at least one can tell" condition, which characterises when local agents can557

evaluate the global behaviour. While this approach, like ours, does not require a central558

observation point, it does not allow monitoring of the membership to an arbitrary timed559

regular expression.560

7 Conclusion and Perspectives561

We have introduced centralised and decentralised progression for timed regular expressions562

and have shown how it can be used to implement several algorithms to achieve decentralised563

monitoring of timed properties described by timed regular expressions. While several564

approaches exist for decentralised monitoring of untimed properties and centralised monitoring565

of timed properties, this is the first realisation of decentralised monitoring of timed properties.566

We have implemented the decentralised monitoring algorithms and evaluated their runtime567

behaviour costs in metrics relevant to decentralised monitoring.568

These results give insights and research directions to improve these methods, such as using569

better simplification rules or having a better choice of targets when the expression is passed570

between monitors. Alternatively, decentralised monitoring approaches can be designed for571

properties described by timed automata, as they are well adopted in the community. Since572

there is an equivalence between timed regular expressions and timed automata, one could573

simply implement the transformation from automata to expressions. However, we believe574

that finding an analogue of progression for timed automata seems promising, as it could575

outperform the methods shown in this paper using knowledge of the states and transitions,576

as in [11] with finite-state automata. Finally, another perspective is to define progression577

for Metric Temporal Logic (MTL). Indeed, if we find a progression that satisfies the same578

properties as those shown in this paper, the same algorithms can be applied.579
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A Definition of Φ654

Φ(a)(Σ′) = a if a ̸∈ Σ′
655

Φ(⟨a⟩I)(Σ′) = ⟨a⟩I if a ̸∈ Σ′
656

Φ(L⃝⋆ )(Σ′) = Φ(L)(Σ′)⃝⋆
657

Φ(⌈L⌉I)(Σ′) = ⌈Φ(L)(Σ′)⌉I
658

Φ(θ(L))(Σ′) = θ(Φ(L)(θ−1(Σ′)))659

Φ(a)(Σ′) = ∅ if a ∈ Σ′
660

Φ(⟨a⟩I)(Σ′) = ∅ if a ∈ Σ′
661

Φ(L⋆)(Σ′) = Φ(L)(Σ′)⋆
662

Φ(⌊L⌋I)(Σ′) = ⌊Φ(L)(Σ′)⌋I663

Φ(L1 ∨ L2)(Σ′) = Φ(L1)(Σ′) ∨ Φ(L2)(Σ′)664

Φ(L1 ∧ L2)(Σ′) = Φ(L1)(Σ′) ∧ Φ(L2)(Σ′)665

Φ(L1 ◦ L2)(Σ′) = Φ(L1)(Σ′) ◦ Φ(L2)(Σ′)666

Φ(L1 · L2)(Σ′) = Φ(L1)(Σ′) · Φ(L2)(Σ′)667

B Definition of ∆i668

For I, I ′ two intervals, we denote I ◁ I ′ = {x ∈ I | ∀t ∈ I ′, x < t}.669

And I ▷ I ′ = {x ∈ I | ∀t ∈ I ′, x > t} such that I ◁ I ′, I ▷ I ′ and I ∩ I ′ are always a670

partition of I. We define ∆i as follows:671

∆i(a, I)(α, t) = {(I, ϵ)} if α = a.672

∆i(a, I)(α, t) = {(I, ∅)} otherwise.673

∆i(⟨a⟩I′ , I)(α, t) = {(I ▷ I ′, ∅); (I ◁ I ′, ∅); (t − I ′ ∩ I, ϵ)} if α = a.674

∆i(⟨a⟩I′ , I)(α, t) = {(∅, I)} otherwise.675

∆i(L1 ∨ L2, I)(α, t) =676

{(I1 ∩ I2, L′
1 ∨ L′

2) | (I1, L′
1) ∈ ∆i(L1, I)(α, t), (I2, L′

2) ∈ ∆i(L2, I)(α, t)}677

∆i(L1 ∧ L2, I)(α, t) =678

{(I1 ∩ I2, L′
1 ∧ L′

2) | (I1, L′
1) ∈ ∆i(L1, I)(α, t), (I2, L′

2) ∈ ∆i(L2, I)(α, t)}679

∆i(L1 ◦ L2, I)(α, t) = {(I1 ∩ I2, L′
1 ◦ ⌊L2⌋[t;∞[ ∨ ⌈Φ(L1)(Σi)⌉[0;t] ◦ L′2) | (I1, L′

1) ∈680

∆i(L1, I)(α, t), (I2, L′
2) ∈ ∆i(L2, I)(α, t)}681

∆i(L⃝⋆
1 , I)(α, t) =682

{(I1, ⌈Past(L1)(Σi)⃝⋆ ⌉[0;t] ◦ L′1 ◦ ⌊L⃝⋆
1 ⌋[t;∞[) | (I1, L′

1) ∈ ∆i(L1, I)(α, t)}683

∆i(L1 · L2, I)(α, t) =684

{(I1, (
∨

(I2,L′
2)∈∆i(L2,I)(α,t)

⌈Φ(L1)(Σi)) · L′
2⌉I2 ∨ L′

1 ◦ ⌊L2⌋[t;∞[) | (I1, L′
1) ∈ ∆i(L1, I)(α, t)}685

∆i(L⋆
1, I)(α, t) = {(I1,

∨
(I1,L′

1)∈∆i(L1,I)(α,t)
⌈Φ(L1)(Σi)⋆⌉I1 · L′

1 · ⌊L⋆
1⌋[t;∞[)}686
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This function satisfies the following properties.687

∀t, I, L, ∀(I ′, L′) ∈ ∆i(L, I)(α, t), ∀t′ ∈ I ′, L′ = Pri(L ↓t′)(α, t)688

∀t, I, L, ∀(I1, L1), (I2, L2) ∈ ∆i(L, I)(α, t), (I1, L1) ̸= (I2, L2) ⇔ I1 ∩ I2 = ∅689

∀t, I, L,
⋃

(I′,L′)∈∆i(L,I)(α,t)

I ′ = I690

691

C Proof that Pri is a decentralised progression function692

Proof. Let us prove this by induction. We will consider the cases that are not immediately693

apparent :694

Let L = L1 ◦ L2. Let us prove the double inclusion.695

1. Assume u ∈ JPri(L)(α, t)Ktr. There are then two possible cases.696

First case: u ∈ JPri(L1)(α, t) ◦ ⌊L2⌋[t;∞[Ktr which means that u = u1 · u2 with697

u1 ∈ JPri(L1)(α, t)Ktr and u2 ∈ JL2Ktr and τfirst(u2) ≥ t. Using our induction698

hypothesis u1 = v1 · v2 with v1 · (α, t) · v2 ∈ L1 and v1 ∈ R(Σ \ Σi). Therefore, we699

proved v1 · (α, t) · v2 · u2 ∈ JLKtr.700

Second case u ∈ J⌈Φ(L1)(Σi)⌉[0;t] ◦ Pri(L2)(α, t)Ktr, then it means that u = u1 · u2701

with u1 ∈ JΦ(L1)(Σi)Ktr and u2 ∈ JPri(L2)(α, t)Ktr. This means that u1 ∈ JL1Ktr ∩702

R(Σ \ Σi). Using our induction hypothesis, we have u2 = v1 · v2 with v1 · (α, t) · v2 ∈703

JL2Ktr and v1 ∈ R(Σ \ Σi). We can then deduce u1 · v1 · (α, t) · v2 ∈ JLKtr and704

(u1 · v1) ∈ R(Σ \ Σi)705

This means that in both cases u ∈ {u′ · v′ | u′ · (α, t) · v′ ∈ JLKtr and u′ ∈ R(Σ \ Σi)}706

2. Let us prove the other side of the inclusion. Let us assume u and v such that707

u · (α, ) · v ∈ JLKtr ∧ u ∈ R(Σ \ Σi)}. This means that u · (α, t) · v = u′ · v′ with708

u′ ∈ JL1Ktr and v′ ∈ JL2Ktr. We can then deduce that we either have u′ = u · (α, t) · v1709

or have v′ = u1 · (α, t) · v. In other words, we have either u · v1 ∈ JPri(L1)(α, t)Ktr710

with v′ ∈ J⌊L2⌋[t,∞[Ktr or u1 · v ∈ JPri(L2)(α, t)Ktr with u′ ∈ L1 and in the last711

case, every element before (α, t) cannot contain elements of Σi, therefore it must be712

true for u′ which means u′ ∈ J⌈Φi(L1)(Σi)⌉[0;t]Ktr. This means that in both cases713

u · v ∈ JPri(L)(α, t)Ktr714

If L = L⃝⋆
1 .715

1. Let us assume u ∈ JPri(L)(α, t)Ktr. This means that u = u1 · u2 · u3 with u1 ∈716

J⌈Φ(L1)(Σi)⃝⋆ ⌉[0;t]Ktr, u3 ∈ J⌊L⃝⋆
1 ⌋[t;∞[Ktr and u2 ∈ JPr1(L1)(α, t)Ktr. Therefore, we717

know that u1 ∈ JL⃝⋆
1 Ktr, u1 ∈ R(Σ \ Σi), and u2 = v1 · v2 with v1 · (α, t) · v2 ∈ JL1Ktr.718

Hence u1 · v1 · (α, t) · v2 · v3 ∈ JL⃝⋆
1 Ktr with u1 · v1 ∈ R(Σ \ Σi)719

2. Now to prove the other inclusion. Let us assume u · v such that w = u · (α, t) · v ∈ JLKtr.720

Since w is not empty, it is equal to w1 · w2 · .... · wn, with wi ∈ JL1Ktr. Because721

we know that w contains (α, t), we can denote by k the index of the wi containing722

this event. In other words, we have wk = u′ · (α, t) · v′ ∈ JL1Ktr, which means that723

u′ · v′ ∈ JProgi(L1)(α, t)Ktr. This proves that u · v = w0 · ... · wk−1 · u′ · v′ · wk+1 · ...wn ∈724

J⌈Φ(L1)(Σi)⃝⋆ ⌉[0;t] ◦ Pri(L1)(α, t) ◦ ⌊L⃝⋆
1 ⌋[t;∞[Ktr725

Let L = L1 · L2. Let us prove the double inclusion.726

1. Assume u ∈ JPri(L)(α, t)Ktr. There are then two possible cases.727

First case: u ∈ JPri(L1)(α, t) ◦ ⌊L2⌋[t;∞[Ktr then means that u = u1 · u2 with728

u1 ∈ JPri(L1)(α, t)Ktr and u2 ∈ JL2 ↓τlast(u1)Ktr and τfirst(u2) ≥ t. Using our729

induction hypothesis u1 = v1 · v2 with v1 · (α, t) · v2 ∈ L1 and v1 ∈ R(Σ \ Σi). This730

allows us to conclude that v1 · (α, t) · v2 · u2 ∈ JLKtr.731
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Second case: There is (I, L′) ∈ ∆i(L2,R+)(α, t) such that u ∈ J⌈Φ(L1)(Σi)⌉I ·732

L′(α, t)Ktr. It means that u = u1 · u2 with u1 ∈ JΦ(L1)(Σi)Ktr and u2 ∈ JL′(α, t)Ktr.733

This means that u1 ∈ JL1Ktr∩R(Σ\Σi). Taking into account the first property of ∆i,734

we can also see that u2 ∈ JPri(L2 ↓τlast(u1))(α, t)Ktr. Using our induction hypothesis,735

we have u2 = v1 · v2 with v1 · (α, t) · v2 ∈ JL2 ↓τlast(u1)Ktr and v1 ∈ R(Σ \ Σi).736

Therefore, we have u1 · v1 · (α, t) · v2 ∈ JLKtr and (u1 · v1) ∈ R(Σ \ Σi)737

2. Let us prove the other side of the inclusion. Assume u and v such that u · (α, ) · v ∈738

JLKtr ∧ u ∈ R(Σ \ Σi)}. This means that u · (α, t) · v = u′ · v′ with u′ ∈ JL1Ktr and739

v′ ∈ JL2 ↓τlast(u′)Ktr. We can deduce that we have u′ = u · (α, t) · v1 or we have740

v′ = u1 · (α, t) · v.741

In other words, we have u · v1 ∈ JPri(L1)(α, t)Ktr with v′ ∈ J⌊L2⌋[t,∞[Ktr or we have742

u1 · v ∈ JPri(L2 ↓τlast(u′))(α, t)Ktr with u′ ∈ L1. In the first case, we have u · v ∈743

JPri(L)(α, t)Ktr.744

Let us look at the other case. Every element before (α, t) cannot contain elements745

of Σi, therefore it must be true of u′, which means u′ ∈ JΦi(L1)(Σi)Ktr. Using the746

second and third properties of ∆i, we can see that there is one and only one (I, L′) ∈747

∆i(L2,R+)(α, t) such that τlast(u′) ∈ I. That means we have u′ ∈ J⌈Φi(L1)(Σi)⌉IKtr748

and u1 · v ∈ JL′Ktr. We then proved in both cases that u · v ∈ JPri(L)(α, t)Ktr.749

If L = L⋆
1.750

1. Assume u ∈ JPri(L)(α, t)Ktr. This means that there is (I, L′) ∈ ∆i(L1,R+)(α, t) such751

that u = u1 ·u2 ·u3 with u1 ∈ J⌈Φ(L1)(Σi)⋆⌉IKtr and u3 ∈ J⌊L⋆
1⌋[t;∞[ ↓τlast(u2)Ktr as well752

as u2 ∈ JL′Ktr. Using the first property of ∆i, this means u2 ∈ JPri(L1 ↓τlast(u1))(α, t)Ktr.753

In other words, we know that u1 ∈ JL⋆
1Ktr, u1 ∈ R(Σ \ Σi) and u2 = v1 · v2 with754

v1 · (α, t) · v2 ∈ JL1 ↓τlast(u1)Ktr. We can then deduce that u1 · v1 · (α, t) · v2 · v3 ∈ JL⋆
1Ktr755

with u1 · v1 ∈ R(Σ \ Σi)756

2. Now to prove the other inclusion. Assume u · v such that w = u · (α, t) · v ∈ JLKtr.757

Since w is not empty, w = w1 · w2 · .... · wn, with wi ∈ JL1 ↓τlast(wi−1)Ktr. Because758

we know that w contains (α, t), we can denote by k the index of wi that contains759

this event. In other words, we have wk = u′ · (α, t) · v′ ∈ JL1 ↓τlast(wk−1)Ktr, which760

means that u′ · v′ ∈ JProgi(L1 ↓τlast(wi−1))(α, t)Ktr. Using the second and third761

properties of ∆i we deduce that there is one and only one (I, L′) ∈ ∆i(L1,R+)(α, t)762

such that τlast(wk−1) ∈ I and in that case we have wk ∈ JL′Ktr. This shows that763

u · v = w0 · ... · wk−1 · u′ · v′ · wk+1 · ...wn ∈ J⌈Φ(L1)(Σi)⋆⌉I · L′ · ⌊L⋆
1⌋[t;∞[Ktr764

◀765
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