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Abstract—Network Function Virtualization (NFV)
has been a prominent shift from dedicated network
devices towards reusable Virtual Network Functions
(VNF). Today’s network services are defined as a graph
of VNFs connected via Virtual Links (VL), which are
realized by placing its elements on their corresponding
substrate network nodes and links. Efficient placement
of the network services is one of the most important
challenges introduced by NFV. We propose a demon-
stration of the “Network Service Placer (NSPlacer)”,
a tool to enable the evaluation of the placement algo-
rithms. By being able to adjust various parameters,
related to the substrate network, the service and the
placement algorithm, and thanks to the already imple-
mented interesting placement algorithms, our online
tool can provide near-optimal and optimal results to
serve as a comparison with many placement solutions.
Made available to the community, our tool aims to con-
tribute to the reproducibility of the research results by
offering a set of reference algorithms to which everyone
can compare their solution and even integrate it into
the set of available algorithms of the tool.

Index Terms—Network function virtualization, ser-
vice placement, online tool.

I. Introduction
The use of cloud computing technologies to virtualize

and orchestrate network functions is no longer an option
in modern infrastructures, hence the adoption of Network
Function Virtualisation (NFV) in today’s networks. The
placement of services is one of the most important steps
in NFV. It mainly consists in addressing the allocation
of network resources required by the services, a problem
proven to be NP-Hard in terms of complexity [1].

Placement algorithms have been studied for several
years. The goal of online placement is to find a suitable
placement (by optimizing an objective function, such as
the minimization of the resources’ consumption) for a sin-
gle service request, as soon as it arrives, in a limited time.
In the literature, placement algorithms range from the ILP
formulations like [2] to evolutionary algorithms like [3],
and heuristic methods. Using sophisticated Artificial Intel-
ligence (AI) and Machine Learning (ML) techniques like
in [4] have been gaining a lot of attention recently and
they seem to be highly promising.

In [5], we proposed an online placement approach, based
on Branch and Bound (BnB), allowing to apply various AI

search strategies (especially A*). We demonstrated how to
obtain near-optimal and optimal results with a high degree
of scalability. Inspecting the effectiveness of our approach,
we have struggled to find baseline solutions to which we
could compare our results. We built the NSPlacer tool,
to be served as the mentioned baseline solution, and we
made extensive evaluations to inspect the effectiveness of
our proposed approach.
In this paper, we present our NSPlacer tool (accessible

online on https://nsplacer.labs.b-com.com/), which we de-
veloped for making evaluations and comparisons between
placement algorithms (including our approach proposed
in [5]). Since the placement problem is encountered in
many areas related to NFV, NSPlacer may facilitate its
investigation for the research community. By being able
to adjust the related parameters of the substrate network,
the service requests, and the placement algorithms, our
online tool provides results not only to see how the
topology, node/link resources and Quality of Service (QoS)
requirements influence the placement problem, but also
to be used as a comparison among different placement
solutions. In addition, it provides an infrastructure for the
researchers to evaluate their own placement solutions. As
long as the parameters are compatible, the researchers can
compare their results with the results obtained from our
tool manually, or directly connect the implementation of
their placement algorithm to our tool in order to provide
the results. In order to make the evaluations between dif-
ferent placement algorithms more convenient, we provide
a network-based web-socket API which allows a custom
placement algorithm to be connected over the network
regardless of its programming language 1. We decided to
make our NSPlacer tool public, offering the community a
common tool to which they could compare their solutions.
We believe that this can improve the reproducibility of the
research results by providing a common environment for
evaluating and comparing the algorithms.
The demo paper is organized as follows. Section II

introduces the problem of services’ placement. Section III
provides an understanding of the architectural solution

1For more information on how to connect to our tool please visit
the NSPlacer-Connect section on our tool



and describes how the tool performs the placements,
while Section IV gives a brief overview of the problem’
parameters as well as the supported placement algorithms.
Section V, provides an idea of the outcomes that can be
achieved using the proposed platform. Finally, Section VI
concludes this demo paper and gives perspective on future
developments of our solution.

II. Placement Problem

The physical network, also called substrate network,
is defined as a graph of nodes (representing the servers)
and links (representing the connections), along with a
set of available resources for both nodes and links and
QoS metrics. Similarly, a service is defined as a graph
of Virtual Network Functions (VNFs) and Virtual Links
(VLs), requiring a subset of the resources and subject
to QoS constraints. The placement problem deals with
finding a mapping of the VNFs and the VLs of a service
onto the network nodes and the paths (the sequence of
network links), by satisfying the corresponding constraints
(Figure 1). Note that the routing of the VLs depends on
the placement, and vice versa, so we need to consider them
jointly. To distinguish between different feasible placement
candidates of a service over a network, we need a criteria
or an objective. Service Acceptance (SA) is one of the most
popular among the various studied objectives in the litera-
ture. It is defined as the maximum number of the services
that can be placed successfully over the network, and it is
considered as a practical generalization of resources-based
multi-objective placement. We are interested in SA and we
created the “Network Service Placer (NSPlacer)” tool, to
be able to evaluate it for different placement algorithms.
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Figure 1. Placement of a service request over the network
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Figure 2. General architecture

III. Tool architecture and processing
Figure 2 presents a brief overview of the architecture of

our tool, with the different layers and technologies consid-
ered. The user interacts with the tool’s web interface via
the standard REST API using JSON as the data exchange
format. Our tool conforms to the general architecture of
the Spring [6] framework, which decomposes the architec-
ture into several layers, including presentation, controllers,
services and data (data model and data access).
The evaluations performed by our tool start by initial-

izing the set of nodes and links in the network with the
maximum available resources, and then attempt to place
services iteratively. In each iteration, a service request is
created based on the specified input parameters. Then, an
attempt is made to place the service on the network using
the selected algorithm within the given time frame. If the
algorithm successfully finds a placement, the placement
is applied to the network by updating the remaining
resources, before starting a new iteration. Otherwise, it
completes the evaluation and reports the results. The
results are shown at the end of the evaluation (Figure 3f).
They include the number of services placed, the execution
time to place each service request in milliseconds, and the
overall amount of resources remaining (CPU, storage, and
bandwidth) at the end of the evaluation in percent. The
exact placements of each service request are provided in
the results section which can be easily exported.

IV. Input/Output Parameters
In order to evaluate the influence of the inputs of the

problem, the tool allows to choose the values of a large
number of parameters classified in 3 categories.
1) Substrate Network: It is the physical network hosting

the network services. Our tool accepts network topologies
represented in the Zoo Topology [7] XML file format.
New topologies can be downloaded from the zoo topology
dataset, or defined as an XML file and uploaded into
our tool. A graph visualization section is provided for the
network topologies in order to be able to check the connec-
tivity of the network visually. Currently, we consider CPU
and storage as two resource types for each network node,
along with the bandwidth and the latency for the network
links (although latency is considered as a QoS metric,



we use the term resource for unification). The Figure 3a
shows the interface for setting the substrate network’s
parameters. At the beginning of the evaluation, these
input parameters represent the initial capacity (maximum
amount) of the resources for each network node and link.
2) Service Graph: It specifies the service request to

be placed over the network. We propose different types
of topologies, including Daisy-Chain, Ring and Star. The
input parameter size specifies the number of VNFs. Each
VNF requires several units of available resources from a
network node, specified by the input parameters CPU and
storage. Likewise, VLs require available resources from a
network link defined by the input parameters bandwidth
and latency. The interface is shown in Figure 3b.
3) Placer: Our tool offers a set of input parameters

to evaluate the algorithms as shown in Figure 3c. In
an online placement, we place one service at a time, as
soon as it arrives, but within a Timeout for performing
the placement. The Termination input parameter specifies
whether the algorithm should search for better placements
(Best-Found) until the timeout is reached or it should
terminate as soon as it finds a first placement (First-
Found). The parameter Shuffle is used to present ran-
domness in the service placement algorithm. The Routing
specifies the routing algorithm, either Dijkstra algorithm
or Uniform Cost Search (UCS), to calculate the shortest
paths. Last but not least, the input parameter Algorithm
chooses the placement algorithm. These are either the
predefined algorithms or the connected custom placement
algorithms. It is worth noting some of the predefined
placement algorithms.

• A* Bandwidth Optimized (ABO): ABO is one of
the most interesting placement algorithms that we
proposed, based on A* search algorithm over BnB to
find optimal placement candidates by concentrating
on the bandwidth usage optimization. BnB is one of
the most popular algorithm design paradigms used for
solving problems with exponential complexity. BnB
attracted our attention because of the large number
of constraints inherent to this type of placement prob-
lem, which could be beneficial in a BnB context (the
more constraints we have, the more we can prune the
tree, leading to a faster search procedure). First, we
formulate the problem over a BnB structure, then we
start a search procedure for finding a solution, which
is a complete placement of a service request over the
network. We traverse the search tree, according to an
order determined by a search strategy. A* is amongst
the most popular AI informed search algorithms due
to its completeness, optimality, and efficiency [8].
More details and the proof of the optimality of the
ABO are provided in [5].

• Fair A* Bandwidth Optimized (FABO): Along with
the optimality of ABO, increasing the chances of ac-
cepting the new service requests by avoiding network
defragmentation is another important consideration.

Table I
Evaluation results of placing services over BT-Europe

Algorithm Services(#) Time(ms) Remained BW(%)
FABO 120 435 2.70
ABO 110 13 10
DBO 113 8 1.62
EBF 58 10 4.05
BF 26 9 59.59

FABO is defined on top of ABO trying to address this
issue by performing an optimal placement considering
a fair distribution of the load over the network links.

• DFS Bandwidth Optimized (DBO): DBO is another
placement algorithm based on a Depth-First Search
(DFS)-traversal over BnB in order to quickly reach a
near-optimal placement.

• Best-Fit (BF) and Enhanced Best-Fit (EBF): BF
is one of the most well-known heuristic for service
placement. By adapting BF over BnB, we could ob-
tain other placement algorithm called EBF, which
improves the results of BF remarkably.

• Parallel: Parallel does not define a specific algorithm,
but it executes FABO, ABO and DBO in parallel, and
integrates them to obtain the best results.

V. Example of the use of the tool’s output
To demonstrate a use-case of the tool and make compar-

isons between several placement algorithms, we conducted
several evaluations, and the results are summarized in
Table I. Let’s try to place service requests having 4 VNFs
connected in Daisy-Chain topology (each VNF demanding
1 unit of CPU and 1 unit of storage, and each VL
demanding 1 unit of bandwidth) over the network with
Bt-Europe topology. We considered 1000 units of CPU
and storage available for network nodes, and 10 units
of bandwidth available for network links. We want to
evaluate different placement algorithms. To do so, we set
the input parameters, start the evaluation and collect the
results (see figures 3e and 3f) for each execution and add
the corresponding row in the table reftable:ERPS. Based
on these results, we were able to show that FABO could
place the highest number of services over the network
but required considerably more time on average than
the other algorithms. Although DBO could place a little
more services than ABO, ABO could preserve much more
remaining bandwidth at the end of the evaluation. In
ABO, placed services uses less bandwidth on average than
DBO, since ABO is guaranteed to be optimal, which is
not the case for DBO. Although BF algorithm might
perform well when we do not have significant constraints
on bandwidth, it is obviously not a suitable algorithm
when we have serious bandwidth constraints.

VI. Conclusions and future work
In this demo, we presented our online tool “Network

Service Placer”, as infrastructure for the research com-
munity to make evaluations with their own or predefined
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Figure 3. Some screenshots ((a) substrate network parameters, (b) service graph parameters, (c) placer parameters, (d) network graph
representation, (e) overall results, and (f) placement details

placement algorithms, in order to not only facilitate com-
paring placement algorithms but also to be able to track
the influences of the topology, resources and QoS metrics
on the placement algorithms. We believe that making our
tool available to the community can contribute to the
reproducibility of research results. Researchers will be able
to compare their own solutions to common algorithms, or
even integrate them into our tool to allow other researchers
to evaluate theirs in return.

In the future, we envision the possibility of performing
a batch of evaluations by defining a range or random
generator to randomly generate values for some input
parameters. Currently, we assume that all VNFs in a ser-

vice are instantiated and cannot be shared across services
for simplicity. We plan to introduce this possibility in an
update of our tool.
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