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Abstract—The new emerging technologies enable the appear-
ance of the 5G system and beyond that offers a plethora of
services and target new verticals. One of these verticals is
the large-scale Internet of Things (IoT) that is expected to be
used everywhere in our daily lives. The traffic would likely be
increased due to these emerging verticals. To overcome such
challenges, network slicing and softwarization will play a crucial
role in addressing these requirements and ensuring service level
agreements (SLAs). Thus, there is a need to provide efficient
and flexible network slice management mechanisms to handle
the hurdles that come with the emerging industrial verticals.
This paper focuses on network slicing in LoRa networks. We
suggest a centralized coalition game-based network slicing strat-
egy to manage LoRa nodes efficiently. According to the K-
means clustering algorithm, the proposed solution is deployed
within clustered players to maximize reliability while ensuring
the SLA of the LoRa slices. Simulation results clearly show
that our proposed approach improves Packets’ Success Rate
(PSR), Network Energy Consumption (NEC), and guarantees
prioritization between slices.

Index Terms—Internet of Things (IoT), LoRa, network slicing

I. INTRODUCTION

The widespread adoption of IoT in our daily lives has
permitted billions of physical and virtual objects to connect
and communicate through standard communication protocols.
With the increase of IoT application areas and deployments,
Low Power Wide Area Networks (LPWANs) is a new set
of technologies with long-range, low-power, and low-cost
communication that promise to bring convenient connectivity
to large-scale IoT deployments. The LoRaWAN open standard
is one of the main famous and influential LPWAN protocols.
Low Power Wide Area Network (LoRaWAN) defines the
MAC layer specifications for the LoRa physical layer. LoRa
technology enables the physical layer to communicate over
long distances by adapting the chirp-spreading spectrum (CSS)
modulation [1]. The CSS modulation used in LoRa converts
each data symbol into a chirp, which is a signal whose
frequency linearly increases or decreases over time [2].

While these networks can theoretically support a large
number of wireless sensors, they do not really guarantee
any quality of service for the supported networks. In fact,
as the number of devices increases, the amount of traffic
also increases, making it difficult to effectively control these
devices and comply with the service level agreements.

To solve this problem, this paper proposes a novel approach
that provides easy and low-cost scalability of the overall net-

work. In our solution, we augment the LoRaWAN transmission
protocol with network slicing to improve network reliability
and provide a specific service level agreement for each slice.

Adapting slicing for resource sharing between services is a
fairly recent topic in IoT networks [3]. In such an approach, the
assignment of IoT devices to slices is generally achieved using
a static grouping of IoT devices based on their requirements.
This static grouping is performed prior to the resource alloca-
tion approach, which induces sub-optimality of the proposed
solution. Thus, the main research problem targeted in this
paper is to determine the optimal way to assign LoRa nodes to
slices in order to improve the overall performance of a LoRa
network, while guaranteeing the SLA of each slice. The main
contributions of this paper are:
• We propose a machine learning technique for LoRa nodes

grouping based on their requirements. We assign, then,
each LoRa node to the requested slice to form the initial
coalitions.

• We propose a coalitional game based on the initial coali-
tions to improve the network performances and ensure the
desired SLA of each network slice by transferring LoRa
nodes from one coalition to another until convergence.

We have assessed our proposed approach by taking into
consideration the transmission parameters. The obtained re-
sults show the efficiency of our proposed solution to reach the
desired goals. Our approach provides better network reliability
and achieves the targeted SLAs.

The remainder of this paper is organized as follows. While
section II introduces the related work, section III describes
the network model and problem formulation. Section IV
presents the proposed centralized network slicing LoRaWAN
framework. The performance evaluations are conducted and
provided in Section V. Finally, section VI concludes the paper.

II. RELATED WORK

Although the LoRaWAN specification was released in 2015,
many research works are still ongoing to evaluate this tech-
nology and to enhance its performances via simulations and
real test experiments [4], [5]. In particular, the analysis of the
impact of co-spreading factor interference caused by unruly
same channel transmissions using the same Spreading Factor
(SF) [6], and by considering cumulative co-SF interference
and inter-SF interference alone, as well as the cumulative
impact of both [7]. Moreover, in [8], the authors studied the



optimization configuration of LoRa parameters and their effect
on the scalability. Meanwhile, the authors in [9] show that
the LoRa network performance regarding the packet delivery
ratio (PDR), the average energy usage per transmission, and
the average energy utilization due to packet collision per node
highly depend on the configuration of the SF, the Coding Rate
(CR), and the bandwidth.

Nowadays, the question of how to support effectively con-
strained services in LoRaWAN remains an open issue, with
very few contributions in the literature [10]. In 5G, a recently
introduced technique, named “Network Slicing”, consists in
implementing a virtual network – meeting all the service’s
requirements – for each service to be supported on top of
the substrate network [11]. Supporting such techniques in
LoRaWAN is, however, very complicated, since LoRaWAN
networks are by design Best Effort networks.

Some recent work has attempted to enable network slicing
in LoRaWAN. In [12], the authors investigate an adaptive
dynamic network slicing strategy for LoRaWAN, in which
they proposed a four-step methodology consisting of : (1)
clustering IoT devices into slices, (2) estimating their needs in
terms of bandwidth using the maximum likelihood estimation
of the required throughput, then (3) allocating resources to the
slices and finally (4) optimizing the devices’ parameters. The
proposed strategy clearly improves the traditional LoRaWAN
by avoiding resources’ starvation and prioritizing slices based
on their Quality of Service (QoS). In order to improve IoT
communications with network slicing for large-scale networks,
the authors in [13] seeks to find the optimal slicing strategy
with the correct SF and transmission power configurations that
simultaneously maximize the QoS indicators in the slicing
and also minimize the power consumption while increasing
reliability. The authors in [14] proposed a machine learning
approach using the Mini Batch Gradient Descent and the
Gaussian Mixture Model to dynamically allocate the channel
resources for the slices’ members.

These different techniques come from more or less the
same authors, and present a unique methodological approach,
as described above. Resource allocation assumes abundant
resource availability, as no admission control is proposed and
no limitation on the number of channels is assumed. Moreover,
the methodological approach involves grouping terminals at
first (fixed grouping) and optimizing their parameters at last,
which necessarily impacts the amount of requested resources,
while no rectification of resources’ demands is applied.

In this paper, we propose an efficient centralized technique
to allow a dynamic allocation guaranteeing the SLA of the
supported slices.

III. NETWORK MODEL AND PROBLEM FORMULATION

A. Network Model

Fig. 1 illustrates a typical architecture of a LoRaWAN net-
work that consists of a set of LoRa nodes LNs = {1, · · · , n},
a set of LoRa Gateways GWs = {1, · · · , g}, a set of channels
on each gateway C = {1, · · · , c}, and a Network Server (NS).
The LNs forward the data to the GWs, which further forwards

the data to the NS. LNs use the LoRaWAN protocol, while
GWs uses non-LoRaWAN protocols to transmit data.

Network slicing is a concept for running multiple virtual
networks on top of a shared network in order to support
a variety of services. This makes it possible to meet the
requirements of each slice. The slicing layer is composed of a
set L = {1, · · · , l}, of l slices, each with its own constraints.
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Fig. 1. Network Slicing Architecture

1) Communication Range: In order to communicate with
the gateway (GW), each LN uses specific transmission pa-
rameters, Transmission Power (TP), Carrier Frequency (CF),
Spreading Factor (SF), Bandwidth (BW) and Coding Rate
(CR) that have a direct impact on the communication range
and the number of collisions. A transmission packet is suc-
cessfully received at a GW if the received signal power Prx is
higher than the sensitivity threshold Srx of the receiver which
is affected by the LoRa parameters SF and BW [15] .The
received signal power Prx can be expressed as follows:

Prx = Ptx +G− L− Lpl (1)

where Ptx denotes the transmission power, G the antenna
power gains, L the power losses at the transmitter, and Lpl
the path loss. In the following we use the log-distance path
loss model, which is described as:

Lpl (d) = Lpl (d0) + 10 Γ log

(
d

d0

)
+Xσ (2)

where Lpl (d) is the path loss, d the length of the path in
meters, Lpl (d0) is the mean path loss at the reference distance
d0, Γ is the path-loss factor and Xσ ∼ N

(
0, σ2

)
is the normal

distribution with zero mean and σ2 variance to account for
shadowing.

Equation (3) is the formula for calculating the LoRa receiver
sensitivity (S), where BW is the bandwidth, NF is the noise
figure of receiver and SNR is the signal-to-noise ratio [15].

S = −174 + 10 log(BW) + NF + SNR (3)

Using (1), (2) and (3), we can assume that any received
packet with SF = i whose power is below the threshold Si



cannot be detected by the gateway; if, instead, the received
power is above Si, then it can be detected. In this case we
can denote that the latter is a factor that leads to a loss of a
packet due to the lack of sensitivity. The determination of a
packet arrival at the GW above or below sensitivity thresholds
can be described formally as follows.

R =

{
1 Prx > Srx
0 Otherwise. (4)

2) Collision checking: Packet collisions are the main factor
in the loss of transmitted data, which directly impacts the
system performance. Packet collisions occur when at least two
LoRa nodes in the network attempt to send data packets at the
same time. Several conditions determine the collisions that
may occur on a GW channel between two packets, such as
Carrier Frequency (CF), Spreading Factor (SF), power and
timing [15].

We finally model in (5), the Packet Success Rate (PSR),
where Ns is the total packets sent by the LoRa node and Nl
is the total packets’ lost, which includes collided packets and
packets that have not been received by the gateway.

PSRn,c =

(
Ns −Nl
Ns

)
× 100 (5)

where the PSRn,c represents the packet success rate of a LoRa
node n when using the channel c.

In addition to the PSR, the Energy Consumption (EC)
formulated in (6), is defined as the energy consumed by each
LoRa node when using the channel c for a successful message.
Where V is the operating voltage, Ns is the total number of
packets sent, n is the LoRa node index, Pntx is the transmission
power consumed by the LoRa node n.

ECn,c = (airtimen × (Pntx ))× V ×Ns (6)

B. Problem Formulation
In this section, we present a detailed formulation of the

problem that constitutes one of the most critical challenges
for massive data transmission over LoRaWAN. The main idea
is to find an optimal way to assign the LoRa nodes to the slices
in order to achieve the slice’s SLA. The SLA in each slice is
determined by its priority, which is indicated by a desirable
level of PSR and the NEC by each slice. Due to the huge
variety of services, we propose a novel architecture composed
of three virtual slices.

It is worth noticing that the number of channels at which
LoRa nodes transmit is equal to the number of slices we have
in our architecture. Each slice is related to a service. The first
slice has the highest slicing priority, which may include some
prioritized services such as IoT applications for security or e-
health. The second slice includes other sensing applications.
While the third slice is assigned to the lowest priority class,
which includes for example scale-reading applications.

Based on (5), the Packet Success Rate in each slice is
denoted by (PSR) and evaluated in (7)

PSR =
∑
n∈LNs

xn,c(PSRn,c), ∀c ∈ C (7)

where xn,c is a decision variable that shows if the LoRa node
n is using the channel c. Thus, xn,c is equal to 1 if the node
n uses channel c, 0 otherwise.

Therefore, we also consider the Network Energy Consump-
tion over each slice, which is denoted by (NEC) and evaluated
in (8)

NEC =
∑
n∈LN

xn,c(1− ECn,c), ∀c ∈ C (8)

The goal is to maximize the reliability metric defined by the
total utility function Ut of a transmission over each channel
c ∈ C, which can be formulated as :

Ut = PSR + NEC, ∀c ∈ C. (9)

The problem introduced above would be expressed as
follows:

max Ut

subject to∑
c∈C

xn,c = 1, ∀n ∈ LNs (10a)

xn,c ∈ {0, 1}, ∀n ∈ LNs,∀c ∈ C (10b)

In the above-mentioned optimization problem, constraint
(10a) ensures that each LoRa node selects one and only one
slice to be used for transmitting packets. Constraint (10b)
limits the value of the decision variable to {0, 1}. On the
other hand, the objective function aims to increase the packets’
success rate and reduce the energy consumption over a channel
c ∈ C. Due to the high number of collisions between the LoRa
nodes, a coalitional game is introduced, in the next section, to
maximize the reliability metric.

IV. PROPOSED SOLUTION

In order to assign LoRa nodes to the slices, while ensuring
the targeted SLA in each slice, this paper proposes a solution
based on K-means and coalition game. The game is defined
among a set of users A, where each LoRa node is considered as
a player. The goal is to maximize the coalition’s characteristic
function based on performance measures.

Note that A = {a1, · · · , an} is the set of players who
interact with each other and form a cooperative group, namely
the coalition S. Note that the number of coalitions is equal
to the number of slices. Let S = {1, · · · , I} be the set of
coalitions S ⊆ A.

In the proposed coalition formation game, the implementa-
tion of the game starts with partition of players into coalitions
by applying the K-means Clustering. K-means is classified as
a partitioning clustering method that separates players into K
groups [16]. In order to partition the network players, the K-
means algorithm is applied as described below.

Given a collection of n players {a1, · · · , an} and a number
of K cluster, with K equals to the number of slices, so we
choose K = 3, we aim to partition these n players into K



clusters, to minimize the average squared distance ‖an − ci‖2
between each player an and its nearest centroid ci.

min

K∑
i=1

∑
an∈Ci

‖an − ci‖2 (11)

The initial centroids are determined by choosing K players
from the set, indicating their SF value as the cluster’s center,
and then allocating each player to its nearest centroid, i.e.,
each player with an SF value will be allocated to its closest
centroids on the basis of SF value. Then, the players in each
sub-cluster are assigned to a slice forming a cooperative group,
namely the coalition S. Therefore, based on their coalitions,
slicing reconfiguration can be useful to ensure priority by
moving a player initially in one coalition to another one when
this relocation improves coalition performances.

Note that in the considered scenario, we grouped the IoT
devices according to their SF, in order to prioritize terminals
consuming the least resources (i.e., time on air). However,
other groupings could have been considered.

The performance of a coalition S will strongly depend on
the number of players in the coalition. Take two coalitions that
contain an entirely different set of players; i.e., ∀S1, S2 ∈ S :
S1 6= S2 =⇒ S1

⋂
S2 = ∅.

The characteristic function that represent the total revenue
obtained by a coalition corresponding to each non-empty
subset S of A is defined as follows:

w(S) = (PSR + NEC) (12)

The characteristic function is strongly related to the perfor-
mance measures of the LoRa nodes, that were defined in terms
of the network’s energy consumption and the packet’s success
rate, presented in section III.A.

Thus, the number of players in the game can also be
changed, allowing different coalitions to be formed among the
players. Each player is allowed to move from one coalition to
another in order to get a better w(S) after transformation;
therefore, the size of the coalition can change dynamically
with the addition and removal of new members. For this
purpose, we define the transfer operation that allows players to
change their coalitions. This operation must guarantee that the
partitioning is associated with a better characteristic function
after transfer operation.

Definition: A player n belonging to a coalition Si (n ∈ Si)
would be transferred to another coalition Sj (Si 6= Sj) if:

Si Bu Sj ⇔

 w(Sj) > w(Si) (13.1)
and

w(Si\{u}) + w(Sj ∪ {u}) > w(Sj) + w(Si) (13.2)
(13)

Equation (13) implies that a player n would be transferred
from a coalition Si to another coalition Sj , if a player is able to
improve the resulting coalition gain when the structure changes
from Si to Sj (13.1), whereas the resulting state of the two
concerned coalitions, together, have better gain compared to

their original states (13.2). Players continue to change coalition
until each slice’s SLA is met.

Algorithm 1 shows our solution with an initial partition
based on K-means. Afterwards, the transfer function of two
coalitions Si, Sj ∈ S is executed.

Algorithm 1 Coalitional Game Algorithm.
System Initialization using K-means

Require: S = {S1, . . . , SI}
1: while true do
2: Stable = true
3: for each two coalitions Si, Sj ∈ S do
4: for each player n ∈ Si do
5: if Si Bn Sj then
6: Si = Si\{n}
7: Sj = Sj ∪ {n}
8: Stable = False
9: end if

10: end for
11: end for
12: if Stable then
13: break
14: end if
15: end while

This process is repeated until it reaches convergence in
which the stable variable is used in Algorithm 1 to characterize
the stable partition. The stable partition is the optimal version
that maximizes the total sum of payoffs where players have
no reason to leave their coalition.

Theorem 1. Given a partition of players on coalitions, it is
guaranteed that Algorithm 1 converges to a stable and optimal
final partition.

Proof.
As defined in Algorithm 1, the initial partition will be

subject to player transfers, we suppose that time is divided
into several slots tk(k = 0, 1, ...), and after each slot (state) a
set of players subject to transfer operation from one coalition
to another. Let us express this transfer as follows:(

St0 , St1 , . . . , Stm , . . . , Stk , . . .
)

(14)

where each Stk represents the coalitions set after the transfer
operation from one state to another, and its sequence number
is denoted as tk, and St0 is the first partition at state t0.
Since the number of coalitions and players is limited, so are
the coalition states. If the partitions after the transfer allow
the desired level of priority, the sequence defined in (14)
converges to a final partition. The transfer operation defined
in (13) controls this sequence, which indicates the result gain
of the two coalitions. Furthermore, other coalitions that aren’t
involved by the transfer operation will be unaffected. In other



words, their gains are unchanged. Consequently, we can write
the following.

Stk → Stl ⇒
∑

S
tk
i ∈S

tk

w(Stki ) <
∑

S
tk
j ∈S

tk

w(Stlj ). (15)

According to Algorithm 1, which converges to a stable final
partition based on the transfer operation, and as shown in (15),
the sum of the gains of the resulting coalitions increases after a
transfer operation. This shows that the final partition obtained
has the largest sum of gains and is thus optimal, which proves
Theorem 1.

V. SIMULATION RESULTS DISCUSSION

To evaluate our solution, we have adopted the LoRaSim
simulator [15]. The latter is a discrete-event simulator built
by Bor et al. using Simpy simulator to evaluate the scalability
and collision in LoRa networks.

In all the simulation scenarios, we consider only one LoRa
gateway. We have conducted a set of experiments by varying
the number of LoRa nodes from 100 to 1000 nodes in steps of
100 nodes. At each simulation scenario, the LoRa nodes are
uniformly distributed around the LoRa gateway. We used the
868 MHZ band with three frequency channels at 868.10MHz,
868.30MHz and 868.50MHz. We have fixed the transmission
parameters TP, CF, SF, BW, and CR of each LoRa nodes as
depicted in Table I. Furthermore, the transmission behavior of
each LoRa node is also described by the packet transmission
rate (λ), which is defined as 1× 10−6 and the packet payload
size has been fixed to 20 bytes.

TABLE I
SIMULATIONS PARAMETERS

Parameter Value
Average time between transmissions 10000 ms

Simulation time 86400000 ms
Nodes from 100 to 1000

Carrier Frequency (CF)/Channels number 868 MHz/3
Transmission Power (TP) 14 dBm

Spreading Factor (SF) {7,8,9,10,11,12}
Bandwidth (BW) 125 KHz
Coding Rate (CR) 4/5

We have evaluated the proposed solution in terms of
network reliability, which is defined as the Packet Success
Rate (PSR) and the Network Energy Consumption (NEC),
respectively. We have evaluated the network reliability while
varying the number of LoRa nodes.

1) Packet Success Rate (PSR): Fig. 2 shows the impact of
the number of LoRa nodes on the PSR at each slice. The first
observation that we can make from this figure is the number of
LoRa nodes has a negative impact on the PSR at each network
slice. In the absence of an admission controller, this result is
consistent with the expectations. As described previously, the
proposed procedure gives priority to one slice over another.
However, it can be noticed that the third slice has obtained
the worst PSR compared to the two others. Note that we
have configured the third slice with the lowest priority, thus a

Fig. 2. Packet Success Rate evaluation.

large number of LoRa nodes have been assigned to this slice
comparing to the others. This leads to a significant increases
in the number of collisions in this slice.

At this point, the PSR is related to the number of packet
collisions. Consequently, there is a relationship between both,
as the number of nodes increases, the collisions increase,
which leads to a decrease in PSR. In fact, the same is true for
the other two slices, but taking priority into account, it can
be seen that slice 2 is more reliable than slice 3. Therefore,
a medium set of nodes assigned to this slice implies that the
number of collisions will be minimal, and therefore the PSR is
lower. While slice 1 is the one characterized by high reliability
with high PSR. Finally, we can conclude that the higher the
priority of the slice, the higher the PSR.

Fig. 3. Network Energy Consumption evaluation.

2) Network Energy Consumption (NEC): As depicted in
Fig. 3, the total energy consumption for each slice depends
on the number of assigned nodes. It shall be noted that the
energy consumption proportionally increases with the number
of LoRa nodes in the network regardless the network slices.
We also observe that the LoRa nodes consume more energy
in the third network slice. This can be explained as follow,
the third network slice has the lowest priority, then a large
number of LoRa nodes are assigned to this slice. Therefore, the



LoRa nodes need to re-transmit many times before succeeding
to transmit their packets. In contrast, the second network
slice, which is designed to guarantee the medium reliability,
consumes the lower energy consumption comparing to the
third network slice. In fact, a lower number of LoRa nodes
are affected by this network slice, causing a reduced number
of packets’ transmission and hence better energy saving.
Meanwhile, the first network slice is the most efficient in terms
of energy consumption compared to the two previous ones.
This refers to the priority process with which this network slice
is mapped, consequently a small set of LoRa nodes assigned
to it. This means that the number of packets sent is lower, and
hence the energy consumed by this slice is lowest.

Fig. 4. Variation of slices evaluation.

In Fig. 2 and 3 illustrates our solution on three slices in
terms of PSR and NEC, while Fig. 4 represents the PSR
results for a variable number of services varying from three
to five slices, with a fixed number of 400 LoRa nodes. As
we can see in Fig. 4, with an increased number of slices,
the PSR increases as well, this indicates that LoRa nodes
are able to send their packets to a large number of channels,
which leads to a reduced number of collisions. Furthermore,
Fig. 4 illustrates the efficiency of the proposed solution of
the coalitional game on which a sequence of player transfer
operations will be applied. As shown in equation (15), the
transfer operation between slices is applied until the SLA
(priority between slices) of each slice is satisfied. In this paper,
we have demonstrated that the assignment of LoRa nodes
to slices directly impacts the performance of the latter, in
terms of PSR and NEC while ensuring the SLA in terms
of priority. Beyond the solution proposed, we have shown
that it is possible to support several services, with different
requirements, in a LoRaWAN network, which opens the door
to the use of these networks for sensors requiring particular
QoS requirements.
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VI. CONCLUSION

In this paper, we propose an allocation scheme for slicing
the LoRaWAN network. It aims to improve the reliability of
the network and to guarantee the SLA of each slice. To this
end, a coalition game solution has been proposed, where the
players are initially partitioned efficiently by integration k-
means clustering. Therefore, we proposed a transfer operation
that allows players to change their coalitions. Simulation
results showed that the proposed approach improves packet
success rate (PSR), network energy consumption (NEC), while
guaranteeing prioritization between slices.

In future work, we aim to extend this study by using an
admission technique compatible with LoRaWAN networks to
ensure a better quality of service.
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