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Abstract

Lenses and quasi-lenses on a spaceX form models of erratic non-determinism.
When X is equipped with a quasi-metric d, there are natural quasi-metrics
dP and daP on the space of quasi-lenses on X, which resemble the Pompeiu-
Hausdorff metric (and contain it as a subcase when d is a metric), and are
tightly connected to the Kantorovich-Rubinstein quasi-metrics dKR and daKR

of Parts I, II and III, through an isomorphism between quasi-lenses and so-
called discrete normalized forks. We show that the space of quasi-lenses on X
is continuous complete, resp. algebraic complete, if X, d is itself continuous
complete, resp. algebraic complete. In those cases, we also show that the
dP-Scott and daP-Scott topologies coincide with the Vietoris topology. We
then prove similar results on spaces of (sub)normalized forks, not necessarily
discrete; those are models of mixed erratic non-determinism and probabilistic
choice. For that, we need the additional assumption that the cone LX of
lower continuous maps from X to R+, with the Scott topology, has an almost
open addition map (which is the case if X is locally compact and coherent,
notably); we also need X to be compact in the case of normalized forks. The
relevant quasi-metrics are simple extensions of the Kantorovich-Rubinstein
quasi-metrics daKR of Parts I, II and III.
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1. Introduction

A prevision on a space X is a certain kind of functional F , mapping
lower semi-continuous functions h : X → R+ to an extended non-negative
real number F (h) ∈ R+ [6]. In Part I [12], Part II [13] and Part III [14], we
studied the quasi-metric daKR, defined by the formula:

daKR(G,G′)
def
= sup

h∈La1X
dR(G(h), G′(h)), (1)

for any a > 0, where La1X denotes the set of a-bounded 1-Lipschitz con-
tinuous maps from X to R+, and dR(x, y) = max(x − y, 0). (We use the
convention that dR(x, y) = 0 when x = y, even when x = y = +∞.)

Linear previsions are in one-to-one correspondence with continuous valu-
ations, a notion closely related to that of measures, and model probabilistic
choice. In Part I, we showed that, if X, d is continuous complete (resp., alge-
braic complete), then the space of (sub)normalized linear previsions is, too,
in the daKR quasi-metrics.

Discrete normalized sublinear and discrete superlinear previsions are in
one-to-one correspondence with hyperspaces of non-empty closed, respec-
tively non-empty compact saturated subsets, modeling the angelic and de-
monic variants of non-deterministic choice. We showed similar results of
preservation of continuous (resp., algebraic) completeness in Part II.

We did the same thing for sublinear previsions and superlinear previ-
sions (not necessarily discrete) in Part III. Those model mixtures of (angelic,
demonic) probabilistic and non-deterministic choice.

In this Part IV, we deal with models of erratic non-deterministic choice,
through spaces of lenses and quasi-lenses, and with models of mixed, erratic
non-deterministic and probabilistic choice, through so-called forks1. We deal
with the former in Section 3, with the latter in Section 4. Before that, we
give some required preliminary information on the objects we deal with in
Section 2. I am afraid that this section is a bit lengthy; this was written
in the hope to make this paper self-contained. We will still need to invoke
various other results from previous parts [13, 14] in later sections, as well as
from [10, 16], and those results will be stated along the way.

1An unpublished version of that work is available on arXiv [9]. The present paper
covers Section 15.
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2. Preliminaries

We refer the reader to [8, 5] for general information on topology and
domain theory. The former reference contains some required information on
quasi-metric space theory, for which the reader is advised to read [16], as well
as [12, 13, 14], although we will recapitulate the points that we need here.

2.1. Domain Theory

A directed complete partial order, or dcpo, is a partially ordered set P in
which every directed family has a supremum. A subset U of P is Scott-open if
and only if it is upwards-closed, and every directed family whose supremum
is in U intersects U . The Scott-open subsets form the Scott topology. A
Scott-continuous map between two dcpos is a monotonic map that preserves
directed suprema; equivalently, it is a continuous map between the two dcpos
equipped with their Scott topology.

We write ↓A for the downward closure of a subset A, and ↑A for its
upward closure. We will use similar notations in topological spaces, where
the implied preordering ≤ will be the specialization ordering : x ≤ y if and
only if every open neighborhood of x contains y. We note that the closure
of a point x is simply ↓x. The specialization preordering of a dcpo is its
original ordering. A saturated subset of a topological space is a subset that
coincides with the intersection of its open neighborhoods, or equivalent that
is upwards closed in its specialization preordering.

A retraction of Y onto X in a given category is a pair of morphisms:

Y
r //

X
s

oo

such that r◦s = idX . The morphism s is the section, and r itself will often be
called a retraction; then X is a retract of Y . A topological retract is a retract
in the category of topological spaces and continuous maps. An order-retract
is a retract in the category of partially ordered sets and monotonic maps. A
Scott retract is a retract in the category of dcpos and Scott-continuous maps.
We will also use a notion of 1-Lipschitz retract, which we will introduce later.

2.2. Quasi-Metrics

A quasi-metric on a set X is a map d : X×X → R+ satisfying: d(x, x) =
0; d(x, z) ≤ d(x, y) + d(y, z) (triangular inequality); d(x, y) = d(y, x) =
0 implies x = y. The pair X, d is then called a quasi-metric space. Its
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specialization ordering is given by x ≤d y if and only if d(x, y) = 0; the
name comes from the fact that ≤d is the specialization ordering of X in
several topologies, notably the open ball topology and the d-Scott topology
(see below).

We will always see R+ as a quasi-metric space, with quasi-metric dR
(already) defined by dR(x, y) = max(x − y, 0), with the convention that
(+∞)− (+∞) = 0. Its specialization ordering is the usual ordering.

A formal ball on X, d is a pair (x, r) ∈ X × R+; x is the center and r
is the radius. Formal balls are organized into a poset B(X, d), where formal
balls are ordered by (x, r) ≤d+ (y, s) if and only if d(x, y) ≤ r − s [21, 4].

There is also a quasi-metric d+ on B(X, d), defined by d+((x, r), (y, s))
def
=

max(d(x, y)− r + s, 0), and ≤d+ is its specialization ordering.
A quasi-metric space is complete if and only if B(X, d) is a dcpo. It is

continuous complete if and only if B(X, d) is a continuous dcpo. (We will
not need to know what the latter means in this paper.) There is a third,
a stronger notion of completeness, being algebraic complete, which we will
describe below. All three notions coincide on metric spaces.

Given a quasi-metric space X, d, there is an injective map ηX : x 7→ (x, 0)
fromX to B(X, d), and the d-Scott topology onX is the coarsest that makes it
continuous. Unless specified otherwise, this is the topology we will assume for
every quasi-metric space. The specialization ordering of the d-Scott topology
is ≤d. When d is a metric, the d-Scott topology coincides with the familiar
open ball topology. The dR-Scott topology on R+ coincides with the Scott
topology of its ordering.

A quasi-metric space X, d is standard if and only if, for every directed
family of formal balls (xi, ri)i∈I , for every s ∈ R+, (xi, ri)i∈I has a supremum
in B(X, d) if and only if (xi, ri + s)i∈I has a supremum in B(X, d). Writing
the supremum of the former as (x, r), we then have that r = infi∈I ri, and
the supremum of the latter is (x, r+ s)—this holds not only for s ∈ R+, but
for every s ≥ −r. Every metric space is standard. We will be concerned with
complete quasi-metric spaces only, and all complete quasi-metric spaces are
standard.

A quasi-metric space X, d is algebraic complete if and only if it is complete
and every point is the d-limit of a Cauchy net of d-finite points. We will
not use that definition, and instead we will use the following. We write

Bd
x,r

def
= {y ∈ X | d(x, y) < r} for the open ball centered at x with radius

r in X. We consider open balls Bd+

(x,0),ε in B(X, d). If those open balls are
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Scott-open for every ε > 0, then we say that x is a center point. For example,
the center points of R+ are the points of R+, namely, all point except +∞;
also, every point in a metric space is a center point. When X, d is standard,
the d-finite points are exactly the center points [16, Lemma 5.7]. Then, a
quasi-metric space X, d is algebraic if and only if it is standard and for every
x ∈ X, (x, 0) is the supremum of some directed family of formal balls (xi, ri)
where each xi is a center point. For example, R+, dR is algebraic complete.

Refining this, a strong basis B of a standard quasi-metric space X, d is
a set of center points such that for every x ∈ X, (x, 0) is the supremum of
some directed family of formal balls (xi, ri) where each xi is in B. A standard
quasi-metric space is algebraic if and only if it has a strong basis. The largest
one is then the collection of all center points.

Given a strong basis B of an algebraic quasi-metric space X, d, the open
balls centered at points from B form a base of the d-Scott topology [13,
Lemma 5.19].

2.3. Lipschitz and Lipschitz continuous functions

For every α ∈ R+, and for every map f : X, d→ Y, ∂ between quasi-metric
spaces, let Bα(f) map (x, r) ∈ B(X, d) to (f(x), αr) ∈ B(Y, ∂). Then f is
α-Lipschitz if and only if Bα(f) is monotonic, and α-Lipschitz continuous if
and only if Bα(f) is Scott-continuous [11, Definition 2.3]. The function f is
α-Lipschitz if and only if ∂(f(x), f(y)) ≤ αd(x, y) for all x, y ∈ X. When
both X, d and Y, ∂ are standard, f : X → Y is α-Lipschitz continuous if
and only if f is both α-Lipschitz, and continuous from X with its d-Scott
topology to Y with its ∂-Scott topology [11, Proposition 2.5].

We will call 1-Lipschitz continuous retraction any retraction in the cate-
gory of standard quasi-metric spaces and 1-Lipschitz continuous maps. The
main use of this notion is the following result [16, Theorem 7.9]: the con-
tinuous complete quasi-metric spaces are exactly the 1-Lipschitz continuous
retracts of algebraic complete quasi-metric spaces.

A useful criterion for α-Lipschitz continuity of R+-valued maps is given by
Lemma 2.7 of [11]: if X, d is standard, then h : X, d→ R+, dR is α-Lipschitz

continuous if and only if h′ : B(X, d)→ R ∪ {+∞}, h′(x, r) def
= h(x)− αr, is

Scott-continuous.
Given any standard quasi-metric space X, d, every α-Lipschitz continuous

map from X, d to R+ is lower semicontinuous. We write Lα(X, d), or LαX for
short, for the subspace of LX consisting of α-Lipschitz continuous maps, with
the topology induced by the Scott topology from LX. Note that this may
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or may not coincide with the Scott topology on Lα(X, d). Let L∞(X, d)
def
=⋃

α>0 Lα(X, d), also with the subspace topology from LX.
Assuming X, d standard once again, every lower semicontinuous map f ∈

LX can be be approximated as closely as one wishes by Lipschitz continuous
maps. For every α ∈ R+, there is a largest α-Lipschitz continuous map
f (α) pointwise below f , and the family (f (α))α∈R+

is a chain whose pointwise
supremum is equal to f [16, Theorem 6.17].

The spaces of Lipschitz-continuous maps are closed under the usual oper-
ations, provided that X, d is standard, see Proposition 6.7 of [16] or Proposi-
tion 2.8 of [11]. Notably, if f ∈ LαX and g ∈ LβX, then f + g is in Lα+βX,
and min(f, g) is in Lmax(α,β)X.

We also write Laα(X, d), or LaαX, for the subspace of LαX of those α-
Lipschitz continuous maps from X, d to R+ that take their values in [0, αa].

We let Lb
∞(X, d)

def
=

⋃
α>0 Laα(X, d) be the subspace of all bounded maps in

L∞(X, d).

2.4. Previsions

We write LX for the space of lower semicontinuous maps from a space X
to R+. Elements of LX are ordered pointwise, and LX is topologized with
the Scott topology of that ordering.

A prevision on a topological space X is a Scott-continuous map F from
LX to R+ that is positively homogeneous, namely: F (αh) = αF (h) for all
α ∈ R+, h ∈ LX. It is:

• sublinear if F (h+ h′) ≤ F (h) + F (h′) holds for all h, h′ ∈ LX,

• superlinear if F (h+ h′) ≥ F (h) + F (h′) holds,

• linear if it is both sublinear and superlinear,

• subnormalized if F (α.1 +h) ≤ α+F (h) holds, where 1 is the constant
1 map,

• normalized if F (α.1 + h) = α + F (h) holds,

• discrete if F (f ◦ h) = f(F (h)) for every h ∈ LX and every strict
f ∈ LR+—a map f is strict if and only if f(0) = 0.
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The previsions of the form h 7→
∫
x∈X h(x)dν, where ν is a continuous val-

uation on X, are all linear, and those are the only linear previsions. Con-
tinuous valuations are a close cousin to the notion of measure, and coincide
with them on large classes of spaces [3]; this includes all continuous com-
plete quasi-metric spaces in their d-Scott topologies. We write VX for the
space of linear previsions on X, V≤1X for the space of subnormalized linear
previsions on X, V1X for the space of normalized linear previsions on X.

The space PX of all previsions on X is given the weak topology, defined
as the coarsest topology such that F 7→ F (h) is lower semicontinuous for

every h ∈ LX. It has subbasic open sets of the form [h > a]
def
= {F ∈

PX | F (h) > a}, for each h ∈ LX and a ∈ R+. All the subspaces of
previsions we will consider, including VX, V≤1X, and V1X, will have the
corresponding subspace topology, which we again call the weak topology, and
whose subbasic open sets will again be written as [h > a].

Defining Pf for every continuous map f by Pf(F )(h)
def
= F (h ◦ f) turns

P into an endofunctor on the category of topological spaces.
The Hoare hyperspace H0X (resp., HX) is the space of all (resp., non-

empty) closed subsets of X, with the lower Vietoris topology. That topology
is generated by subbasic open sets 3U = {C ∈ H0X | C ∩ U 6= ∅}, where

U ranges over the open subsets of X. The map C 7→ FC , where FC(h)
def
=

supx∈C h(x) for every h ∈ LX, is a homeomorphism of H0X (resp., HX)
onto the space of discrete sublinear (resp., and normalized) previsions on X
with the weak topology [13, Lemma 3.4]. This is the object part of a functor

defined on morphisms by H0(f)(C)
def
= cl(f [C]), where cl is closure and f [C]

is the image of C under f .
Symmetrically, the Smyth hyperspace QX is the space of all non-empty

compact saturated subsets of X, with the upper Vietoris topology, gener-

ated by basic open sets 2U
def
= {Q ∈ QX | Q ⊆ U}, where U ranges

over the open subsets of X. When X is sober, the map Q 7→ FQ, where

FQ(h)
def
= minx∈Q h(x), is a homeomorphism of QX onto the space of nor-

malized discrete superlinear previsions on X with the weak topology [13,
Lemma 3.6]. This is the object part of a functor defined on morphisms by

Q(f)(Q)
def
= ↑f [Q], where we recall that ↑ denotes upward closure in the

specialization preordering of the target space.

7



2.5. Quasi-metrics on spaces of previsions

We have already defined the quasi-metric daKR in Equation (1). Now that
we have defined La1X formally, this makes sense. The main results of Part III
are as follows. In all cases, the naive supremum (G, r) of a directed family of
formal balls (Gi, ri)i∈I (with respect to the daKR quasi-metric) is defined by

r
def
= infi∈I ri, and:

G(h)
def
= sup

i∈I
(Gi(h) + αr − αri) (2)

for every α > 0 and every h ∈ LaαX, and r
def
= infi∈I ri. This defines G on

Lb
∞X =

⋃
α>0 LaαX, and one can check that the definition does not actually

depend on the chosen α such that h is in LaαX.
Note that nothing imposes that G be a prevision. In fact, G is not even

defined on the whole of LX. However, and if X, d is standard, there is
at most one way to extend (2) to a continuous fonction from LX to R+,
and if that happens, then that extension, which we again write as G, is a
prevision. We will state that more precisely in Theorem 2.4. Meanwhile, we
have the following three completeness results, one for linear previsions, one
for sublinear previsions, and the final one for superlinear previsions.

The first result synthesizes Theorems 4.15, 8.5, 9.5, 5.7, 6.1, Corollary 8.3
and Corollary 8.6 of Part I [12]. A simple valuation is a finite linear com-
bination

∑
i=1 aiδxi , where each ai is in R+, and δx is the linear prevision

h 7→ h(x). A simple valuation is supported on a set B if and only if every xi
is in B.

Theorem 2.1 (Completeness for linear previsions [12]). For every con-
tinuous complete quasi-metric space X, d, the spaces V≤1X and V1X are
continuous complete with respect to the daKR quasi-metric (a > 0). Directed
suprema of formal balls are computed as naive suprema. The daKR-Scott topol-
ogy coincides with the weak topology.

If X, d is algebraic complete, then V≤1X and V1X are algebraic complete
under daKR. The simple (sub)normalized valuations supported on B form a
strong basis, for any given strong basis B of X, d.

V≤1, d
a
KR and V1, d

a
KR define endofunctors on the category of continu-

ous complete quasi-metric spaces and 1-Lipschitz continuous maps, whose
action on morphisms is that of P: for every 1-Lipschitz continuous map
f : X, d → Y, ∂ between continuous complete quasi-metric spaces, Pf is 1-
Lipschitz continuous from V≤1X, d

a
KR to V≤1Y, ∂

a
H and from V1X, d

a
KR to

V1Y, ∂
a
H.
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The next result synthesizes Theorem 3.15, Lemma 3.16, Theorem 3.17,
and Corollary 3.19 of Part III [14].

Theorem 2.2 (Completeness for sublinear previsions [14]). Let X, d
be a continuous complete quasi-metric space, and a > 0.

The space of all subnormalized (resp., normalized) sublinear previsions on
X with the daKR quasi-metric is continuous complete. The daKR-Scott topol-
ogy coincides with the weak topology. Directed suprema of formal balls are
computed as naive suprema.

If X, d is algebraic complete, with a strong basis B, then the space of all
subnormalized (resp., normalized) sublinear previsions on X with the daKR

quasi-metric is algebraic complete. The sublinear previsions of the form h 7→
maxmi=1

∑ni

j=1 aijh(xij), with m ≥ 1,
∑ni

j=1 aij ≤ 1 (resp., = 1) for every i,
and where each xij is in B, are center points, and form a strong basis.

There is an endofunctor on the category of continuous (resp., algebraic)
complete quasi-metric spaces and 1-Lipschitz continuous maps, which sends
every object X, d to the space of (sub)normalized sublinear previsions on X
with the daKR-Scott topology (a > 0), and every 1-Lipschitz continuous map f
to Pf .

The next result summarizes Theorems 4.6, 4.7, and Corollary 4.9 of
Part III [14].

Theorem 2.3 (Completeness for superlinear previsions [14]). Let X, d
be a continuous complete quasi-metric space, and a > 0.

The space of all subnormalized (resp., normalized) superlinear previsions
on X with the daKR quasi-metric is continuous complete. The daKR-Scott topol-
ogy coincides with the weak topology. Directed suprema of formal balls are
computed as naive suprema.

If X, d is algebraic complete, with a strong basis B, then the space of all
subnormalized (resp., normalized) superlinear previsions on X with the daKR

quasi-metric is algebraic complete. The superlinear previsions of the form
h 7→ minmi=1

∑ni

j=1 aijh(xij), with m ≥ 1,
∑ni

j=1 aij ≤ 1 (resp., = 1) for every
i, and where each xij is in B, are center points, and form a strong basis.

There is an endofunctor on the category of continuous (resp., algebraic)
complete quasi-metric spaces and 1-Lipschitz continuous maps, which sends
every object X, d to the space of (sub)normalized superlinear previsions on X
with the daKR-Scott topology (a > 0), and every 1-Lipschitz continuous map f
to Pf .
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The variant dKR is defined by the following formula, where La1X is re-
placed by L1X.

dKR(G,G′)
def
= sup

h∈L1X
dR(G(h), G′(h)). (3)

This is a more natural quasi-metric on spaces of discrete previsions, which
were studied in Part II. In that case, we overload the notion of naive supre-
mum, by reusing (2), where now h ranges over Lα(X, d), α > 0, not Laα(X, d).

The importance of naive suprema is due to the following results, which are
Proposition 4.7, 4.15 of Part II [13], read through the lens of Propositions 4.5
and 4.14 of Part II respectively.

Theorem 2.4 ([13]). Let X, d be a standard quasi-metric space, and let
(Gi, ri)i∈I be any directed family of formal balls on PX with the dKR (resp.,
daKR) quasi-metric, and let it have (G, r) as naive supremum.

If G is continuous from L∞X (resp., Lb
∞X) to R+ with its Scott topology,

then G is the restriction to L∞X (resp., Lb
∞X) of a unique prevision on X.

That prevision maps every h ∈ LX to supα∈R+
G(h(α)). Additionally, and

equating G with that unique prevision, (G, r) is the supremum of (Gi, ri)i∈I .
If Gi is sublinear, resp. superlinear, resp. linear, resp. subnormalized,

resp. normalized, resp. discrete, then so is G.

For discrete normalized superlinear previsions, the homeomorphism Q 7→
FQ allows us to transport the daKR and dKR quasi-metrics to quasi-metrics daQ

and dQ on QX, namely: dQ(Q,Q′)
def
= dKR(FQ, FQ′) [13, Definition 6.1] and

daQ(Q,Q′)
def
= daKR(FQ, FQ′). If X, d is standard, then we have the Pompeiu-

Hausdorff-like formula dQ(Q,Q′) = supx′∈Q′ infx∈Q d(x, x′) [13, Lemma 6.3],
and daQ(Q,Q′) = min(dQ(Q,Q′), a) [13, Remark 6.4].

We will also need to know that, when X, d is standard, the specialization
ordering of dQ is reverse inclusion, namely that dQ(Q,Q′) = 0 if and only if
Q ⊇ Q′ [13, Lemma 6.6]; and similarly with daQ [13, Remark 6.7] We will also
rely on the following results, which one can find as Lemma 6.3, 6.5, Remark
6.4, Proposition 6.9, Remark 6.10, Theorems 6.23, 6.26, 6.19 Remark 6.20,
Corollary 6.24 and Lemma 6.22 of Part II [13]. The fact that Q 7→ FQ is an
isometry is by definition of dQ and daQ. Note that every continuous complete
quasi-metric space X, d is sober in its d-Scott topology [16, Proposition 4.1].

Theorem 2.5 (Completeness for the Smyth hyperspace [13]). For ev-
ery quasi-metric space X, d, the map Q 7→ FQ is an isometry between QX, dQ
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(resp., daQ, a > 0) and the space of discrete normalized superlinear previsions
on X with the dKR (resp., daKR) quasi-metric.

For every standard quasi-metric space X, d, for all Q,Q′ ∈ QX, dQ(Q,Q′) =
supx′∈Q′ minx∈Q d(x, x′), and daQ(Q,Q′) = min(a, dQ(Q,Q′)).

If X is also sober in its d-Scott topology, then QX is complete under both
the dQ and daQ quasi-metrics. Through the Q 7→ FQ isometry, suprema of
directed families of formal balls are computed as naive suprema.

If X, d is continuous complete, then QX is continuous complete under
both dQ and daQ. The dQ-Scott, daQ-Scott, and upper Vietoris topologies all
coincide.

If X, d is algebraic complete, then so is QX under both dQ and daQ. The
compact saturated sets of the form ↑E, where E is any finite non-empty set
of points of B form a strong basis, where B is any given strong basis of X, d.
Q, dQ defines an endofunctor on the category of continuous (resp., al-

gebraic) complete quasi-metric spaces and 1-Lipschitz continuous maps, and
similarly with daQ instead of dQ: for every 1-Lipschitz continuous map f : X, d→
Y, ∂ between continuous complete quasi-metric spaces, Qf is a 1-Lipschitz
continuous map from QX, dQ to QY, ∂Q and from QX, daQ to QY, ∂aQ. More-
over, for every Q ∈ QX, FQf(C) = Pf(FQ).

On the Hoare hyperspace H0X (where X has the d-Scott topology), the

natural definition of quasi-metric is dH(C,C ′)
def
= supx∈C d(x,C ′), where the

supremum of an empty set is taken to be 0 [13, Definition 5.3]. One would
expect d(x,C ′) to be defined as infy∈C′ d(x, y) (where the infimum of an
empty set is +∞), and while this holds in several important cases, the actual

definition is as the supremum of those r ∈ R+ such that (x, r) ∈ Û , where

U is the complement of C and Û is the largest Scott-open subset of B(X, d)

such that η−1X (Û) = U . We will not need to understand this at that level of
detail, except for the following fact: d(x,C ′) is equal to infy∈C′ d(x, y) if x is
a center point and X, d is standard [13, Fact 5.2]. This will be required in
Remark 3.5 and in the proof of Theorem 3.9.

We will need to know that, given that X, d is standard, the specializa-
tion ordering of dH is inclusion, namely that dH(C,C ′) = 0 if and only if

C ⊆ C ′ [13, Lemma 5.7, item 2]; similarly with daH, defined by daH(C,C ′)
def
=

min(a, dH(C,C ′)). We will also require the following results, which sum-
marize Proposition 5.8, Remark 5.9, Theorem 5.25, Proposition 5.12, Re-
mark 5.13, Theorem 5.30, Theorem 5.22, Corollary 5.26, and Lemma 5.24 of
Part II [13].
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Theorem 2.6 (Completeness for the Hoare hyperspaces [13]). For ev-
ery standard quasi-metric space X, d, the same map C 7→ FC is an isometry
between H0X, dH (resp., daH, a > 0) and the space of discrete sublinear pre-
visions on X with the dKR (resp., daKR) quasi-metric.

If X, d is continuous complete, then H0X and HX are continuous com-
plete under the dH and daH quasi-metrics. Through the C 7→ FC isometry,
suprema of directed families of formal balls are computed as naive suprema.
The dH-Scott, daH-Scott, and lower Vietoris topologies all coincide.

If X, d is algebraic complete, then so are H0X and HX under both dH and
daH. The closed sets of the form ↓E, where E is any finite (and non-empty
in the case of HX) set of points of B form a strong basis, where B is any
given strong basis of X, d.
H0, dH defines an endofunctor on the category of continuous (resp., al-

gebraic) complete quasi-metric spaces and 1-Lipschitz continuous maps, and
similarly with H instead of H0 or with daH instead of dH: for every 1-Lipschitz
continuous map f : X, d → Y, ∂ between continuous complete quasi-metric
spaces, H0f is a 1-Lipschitz continuous map from H0X, dH to H0Y, ∂H and
similarly with H instead of H0 or with daH, ∂aH instead of dH, ∂H. Moreover,
for every C ∈ H0X, FH0f(C) = Pf(FC).

2.6. Lenses, Quasi-Lenses, and Forks

Mixing angelic and demonic non-deterministic choice yields erratic non-
deterministic choice, modeled by the Plotkin powerdomain. There are several
inequivalent definitions [1, Section 6.2]. A popular one is as the space of
lenses on X. A lens L is an intersection Q∩C of a compact saturated set Q
and a closed set C, where Q intersects C. For every lens L, one can write L
canonically as Q ∩ C, by taking Q = ↑L and C = cl(L). Lenses are ordered
by the so-called topological Egli-Milner ordering, which we will define below.

The corresponding Plotkin hyperspace if the space of lenses with the Vi-

etoris topology, generated by subsets 2U
def
= {L | L ⊆ U} and 3U

def
= {L |

L ∩ U 6= ∅}, where U ranges over the open subsets of X. The specialization
ordering of that space is the topological Egli-Milner ordering, in which L is
less than or equal to L′ if and only if cl(L) ⊆ cl(L′) and ↑L ⊇ ↑L′.

An elegant alternative to lenses is given by Heckmann’s continuous A-
valuations [18]. Those are Scott-continuous maps α : OX → A such that
α(∅) = 0, α(X) = 1, and for all opens U , V , α(U) = 0 implies α(U ∪ V ) =
α(V ), and α(U) = 1 implies α(U ∩V ) = α(V ). Here A is the poset {0,M, 1}
ordered by 0 < M < 1. The Vietoris topology on the space of continuous
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A-valuations is generated by the subsets 2U of continuous A-valuations such
that α(U) = 1, and the subsets 3U of continuous A-valuations such that
α(U) 6= 0, where U ranges over the open subsets of X.

It was shown in [7, Fact 5.2] that, provided X is sober, the space of A-
valuations is homeomorphic to a space of so-called quasi-lenses, namely, pairs
(Q,C) of a compact saturated set Q and a closed set C such that Q intersects
C, Q ⊆ ↑(Q ∩ C) (whence Q = ↑(Q ∩ C)), and for every open neighborhood
U of Q, C ⊆ cl(U ∩ C). Quasi-lenses originate from Heckmann’s work [17,
Theorem 9.6].

The space of quasi-lenses is topologized by a topology that we shall again

call the Vietoris topology, generated by subsets 2U
def
= {(Q,C) | Q ⊆ U}

and 3U
def
= {(Q,C) | C ∩ U 6= ∅}. The homeomorphism maps (Q,C) to α

where α(U) is equal to 1 if Q ⊆ U , to 0 if C does not intersect U , and to M
otherwise.

The space of quasi-lenses is homeomorphic to the space of lenses when
X is weakly Hausdorff, through the map L 7→ (↑L, cl(L)) [15, Theorem 6.3];
in particular when X is stably compact, generalizing Proposition 5.3 of [7],
or when X is Hausdorff, generalizing Theorem 5.1 of [18]. Without weak
Hausdorffness, the space of quasi-lenses is in general larger [15, Example 6.6].
We note that, in case X is not only stably compact but also Hausdorff, i.e.,
when X is compact Hausdorff, then the lenses are just the compact subsets
of X. It should therefore come as no surprise that we shall equip our space of
(quasi-)lenses with a quasi-metric resembling the Pompeiu-Hausdorff metric
(also known as the Hausdorff metric).

We will see that quasi-lenses and continuous A-valuations are a special
case of the notion of a fork [6]. A fork on X is by definition a pair (F−, F+) of
a superlinear prevision F− and a sublinear prevision F+ satisfying Walley’s
condition [6]:

F−(h+ h′) ≤ F−(h) + F+(h′) ≤ F+(h+ h′)

for all h, h′ ∈ LX. This condition was independently discovered by Keimel
and Plotkin, who call such a pair medial [20].

By taking h′ = 0, or h = 0, Walley’s condition in particular implies that
F− ≤ F+. A fork (F−, F+) is normalized, subnormalized, or discrete if and
only if both F− and F+ are.

We shall call weak topology on the space of forks the topology induced
by the inclusion in the product of the spaces of superlinear and sublinear
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previsions, each equipped with their weak topology. Explicitly, it is generated
by subbasic open sets of the form:

[h > a]−
def
= {(F−, F+) | F−(h) > a} (4)

[h > a]+
def
= {(F−, F+) | F+(h) > a}, (5)

where h ranges over LX and a ∈ R+. The specialization quasi-ordering of
the weak topology is given by (F−, F+) ≤ (F ′−, F ′+) if and only if F− ≤ F ′−

and F+ ≤ F ′+.
On the quasi-metric side, we define the following quasi-metrics on spaces

of forks.

Definition 2.7 (dKR, daKR on forks). Let X, d be a quasi-metric space. The
dKR quasi-metric on the space of forks on X is defined by:

dKR((F−, F+), (F ′
−
, F ′

+
))

def
= max(dKR(F−, F ′

−
), dKR(F+, F ′

+
)),

and similarly for the daKR quasi-metric, a > 0.

Those are quasi-metrics indeed.

Lemma 2.8. Let X, d be a standard quasi-metric space. For all forks (F−, F+)
and (F ′−, F ′+) on X, the following are equivalent: (a) (F−, F+) ≤ (F ′−, F ′+);
(b) dKR((F−, F+), (F ′−, F ′+)) = 0; (c) daKR((F−, F+), (F ′−, F ′+)) = 0, for
any a > 0. 2

Proof. This follows from the fact that, for any two previsions F and F ′ on
a standard quasi-metric spaces, F ≤ F ′ if and only if dKR(F, F ′) = 0 if and
only if daKR(F, F ′) = 0 [12, Lemma 3.7]. 2

3. The Plotkin Hyperspace

To start with, we give substance to our earlier claim that quasi-lenses
(and continuous A-valuations) are a special case of the notion of a fork.

Proposition 3.1. Let X be a sober space. There is a homeomorphism be-
tween the space of quasi-lenses on X, with the Vietoris topology, and the
space of discrete normalized forks on X, with the weak topology, which maps
the quasi-lens (Q,C) to (FQ, F

C).
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Proof. The map (Q,C) 7→ (FQ, F
C) sends quasi-lenses to discrete normal-

ized forks. Let us fix a quasi-lens (Q,C). Then FC is a discrete normalized
sublinear prevision, and FQ is a discrete normalized superlinear prevision.
In order to show that (FQ, F

C) is a discrete normalized fork, it remains to
verify Walley’s condition.

We claim that FQ(h) = infx∈Q∩C h(x) for every h ∈ LX. Indeed, FQ(h) =
infx∈Q h(x) ≤ infx∈Q∩C h(x) follows from the fact that Q contains Q∩C, and
in the reverse direction, we use the equality Q = ↑(Q ∩ C) to show that for
every x ∈ Q, there is a y ∈ Q ∩ C such that h(x) ≥ h(y).

For all h, h′ ∈ LX, it follows that FQ(h+ h′) = infx∈Q∩C(h(x) + h′(x)) ≤
infx∈Q∩C(h(x)+supx′∈Q∩C h

′(x′)) ≤ infx∈Q∩C(h(x)+supx′∈C h
′(x′)) = FQ(h)+

FC(h′).
In order to show that FQ(h) + FC(h′) ≤ FC(h + h′), we assume the

contrary: there is a real number t such that FQ(h)+FC(h′) > t ≥ FC(h+h′).
The second inequality implies that FC(h′), which is less than or equal to
FC(h + h′), is a (non-negative) real number a < +∞. The first inequality
then implies that FQ(h) > t− a. It follows that there must be a real number
b such that FQ(h) > b > t−a. Since FQ(h) > b, every element x of Q is such
that h(x) > b. Therefore Q is included in the open set U = h−1(]b,+∞]).
We know that C ⊆ cl(U ∩C), and this implies that FC(h′) = supx∈C h

′(x) ≤
supx∈cl(U∩C) h

′(x). Since b > t−a and a = FC(h′), there is a point in cl(U∩C)
whose image by h′ is strictly larger than t − b, in other words cl(U ∩ C)
intersects h′−1(]t− b,+∞]). Since the latter is open, it also intersects U ∩C,
so there is a point x in U ∩ C such that h′(x) > t − b. Because x is in U ,
h(x) > b, so h(x) + h′(x) > t, contradicting the inequality t ≥ FC(h+ h′).

Hence if (Q,C) is a quasi-lens, then (FQ, F
C) is a fork, which is necessarily

discrete and normalized.
(Q,C) 7→ (FQ, F

C) is a bijection. Since Q 7→ FQ and C 7→ FC are
homeomorphisms, they are in particular injective. We claim that the map
(Q,C) 7→ (FQ, F

C) is surjective. In other words, let us assume that (FQ, F
C)

is a (discrete, normalized) fork. We need to show that (Q,C) is a quasi-lens.
We have seen that, in particular, FQ ≤ FC . Hence FQ(χU) ≤ FC(χU) where
U is the complement of C. That implies that FQ(χU) = 0, i.e., Q is not
included in U , so that Q intersects C.

Let us use the inequality FQ(h+h′) ≤ FQ(h)+FC(h′) on h′
def
= χU , where

U is the complement of C again. Then FC(h′) = 0, so infy∈Q(h(y)+χU(y)) ≤
infy∈Q h(y). In other words, min(infy∈Q∩U(h(y)+1), infy∈Q∩C h(y)) ≤ infy∈Q h(y),
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or equivalently, one of the two numbers infy∈Q∩U(h(y) + 1), infy∈Q∩C h(y)
is less than or equal to infy∈Q h(y). That cannot be the first one, which
is larger than or equal to 1 + infy∈Q∩U h(y) ≥ 1 + infy∈Q h(y), so: (∗)
infy∈Q∩C h(y) ≤ infy∈Q h(y). Now, for every x ∈ Q, the downward clo-
sure ↓x of x in the specialization ordering of X is closed (this is really the

closure of x); hence its complement V is open. Let us take h
def
= χV . Then

infy∈Q h(y) ≤ h(x) = 0, therefore infy∈Q∩C h(y) = 0 by (∗). Since h only
takes the values 0 or 1 (or since Q ∩ C is compact), there is a point y in
Q ∩ C such that h(y) = 0, i.e., such that y ≤ x. Therefore Q is included in
↑(Q ∩ C).

Finally, let U be any open neighborhood of Q. We use the inequality

FQ(h) + FC(h′) ≤ FC(h+ h′) on h
def
= χU , and we obtain that 1 + FC(h′) ≤

FC(h + h′). For every open subset V that intersects C, taking h′
def
= χV we

obtain that 2 ≤ FC(χU +χV ) = supx∈C(χU(x)+χV (x)). Since χU(x)+χV (x)
can only take the values 0, 1, or 2, there must be a point x in C such that
χU(x) +χV (x) = 2. Such a point must be in both U and V . We have shown
that every open subset V that intersects C also intersects U ∩C. Letting V
be the complement of cl(U ∩C), it follows that C cannot intersect V , hence
must be included in cl(U ∩ C).

The map (Q,C) 7→ (FQ, F
C) is a homeomorphism. Now that we know

that this map is bijective, we simply recall that Q 7→ FQ, resp. C 7→ FC ,
are homeomorphisms themselves, between QX (resp., HX) and the space of
normalized discrete superlinear (resp. sublinear) previsions on X. 2

Through the bijection of Proposition 3.1, the dKR and daKR quasi-metrics
transports to quasi-metrics on spaces of quasi-lenses.

Definition 3.2 (dP , daP). Let X, d be a quasi-metric space. For any two
quasi-lenses (Q,C) and (Q′, C ′), let:

dP((Q,C), (Q′, C ′))
def
= dKR((FQ, F

C), (FQ′ , F
C′))

daP((Q,C), (Q′, C ′))
def
= daKR((FQ, F

C), (FQ′ , F
C′)) for every a > 0.

By the first parts of Theorem 2.5 and 2.6, we obtain the following char-
acterization of those orderings.

Lemma 3.3. Let X, d be a standard quasi-metric space. Then:

dP((Q,C), (Q′, C ′)) = max(dQ(Q,Q′), dH(C,C ′))

daP((Q,C), (Q′, C ′)) = max(daQ(Q,Q′), daH(C,C ′)) for every a > 0.
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Together with Proposition 3.1, this implies the following.

Corollary 3.4. Let X, d be a sober standard quasi-metric space. The bijec-
tion (Q,C) 7→ (FQ, F

C) is an isometry between the space of quasi-lenses on
X with the dP quasi-metric, and the space of discrete normalized forks on X
with the dKR quasi-metric. 2

Remark 3.5 (The Pompeiu-Hausdorff quasi-metric). Let X, d be a stan-
dard quasi-metric space. If we equate a lens L with the quasi-lens (↑L, cl(L)),
then we can reinterpret Lemma 3.3 by saying that dP(L,L′) = max(dQ(↑L, ↑L′),
dH(cl(L), cl(L′)).

We have dQ(↑L, ↑L′) = supx′∈↑L′ infx∈↑L d(x, x′) by the Pompeiu-Hausdorff-
like formula for dQ, and this is also equal to supx′∈L′ infx∈L d(x, x′), since d is
monotonic in its first argument and antitonic in its second argument. We also
have dH(cl(L), cl(L′)) = supx∈cl(L) d(x, cl(L′)) by definition, and one checks
easily that this is equal to supx∈L d(x, cl(L′)), using the fact that d( , cl(L′))
is 1-Lipschitz continuous [13, Fact 5.1], hence continuous.

If x is a center point, then d(x, cl(L′)) = infx′∈cl(L′) d(x, x′) [13, Fact 5.2].
Also the map −d(x, ) is Scott-continuous, because the inverse image of ]t,+∞]
is the open ball Bd

x,<−t (meaning the empty set if t ≤ 0), so infx′∈cl(L′) d(x, x′) =
− supx′∈cl(L′)−d(x, x′) = − supx′∈L′ −d(x, x′) = infx′∈L′ d(x, x′).

All that implies that, on a standard quasi-metric space X, d where ev-
ery point is a center point, the dP quasi-metric coincides with the familiar
Pompeiu-Hausdorff quasi-metric:

dP(L,L′) = max(sup
x∈L

inf
x′∈L′

d(x, x′), sup
x′∈L′

inf
x∈L

d(x, x′)).

This is the case, notably, if X, d is Smyth-complete, a stronger notion of
completeness than the one we use here; we will only remark that a complete
quasi-metric space is Smyth-complete if and only if all its points are center
points, a result stated as such in [16, Proposition 5.17] and originally due to
Ali-Akbari, Honari, Pourmahdian, and Rezaii [2].

This is also the case if X, d is a metric space, since every metric space is
standard and every point in a metric space is a center point. In that case, dP
is exactly the Pompeiu-Hausdorff metric on the space of non-empty compact
subsets of X.

Lemma 3.6. Let X, d be a sober, standard quasi-metric space. For every
directed family of formal balls ((F−i , F

+
i ), ri)i∈I on the space of forks with
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the dP (resp., daP , a > 0) quasi-metric, if (F−i , ri)i∈I has a naive supremum
(F−, r) where F− is continuous, and if (F+

i , ri)i∈I has a naive supremum
(F+, r) where F+ is continuous, then (F−, F+) is a fork.

Proof. We deal with dP first, and we will state what changes have to be
made to the proof in the case of daP at the end of the argument.

We note that, because the quasi-metric on forks is defined as a max-
imum, the two families (F−i , ri)i∈I and (F+

i , ri)i∈I are directed, so taking
their naive suprema makes sense. Explicitly, let us define i � j if and only if
((F−i , F

+
i ), ri) ≤d

+
KR ((F−j , F

+
j ), rj). Then i � j implies that dKR((F−i , F

+
i ), (F−j , F

+
j )) ≤

ri − rj, hence dKR(F−i , F
−
j ) ≤ ri − rj and dKR(F+

i , F
+
j ) ≤ ri − rj, so that

(F−i , ri) ≤d
+
KR (F−j , rj) and (F+

i , ri) ≤d
+
KR (F+

j , rj). For all i, j ∈ I, there

is a k ∈ I such that i, j � k, and that implies that (F−i , ri), (F
−
j , rj) ≤d

+
KR

(F−k , rk), and similarly with + instead of −.
We note also that the naive suprema (F−, r) and (F+, r) must have the

same radius r = infi∈I ri, by definition.
By Theorem 2.4, F− is a superlinear prevision and F+ is a sublinear

prevision. We must prove Walley’s condition.
For all h ∈ Lα(X, d) and h′ ∈ Lβ(X, d) , for all α, β > 0, we have:

F−i (h+ h′) ≤ F−i (h) + F+
i (h′) ≤ F+

i (h+ h′)

for every i ∈ I, since (F−i , F
+
i ) is a fork. Therefore:

F−i (h+ h′) + (α + β)r − (α + β)ri ≤ (F−i (h) + αr − αri) + (F+
i (h′) + βr − βri)

≤ F+
i (h+ h′) + (α + β)r − (α + β)ri

We note that h + h′ is (α + β)-Lipschitz continuous. By taking (directed)
suprema over i ∈ I, and noting that addition is Scott-continuous on R+, we
obtain that:

F−(h+ h′) ≤ F−(h) + F+(h′) ≤ F+(h+ h′)

for all h ∈ Lα(X, d) and h′ ∈ Lβ(X, d).
We recall that for every h ∈ LX, h(α) is the largest α-Lipschitz continuous

map below h, and that (h(α))α∈R+
is a chain whose supremum is h; also,

F−(h) = supα∈R+
F+(h(α)), and similarly with F+, by Theorem 2.4.

For all h, h′ ∈ LX, for every α > 0, we have that F−(h(α) + h′(α)) ≤
F−(h(α)) + F+(h′(α)) ≤ F−(h) + F+(h′), hence, taking suprema over α,
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F−(h + h′) ≤ F−(h) + F+(h). Similarly, F−(h(α)) + F+(h′(α)) ≤ F+(h(α) +

h′(α)) ≤ F+(h + h′), hence, taking suprema over α, F−(h) + F+(h′) ≤
F+(h+ h′).

In the case of daP , the same arguments apply, except for the replacement
of Lα(X, d) by Laα(X, d), and for the replacement of h(α) by min(aα, h(α)) in
the last paragraph. 2

Proposition 3.7 (Completeness, Plotkin hyperspace). Let X, d be a
continuous complete quasi-metric space. The space of quasi-lenses on X,
with the dKR (resp., daKR, a > 0) quasi-metric, is complete.

The supremum of a directed family of formal balls ((Qi, Ci), ri)i∈I is ((Q,C),
r) where r = infi∈I ri, (FQ, r) is the naive supremum of (FQi

, ri)i∈I , and
(FC , r) is the naive supremum of (FCi , ri)i∈I . In particular, (Q, r) is the
supremum of (Qi, ri)i∈I and (C, r) is the supremum of (Ci, ri)i∈I .

Proof. We note that every continuous complete quasi-metric space is sober
[16, Proposition 4.1].

Let ((Qi, Ci), ri)i∈I be a directed family of formal balls on the space of
quasi-lenses. The families (Qi, ri)i∈I and (Ci, ri)i∈I are also directed, because
dP is defined as a maximum. We also obtain a directed family of formal balls
((FQi

, FCi), ri) on the space of discrete normalized forks, by Proposition 3.1.
By Theorem 2.6 and Theorem 2.5, the supremum (C, r) of (Ci, ri)i∈I exists
and is a naive supremum, and the supremum (Q, r) (with the same r) of
(Qi, ri)i∈I exists and is a naive supremum. By Lemma 3.6, (FQ, F

C) is a
fork, and certainly it is discrete and normalized.

In order to show that ((Q,C), r) is the desired supremum, we observe
that the upper bounds ((Q′, C ′), r′) of ((Qi, Ci), ri)i∈I are exactly those formal
balls such that (Q′, r′) is an upper bound of (Qi, ri)i∈I and (C ′, r′) is an upper
bound of (Ci, ri)i∈I . This is again because our dKR quasi-metric on forks (or
the dP quasi-metric on quasi-lenses) is defined as a maximum, and similarly
for daKR and daP . Hence ((Q,C), r) is such an upper bound, and if ((Q′, C ′), r′)

is any other upper bound, then (Q, r) ≤d
+
Q (Q′, r′) and (C, r) ≤d+H (C ′, r′), so

((Q,C), r) ≤d+P ((Q′, C ′), r′). 2

Remark 3.8. For every complete metric space X, d, Proposition 3.7 special-
izes to the well-known fact that the space of non-empty compact subsets of
X, with the Pompeiu-Hausdorff metric, is complete.
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Let us write 〈E〉 for the order-convex hull of the set E. This is defined as
↓E ∩ ↑E. When E is finite and non-empty, ↓E is closed and intersects ↑E,
so 〈E〉 is a lens. Therefore (↑〈E〉, cl(〈E〉)) is a quasi-lens. We observe that
↑〈E〉 = ↑E, and that cl(〈E〉) = ↓E. (Only the latter needs an argument: ↓E
is the closure of E since E is finite, and as E ⊆ 〈E〉, ↓E ⊆ cl(〈E〉); in the
reverse direction, 〈E〉 ⊆ ↓E, and since ↓E is closed, it must also contain the
closure of 〈E〉.) It follows that (↑E, ↓E) is a quasi-lens.

Theorem 3.9 (Algebraicity of Plotkin hyperspaces). Let X, d be an al-
gebraic complete quasi-metric space, with strong basis B. The space of quasi-
lenses on X, d, with the dP (resp., daP , a > 0) quasi-metric, is algebraic
complete.

Every quasi-lens of the form (↑E, ↓E), where E is a finite non-empty set
of center points, is a center point in the space of quasi-lenses, and they form
a strong basis, even if we restrict E to be a subset of B.

The dP-Scott topology, the daP-Scott topology, and the Vietoris topology
coincide.

Proof. We deal with dP only. We will only indicate the occasional changes
one has to do in the daP case between square brackets. We will rely on the
following results.

(I) [13, Lemma 5.20] Given a standard quasi-metric space Y, ∂, a set B0 of
center points of Y, ∂, and a topology τ on Y such that:

(i) every open ball centered at any point of B0 is τ -open,

(ii) for every ε > 0, for every τ -open neighborhood U of z, there is
an open ball B∂

y,<r included in U and which contains z, for some
y ∈ B0 and 0 < r ≤ ε,

(iii) for all y, z ∈ Y , if y ≤ z in the specialization preordering ≤ of τ ,
then y ≤∂ z, namely ∂(y, z) = 0,

then Y, ∂ is algebraic, B0 is a strong basis, and τ coincides with the
∂-Scott topology.

(II) [13, Lemma 5.21] If X, d is standard, and C0
def
= ↓{x1, · · · , xn}, where

n ≥ 1 and each xi is a center point of X, d, then for every r > 0,
BdH
C0,<r

=
⋂n
i=13B

d
xi,<r

in HX. [Similarly with daH, provided that r ≤
a.]
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(III) [13, Lemma 6.18] If X, d is standard, and Q0
def
= ↑{x1, · · · , xn}, where

n ≥ 1 and each xi is a center point of X, d, then for every r > 0,
B
dQ
Q0,<r

= 2(
⋃n
i=1B

d
xi,<r

). [Similarly with daQ, provided that r ≤ a.]

(IV) [13, Lemma 5.19] If X, d is standard algebraic, with a strong basis B,
then for every ε > 0, the open balls Bd

x,<r with x ∈ B and 0 < r < ε
form a base of the d-Scott topology on X.

(V) [13, Fact 5.2] If X, d is standard, then for every center point x of
X, for every closed subset C of X in its d-Scott topology, d(x,C) =
infy∈C d(x, y). (We have already used this result earlier in this paper.)
We will use the following consequence: for every r > 0, d(x,C) < r if
and only if C intersects Bd

x,<r.

(VI) [13, Lemma 6.16] If X, d is standard algebraic, with a strong basis B,
then for every compact subset K of X, for every open neighborhood U
of K, and for every ε > 0, there are finitely many points x1, . . . , xn in
B and radii r1, . . . , rn < ε such that K ⊆

⋃n
j=1B

d
xj ,<rj

⊆ U .

(VII) [13, Lemma 6.17] If X, d is standard, and if Q is compact saturated
and included in

⋃m
j=1B

d
xj ,<r

, where x1, . . . , xm are center points and

r > 0, then for some ε > 0 with ε < r, Q is included in
⋃m
j=1B

d
xj ,<r−ε.

We apply (I) on the set of quasi-lenses on X for Y . We let ∂ be dP , resp.
daP , B0 be the set of quasi-lenses (↑E, ↓E), where E ranges over the finite
non-empty subsets of B, and τ be the Vietoris topology. The Theorem will
follow immediately from (I), provided that we verify its own assumptions (i),
(ii), and (iii).

For disambiguation purposes, we write 2PU for the set of lenses (Q,C)
such thatQ ⊆ U , reserving the notation 2U for the set of non-empty compact
saturated subsets Q of X such that Q ⊆ U . We use a similar convention with
3PU and 3U .

(i) Let E
def
= {x1, · · · , xn} where n ≥ 1 and x1, . . . , xn are in B, Q0

def
= ↑E,

and C0
def
= ↓E. Using Lemma 3.3, the open ball BdP

(Q0,C0),<r
is the collection

of quasi-lenses (Q,C) such that dQ(Q0, Q) < r and dH(C0, C) < r, namely

such that Q ∈ 2B
dQ
Q0,<r

and C ∈ 2BdH
C0,<r

. Equivalently, Q ∈ 2(
⋃n
i=1B

d
xi,<r

)

and C ∈
⋂n
i=1 3B

d
xi,<r

, using (II) and (III). Hence BdP
(Q0,C0),<r

is equal to the

Vietoris open set 2P(
⋃n
i=1B

d
xi,<r

)∩
⋂n
i=13PB

d
xi,<r

. [This still holds with daP
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instead of dP , provided that r ≤ a; otherwise BdP
(Q0,C0),<r

is the whole space

of quasi-lenses.]
(ii) Let ε > 0, (Q,C) be a quasi-lens, and U be a Vietoris open neigh-

borhood of (Q,C). By definition, there are open subset U , U1, . . . , Um of X
such that (Q,C) ∈ 2PU ∩

⋂m
i=1 3PUi ⊆ U .

For every i, 1 ≤ i ≤ m, C intersects Ui. Since Q ⊆ U , by definition of
quasi-lenses C is included in cl(U ∩C), so cl(U ∩C) intersects Ui. It follows
that U ∩ C intersects Ui, so that C is in 3(U ∩ Ui). Hence (Q,C) is in the
open set 2PU ∩

⋂m
i=1 3P(U ∩ Ui). Replacing Ui by U ∩ Ui if necessary, we

will therefore assume that every Ui is included in U .
For every i, 1 ≤ i ≤ m, Ui intersects C. Using (IV), there is an open ball

Bd
x′i,<r

′
i

included in Ui that intersects C, with x′i ∈ B and 0 < r′i < ε. By (V),

d(x′i, C) < r′i. Let ε1 be any positive number such that d(x′i, C) < r′i − ε1 for
every i, 1 ≤ i ≤ m. Using (V) again, this means that Bd

x′i,<r
′
i−ε1

intersects C.

Since Q is compact and C is closed, Q∩C is compact. Using (VI), there
are finitely many points y′1, · · · , y′p ∈ B and radii s′1, · · · , s′p < ε such that
Q∩C ⊆

⋃p
j=1B

d
y′j ,<s

′
j
⊆ U . By (VII), there is a positive number ε2 such that

ε2 < s′j for every j, 1 ≤ j ≤ n, and such that Q ∩ C ⊆
⋃p
j=1B

d
y′j ,<s

′
j−ε2
⊆ U .

Let r
def
= min(ε, ε1, ε2). [In the case of daP , r

def
= min(a, ε, ε1, ε2).]

We use (IV) a second time. For every i, 1 ≤ i ≤ m, Bd
x′i,<r

′
i−ε1

intersects

C, so there is an open ball Bd
xi,<ri

included in Bd
x′i,<r

′
i−ε1

that intersects C,

with xi ∈ B and 0 < ri < r. Now the larger open ball Bd
xi,<r

also intersects
C, and we claim that it is included in Ui. For every z ∈ Bd

xi,<r
, d(xi, z) < r,

so d(x′i, z) ≤ d(x′i, xi) + d(xi, z) < r′i − ε1 + r ≤ r′i − ε1 + ε1 = r′i; this shows
that z is in Bd

x′i,<r
′
i
, hence in Ui.

We now use (VI) a second time. Since Q ∩ C ⊆
⋃p
j=1B

d
y′j ,<s

′
j−ε2

, there

are finitely many points y1, · · · , yq ∈ B and radii s1, · · · , sq < r such that
Q ∩ C ⊆

⋃q
k=1B

d
yk,<sk

⊆
⋃p
j=1B

d
y′j ,<s

′
j−ε2

. We may assume that every term

Bd
yk,<sk

in the union
⋃q
k=1B

d
yk,<sk

intersects Q ∩ C: any term of that form
that does not intersect Q ∩ C can safely be removed from the union. In
particular, Bd

yk,<sk
intersects C for every k, 1 ≤ k ≤ q. It follows that the

larger open ball Bd
yk,<r

also intersects C.
Since Q ∩ C is included in

⋃q
k=1B

d
yk,<sk

, it is included in the larger set⋃q
k=1B

d
yk,<r

. We claim that the latter is included in U . For every element z of⋃q
k=1B

d
yk,<r

, there is an index k, 1 ≤ k ≤ q, such that d(yk, z) < r. Since yk is
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in
⋃p
j=1B

d
y′j ,<s

′
j−ε2

, there is an index j, 1 ≤ j ≤ p, such that d(y′j, yk) < s′j−ε2.
Then d(y′j, z) ≤ d(y′j, yk) + d(yk, z) < s′j − ε2 + r ≤ s′j − ε2 + ε2 = s′j, so z is
in Bd

y′j ,<s
′
j
, hence in U .

In summary, we have found finitely many points x1, . . . , xm and y1, . . . ,
yq in B and a number r such that 0 < r ≤ ε [0 < r ≤ min(ε, a) in the case of
daP ] and: (a) Bd

xi,<r
intersects C for each i, 1 ≤ i ≤ m, (b) Bd

xi,<r
is included

in Ui for each i, 1 ≤ i ≤ m, (c) Bd
yk,<r

intersects C for each k, 1 ≤ k ≤ q; (d)
Q ∩ C is included in

⋃q
k=1B

d
yk,<r

, and (e)
⋃q
k=1B

d
yk,<r

is included in U .

Let E
def
= {x1, · · · , xm, y1, · · · , yq}. This is a finite subset of B. By (d) and

since Q∩C is non-empty, q is different from 0, so E is non-empty. Using (d)
again, Q ∩ C is included in

⋃
x∈E B

d
x,<r, and therefore Q also is included in⋃

x∈E B
d
x,<r, since Q ⊆ ↑(Q∩C) by definition of quasi-lenses, and since open

sets such as
⋃
x∈E B

d
x,<r are upwards-closed. For every x ∈ E, Bd

x,<r intersects
C, by (a) and (c). Therefore (Q,C) is in 2P(

⋃
x∈E B

d
x,<r) ∩

⋂
x∈E 3PB

d
x,<r,

and we have noticed in (i) that the latter set is just BdP
(Q0,C0),<r

, where Q0
def
=

↑E and C0
def
= ↓E. [In the case of daP , this is also equal to B

daP
(Q0,C0),<r

, since

r ≤ a.]
It remains to show that BdP

(Q0,C0),<r
is included in U . Let (Q′, C ′) be any

element of BdP
(Q0,C0),<r

= 2P(
⋃
x∈E B

d
x,<r)∩

⋂
x∈E 3PB

d
x,<r. From (b), (e), and

the fact that each Ui is included in U , we obtain that
⋃
x∈E B

d
x,<r ⊆ U . Hence,

and since Q′ ⊆
⋃
x∈E Bx,<r, Q

′ is included in U . Next, using (V), for every
x ∈ E, d(x,C ′) < r. In particular, for every i, 1 ≤ i ≤ m, d(xi, C

′) < r.
By (V), C ′ intersects Bd

xi,<r
. Since the latter is included in Ui by (b), C ′

intersects Ui. It follows that (Q′, C ′) is in 2PU ∩
⋂n
i=13PUi, hence in the

larger set U .
(iii) We claim that the specialization ordering of the Vietoris topology is

⊇ × ⊆. For any two quasi-lenses (Q,C) and (Q′, C ′), if Q ⊇ Q′ and C ⊆ C ′,
then clearly any basic open subset 2PU ∩

⋂n
i=13PUi that contains (Q,C)

also contains (Q′, C ′). Conversely, let us assume that (Q,C) is smaller than
or equal to (Q′, C ′) in the specialization ordering of the Vietoris topology.
For every open neighborhood U of Q, (Q,C) is in 2PU , hence also (Q′, C ′),
so U contains Q′. The intersection of all those open neighborhoods is Q,
since Q is saturated, and contains Q′. In order to show that C ⊆ C ′, let U ′

be the complement of C ′. Since (Q,C) ∈ 3PU
′ implies (Q′, C ′) ∈ 3PU

′, and
since the latter is false, C does not intersects U ′, meaning that C is included
in C ′.
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Now, if (Q,C) and (Q′, C ′) are any two lenses such that Q ⊇ Q′ and C ⊆
C ′, then dP((Q,C), (Q′, C ′)) = max(dQ(Q,Q′), dH(C,C ′)) by Lemma 3.3,
and this is simply 0, since ⊇ is the specialization ordering of dQ and since ⊆
is the specialization ordering of dH. [Similarly with daP , daQ, daH.] 2

As for the Hoare and Smyth hyperspaces [13], we reduce the study of
continuity to algebraicity.

Lemma 3.10. Let X, d and Y, ∂ be two continuous complete quasi-metric
spaces, and f : X, d 7→ Y, ∂ be a 1-Lipschitz continuous map. The map

P` f defined by P` f(Q,C)
def
= (Qf(Q),H0f(C)) = (↑f [Q], cl(f [C])) is a

1-Lipschitz continuous map from the space of quasi-lenses on X with the dP
(resp., daP , a > 0) quasi-metric to the space of quasi-lenses on Y with the ∂P
(resp., ∂aP) quasi-metric.

Proof. Once again, we only deal with dP and ∂P . We need to check that

P` f(Q,C) is a quasi-lens. Let Q′
def
= ↑f [Q], C ′

def
= cl(f [C]). We rely on

Proposition 3.1: we know that (FQ, F
C) satisfies Walley’s condition, and

we show that (Q′, C ′) is a quasi-lens by showing that (FQ′ , F
C′) satisfies

Walley’s condition, too. By the last parts of Theorem 2.6 and of Theorem 2.5,
FC′ = Pf(FC) and FQ′ = Pf(FQ). Now FQ′(k + k′) = Pf(FQ)(k + k′) =
FQ((k+k′)◦f) ≤ FQ(k◦f)+FC(k′◦f) (by Walley’s condition, left inequality,
on (FQ, F

C)) = Pf(FQ)(k) + Pf(FC)(k) = FQ′(k) +FC′(k). The other part
of Walley’s condition is proved similarly.

By Theorem 2.6 and of Theorem 2.5, Qf and H0f are 1-Lipschitz contin-
uous. In particular, their are 1-Lipschitz, and then Lemma 3.3 immediately
implies that P` f is 1-Lipschitz, too.

Given a directed family of formal balls ((Qi, Ci), ri)i∈I on quasi-lenses, we
have seen in Proposition 3.7 that its supremum ((Q,C), r) is characterized
by r = infi∈I ri, (Q, r) is the supremum of (Qi, ri)i∈I in B(QX, dQ) and
(C, r) is the supremum of (Ci, ri)i∈I in B(HX, dH). Since Qf and H0f are
1-Lipschitz continuous, (Qf(Q), r) is the supremum of (Qf(Qi), ri)i∈I and
(H0f(C), r) is the supremum of (H0f(Ci), ri)i∈I . By Proposition 3.7, the
supremum of (P` f(Qi, Ci), ri)i∈I is ((Qf(Q),H0f(C)), r) = (P` f(Q,C), r).
Therefore P` f is 1-Lipschitz continuous. 2

Let X, d be a continuous complete quasi-metric space. We recall from
Section 2.3 that X, d is a 1-Lipschitz continuous retract of some algebraic
complete quasi-metric space Y, ∂. Let r : Y → X be the retraction and
s : X → Y be the section. By Lemma 3.10, P` r and P` s are also 1-Lipschitz
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continuous, and clearly P` r ◦ P` s = id, so the space of quasi-lenses on X
with the dP quasi-metric is a 1-Lipschitz continuous retract of that on Y ,
with the ∂P quasi-metric. Theorem 3.9 states that the latter is algebraic
complete, whence the following.

Theorem 3.11 (Continuity for the Plotkin hyperspace). Let X, d be
a continuous complete quasi-metric space. The space of quasi-lenses on X
with the dP (resp., daP , a > 0) quasi-metric is continuous complete. 2

3.1. The Vietoris Topology

Theorem 3.12 (dP quasi-metrizes the Vietoris topology). Let X, d be
a continuous complete quasi-metric space. The dP-Scott topology and the
daP-Scott topology (a > 0) coincide with the Vietoris topology on the space of
quasi-lenses on X.

Proof. X, d is the 1-Lipschitz continuous retract of an algebraic complete
quasi-metric space Y, ∂. Let us call s : X → Y the section and r : Y → X the
retraction. Using Corollary 3.4, we confuse quasi-lenses with discrete normal-
ized forks. Then Ps and Pr form a 1-Lipschitz continuous section-retraction
pair by Lemma 3.10, and in particular Ps is an embedding of the space of
quasi-lenses on X into the space of quasi-lenses on Y , with their dP-Scott and
∂P-Scott topologies, as well as with their daP-Scott and ∂aP-Scott topologies.
However, s and r are also just continuous, since they are 1-Lipschitz con-
tinuous, so Ps and Pr also form a section-retraction pair between the same
spaces, this time with their weak topologies (as spaces of forks). Indeed, P
is an endofunctor on the category of topological spaces. However, since Y, ∂
is algebraic complete, the weak topology on PY coincides with its dP-Scott
topology and with its daP-Scott topology. Then Ps is a topological embedding
of the space of quasi-lenses on X (equivalently, discrete normalized forks),
either with its weak topology, with its dP-Scott topology, or with its daP-Scott
topology into the same space. Hence the three topologies coincide. 2

4. Forks

Just as one would expect by analogy with spaces of sublinear and super-
linear previsions [14], the space of (sub)normalized forks on a space X arises
as a retract of the Plotkin hyperspace on its space of (sub)normalized linear
previsions.
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We recall that VX is the space of linear previsions on X, V≤1X is its
subspace of subnormalized linear previsions, and V1X is the subspace of
normalized linear previsions on X, all with the weak topology. We will in
general use the notation V•X, where • can be nothing, “≤ 1”, or “1”.

For every quasi-lens (Q, C) on V•X, let rADP(Q, C) denote the pair (rDP(Q),

rAP(C)), where for every h ∈ LX, rDP(Q)(h)
def
= infG∈QG(h) and rAP(C)(h)

def
=

supG∈C G(h).
In the reverse direction, for every (sub)normalized fork (F−, F+) on X,

let s•ADP(F
−, F+) be (s•DP(F

−), s•AP(F
+)), where s•DP and s•AP are defined as fol-

lows. When • is nothing, sDP maps every superlinear prevision F to the set
all linear previsions G ≥ F , and sAP maps every sublinear prevision F to
the set of all linear previsions G ≤ F . When • is “≤ 1”, s≤1DP maps every
subnormalized superlinear prevision F to the set all subnormalized linear
previsions G ≥ F , and s≤1AP maps every subnormalized sublinear prevision to
the set of all subnormalized linear previsions G ≤ F ; s1DP(F ) and s1AP(F ) are
defined similarly, with “normalized” replacing “subnormalized” throughout.

The maps rADP and s•ADP are close cousins of the eponymous maps of [10,
Definition 3.23]. The main difference is that lenses were used instead of
quasi-lenses there.

Following [19, Definition 4.8], we say that LX is locally convex if and
only if every element h ∈ LX has a neighborhood basis of open convex
neighborhoods. By [3, Lemma 13.6], this holds if X is LCS-complete space,
notably if X has the d-Scott topology of a quasi-metric such that X, d is
continuous complete [3, Theorem 4.1].

Following [19, Definition 4.6], we say that addition is almost open on LX
if and only if, for any two open subsets U and V of LX, the upward clo-
sure ↑(U + V ) is open. This happens notably when X is core-compact and
core-coherent [10, Lemma 3.24]; for a definition of core-coherence, see Defini-
tion 5.2.18 of [8]; every locally compact, coherent space is core-compact and
core-coherent, where coherence means that the intersection of two compact
saturated sets is compact [8, Lemma 5.2.24].

The following is a variant of Proposition 3.32 and Proposition 4.8 of [10],
using quasi-lenses instead of lenses. We say that a quasi-lens (Q,C) is convex
if and only if both Q and C are.

Proposition 4.1. Let X be a space such that LX is locally convex and has
an almost open addition map, and let • be nothing, “≤ 1”, or “1”. Addition-
ally, if • is “1”, we assume that X is compact.
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The map rADP forms a retraction of the space of quasi-lenses on V•X with
the Vietoris topology onto the space of forks (resp., of subnormalized forks
if • is “≤ 1”, of normalized forks if • is “1”) with the weak topology, with
associated section s•ADP.

This retraction restricts to a homeomorphism between the subspace of
convex quasi-lenses on V•X and the space of forks (resp., of subnormalized
forks if • is “≤ 1”, of normalized forks if • is “1”) with the weak topology.

Proof. First, rDP forms a topological retraction of Q(V•X) onto the space
of superlinear previsions on X (with the required (sub)normalization re-
quirement, depending on •) with the weak topology, and s•DP is the asso-
ciated section. We also know that rAP forms a topological retraction of
H(V•X) onto the space of sublinear previsions on X (again with the re-
quired (sub)normalization requirement) with the weak topology, and that
s•AP is the associated section. This was already used in Part III [14], and
stems from Proposition 3.22 of [10] for rDP and s•DP, and from Corollary 3.12
of [10] for rAP and s•AP. The latter result is where the local convexity of LX
is required.

The map rADP takes its values in a space of forks. For every quasi-lens
(Q, C) on V•X, we need to check that rADP(Q, C) is a fork, and the only thing
that remains to be checked is Walley’s condition.

For every h ∈ LX, let h⊥ : V•X → R+ map G to G(h). This is a

lower semicontinuous map, since h⊥
−1

(]a,+∞]) = [h > a] for every a ∈
R+. Also, for all h, h′ ∈ LX, (h + h′)⊥ = h⊥ + h′⊥, because every G in
V•X is linear. We note that, for every quasi-lens (Q, C) on V•X, for every
h ∈ LX, rDP(Q)(h) = infG∈QG(h) = infG∈Q h

⊥(G) = FQ(h⊥), and similarly
rAP(C)(h) = F C(h⊥). By Proposition 3.1, (FQ, F

C) is a (discrete) normalized
fork, so for all h, h′ ∈ LX,

rDP(Q)(h+ h′) = FQ((h+ h′)⊥) = FQ(h⊥ + h′
⊥

)

≤ FQ(h⊥) + F C(h′
⊥

) (Walley’s condition)

= rDP(Q)(h) + rAP(C)(h′),

and

rDP(Q)(h) + rAP(C)(h′) = FQ(h⊥) + F C(h′
⊥

)

≤ F C(h⊥ + h′
⊥

) (Walley’s condition)

= F C((h+ h′)⊥) = rAP(h+ h′).
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The map rADP is continuous. We recall that rDP and rAP are both contin-
uous, being part of a retraction-section pair. Since the weak topology on
spaces of forks is induced by the product topology on the product of the
spaces of superlinear and sublinear previsions, it suffices to show that the
maps (Q, C) 7→ rDP(Q) and (Q, C) 7→ rAP(C) are continuous in order to es-
tablish that rADP is continuous. In turn, this follows from the fact that the
projection maps(Q, C) 7→ Q and (Q, C) 7→ C are continuous, which is clear
since the inverse image of any basic open set 2U by the first map is 2PU
and the inverse image of any subbasic open set 3U by the second map is
3PU .

The map s•ADP takes its values in the space of quasi-lenses. Let (F−, F+)
be an arbitrary fork on X (resp. subnormalized, or normalized, depending on

•), and let (Q, C) def
= s•ADP(F

−, F+). We already know that Q is a non-empty
compact saturated subset of V•X, and that C is a non-empty closed subset
of V•X.

We use Lemma 3.28 of [10], which says that, for every G′ ∈ V•X such
that F− ≤ G′, there is a G ∈ V•X such that F− ≤ G ≤ F+ and G ≤ G′.
(This requires no condition on the space X.) By definition of Q and C, this
can be rephrased as: for every G′ ∈ Q, there is an element G ∈ Q ∩ C such
that G ≤ G′. In other words, Q ⊆ ↑(Q∩ C).

Lemma 3.29 of [10] states that, given that LX is locally convex and has an
almost open addition map, and that X is compact if • is “1”, then for every
G′ ∈ V•X such that G′ ≤ F+, there is a G ∈ V•X such that F− ≤ G ≤ F+

and G′ ≤ G. This means that for every G′ ∈ C, G′ is in ↓(Q ∩ C). Therefore
C ⊆ ↓(Q ∩ C) ⊆ cl(Q ∩ C). In particular, for every open neighborhood U of
Q, C is included in cl(Q∩ U), so (Q, C) is a quasi-lens.

The map s•ADP is continuous. This follows from the fact that s•DP and s•AP
are continuous.

rADP ◦ s•ADP is the identity map. This follows since rDP ◦ s•DP and rAP ◦ s•AP are
both identity maps.

s•ADP◦rADP is the identity map on the space of convex quasi-lenses. It suffices
to observes that s•DP◦rDP is the identity map on the space of convex non-empty
compact saturated subsets of X, and that s•AP ◦ rAP is the identity map on the
space of convex non-empty closed subsets of X. Those are Propositions 4.5
and 4.3 of [10], respectively; the second one requires that L be locally convex,
while the first one requires nothing from X. 2
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Remark 4.2. Under the assumption that LX is locally convex and has an
almost open addition map (and that X is compact in the case where • is
“1”), then the composition of the homeomorphism of Proposition 4.1 with
the homeomorphism of [10, Proposition 4.8] yields a homeomorphism from
the space of convex lenses to the space of convex quasi-lenses on V•X.

Theorem 4.3 (Continuity for forks). Let X, d be a continuous complete
quasi-metric space, a > 0, and • be “≤ 1” or “1”. Let us also assume that
LX has an almost open addition map, and that X is compact in the case
where • is “1”.

The space of all subnormalized (if • is “≤ 1”, normalized if • is “1”)
forks on X with the daKR quasi-metric is continuous complete.

It arises as a 1-Lipschitz continuous retract of the space of quasi-lenses
over V•X with the (daKR)P quasi-metric through rADP and s•ADP. That retraction
cuts down to an isometry between the space of (sub)normalized forks on X
and the space of convex quasi-lenses over V•X, with the (daKR)P quasi-metric.

The supremum of a directed family of formal balls ((F−i , F
+
i ), ri)i∈I is

((F−, F+), r) where r = infi∈I ri, F
+ is the naive supremum of (F+

i , ri)i∈I ,
and F− is the naive supremum of (F−i , ri)i∈I . In particular, (F+, r) is the
supremum of (F+

i , ri)i∈I in the space of (sub)normalized sublinear previsions
and (F−, r) is the supremum of (F−i , ri)i∈I in the space of (sub)normalized
superlinear previsions.

Proof. We use Theorem 2.2 and Theorem 2.3 without any further reference.
Given a directed family of formal balls ((F−i , F

+
i ), ri)i∈I , (F−i , ri)i∈I is a

directed family of formal balls on the space of (sub)normalized superlinear
previsions on X with the daKR quasi-metric, and (F+

i , ri)i∈I is a directed
family of formal balls on the space of (sub)normalized sublinear previsions
on X with the daKR quasi-metric. Let (F−, r) be the (naive) supremum of the
former and (F+, r) be the (naive) supremum of the latter. Lemma 3.6 states
that (F−, F+) is a fork, provided we check that X is sober. We recall that
every continuous complete quasi-metric space is sober [16, Proposition 4.1].
One easily checks that (F−, F+) is the supremum of ((F−i , F

+
i ), ri)i∈I .

That characterization of directed suprema, together with the analogous
characterization of directed suprema of formal balls on the space of quasi-
lenses (Proposition 3.7) and the fact that rAP, rDP, sAP, sDP are 1-Lipschitz
continuous, shows that rADP and sADP are 1-Lipschitz continuous. Note that
we apply Proposition 3.7 to the space of quasi-lenses over V•X, d

a
KR, and

that is legitimate since V•X, d
a
KR is continuous complete, by Theorem 2.1.
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We deal with the case of rADP to give the idea of the proof. Let ((Qi, Ci), ri)i∈I
be a directed family of formal balls on the space of quasi-lenses of V•X,
with supremum ((Q,C), r). In particular, r = infi∈I ri, (Q, r) is the supre-
mum of the directed family (Qi, ri)i∈I and (C, r) is the supremum of the
directed family (Ci, ri)i∈I . Since rDP and rAP are 1-Lipschitz continuous,
(rDP(Q), r) is the supremum of (rDP(Qi), ri)i∈I and (rAP(C), r) is the supremum
of (rAP(Ci), ri)i∈I . We have just seen that this implies that (rADP(Q,C), r) =
((rDP(Q), rAP(C)), r) is the supremum of ((rDP(Qi), rAP(Ci)), ri)i∈I , that is, of
(rADP(Qi, Ci), ri)i∈I .

We have rADP(sADP(F
−, F+)) = (rDP(sDP(F

−)), rAP(sAP(F
+))) = (F−, F+),

so rADP and sADP form a 1-Lipschitz continuous retraction. That cuts down
to an isometry when we restrict ourselves to convex quasi-lenses, because
rDP, sDP and rAP, sAP form isometries when restricted to convex non-empty
compact saturated sets and convex non-empty closed sets respectively, by
the final part of Proposition 4.1.

Since V•X, d
a
KR is continuous complete, Theorem 3.11 tells us that the

space of quasi-lenses over V•X, with the (daKR)P quasi-metric, is continuous
complete. Every 1-Lipschitz continuous retract of a continuous complete
quasi-metric space is continuous complete [16, Theorem 7.1], therefore the
space of (sub)normalized forks overX with the daKR quasi-metric is continuous
complete. 2

Theorem 4.4 (Algebraicity for forks). Let X, d be an algebraic complete
quasi-metric space, with a strong basis B. Let a > 0, and • be “≤ 1” or “1”.
Let us also assume that LX has an almost open addition map, and that X
is compact in the case where • is “1”.

The space of all subnormalized (resp., normalized) forks on X with the
daKR quasi-metric is algebraic complete.

All the forks of the form (F−, F+) where F−(h) = minmi=1

∑ni

j=1 aijh(xij)
and F+(h) = maxmi=1

∑ni

j=1 aijh(xij), with m ≥ 1,
∑ni

j=1 aij ≤ 1 (resp., = 1)
for every i, and where each xij is a center point, are center points, and they
form a strong basis, even when each xij is constrained to lie in B.

Proof. We start with the second statement. Let (F−0 , F
+
0 ) where F−0 (h)

def
=

minmi=1

∑ni

j=1 aijh(xij) and F+
0 (h)

def
= maxmi=1

∑ni

j=1 aijh(xij), with m ≥ 1,∑ni

j=1 aij ≤ 1 (resp., = 1) for every i, and where each xij is a center point.

In order to show that (F−0 , F
+
0 ) is a center point, we consider the open
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ball B
da+KR

((F−0 ,F
+
0 ),0)<ε

, and we claim that it is Scott-open. For every directed

family of formal balls ((F−i , F
+
i ), ri)i∈I , with supremum ((F−, F+), r) inside

B
da+KR

((F−0 ,F
+
0 ),0)<ε

, we have r = infi∈I ri, d
a
KR(F−0 , F

−) < ε−r, and daKR(F+
0 , F

+) <

ε− r. Also, by Theorem 4.3, (F−0 , r) is the supremum of the directed family

(F−i , ri)i∈I . Since F−0 is a center point, B
da+KR

(F−0 ,0),<ε
is Scott-open, and con-

tains (F−0 , r), hence contains some (F−i , ri); similarly, B
da+KR

(F+
0 ,r),<ε−r

contains

some (F+, ri), and we can take the same i, by directedness. It follows that
daKR(F−0 , F

−
i ) < ε− ri and daKR(F+

0 , F
+
i ) < ε− ri. Hence ((F−i , F

+
i ), ri) is in

B
da+KR

((F−0 ,F
+
0 ),0)<ε

.

Finally, we show that the forks (F−0 , F
+
0 ) as above, where xij ∈ B, form

a strong basis. By Theorem 2.1, the (sub)normalized simple valuations∑n
i=1 aiδxi where xi ∈ B form a strong basis of V•X. Hence the forks of the

form (↑E, ↓E), where E is a finite non-empty set of such simple valuations,
form a strong basis of the space of quasi-lenses over V•X, by Theorem 3.9.

Lemma 3.13 of [14] states that any 1-Lipschitz continuous retract Z of
an algebraic complete quasi-metric space Y, ∂ with strong basis B is itself
continuous complete, and that for every point z of Z, (z, 0) is the supremum
of a directed family of formal balls whose centers are images of points of
B by the retraction. Applying this to the 1-Lipschitz continuous retraction
rADP (Theorem 4.3), we obtain that for every (sub)normalized fork (F−, F+),
((F−, F+), 0) is the supremum of a directed family of formal balls with cen-
ters of the form rADP(↑E, ↓E), where E is as above. We check easily that
rADP(↑E, ↓E) is the fork (F−0 , F

+
0 ) given at the outset, and this allows us to

conclude. 2

Lemma 4.5. Let X, d and Y, ∂ be two continuous complete quasi-metric
spaces, and f : X, d 7→ Y, ∂ be a 1-Lipschitz continuous map. Let a > 0.
Let us also assume that LX and LY have almost open addition maps, and
that X and Y are compact in the case where • is “1”. The map (F−, F+) 7→
(Pf(F−),Pf(F+)) is 1-Lipschitz continuous from the space of normalized,
resp. subnormalized forks on X to the space of normalized, resp. subnormal-
ized forks on Y , with the daKR and ∂aKR quasi-metrics.

Proof. By the last parts of Theorem 2.2 and 2.3, Pf(F−) is a normalized,
resp. subnormalized superlinear prevision, and Pf(F+) is a normalized, resp.
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subnormalized sublinear prevision. Moreover, the maps F− 7→ Pf(F−) and
F+ 7→ Pf(F+) are 1-Lipschitz continuous.

Walley’s condition is immediate. For all k, k′ ∈ LY ,

Pf(F−)(k + k′) = F−(k ◦ f + k′ ◦ f)

≤ F−(k ◦ f) + F+(k′ ◦ f) = Pf(F−)(k) + Pf(F+)(k′),

and

Pf(F−)(k) + Pf(F+)(k′) = F−(k ◦ f) + F+(k′ ◦ f)

≤ F+(k ◦ f + k′ ◦ f) = Pf(F+)(k + k′).

By definition of daKR as a maximum (Definition 2.7), and since Pf is
1-Lipschitz, the map (F−, F+) 7→ (Pf(F−),Pf(F+)) is 1-Lipschitz. For
every directed family ((F−i , F

+
i ), ri)i∈I of formal balls on (sub)normalized

forks, let ((F−, F+), r) be its supremum, as given in the last part of The-
orem 4.3: (F−, r) is the supremum of the directed family (F−i , ri)i∈I in the
space of formal balls over the space of (sub)normalized superlinear previ-
sions, and (F+, r) is the supremum of (F+

i , ri)i∈I . By the 1-Lipschitz con-
tinuity of Pf on spaces of sublinear and superlinear (sub)normalized previ-
sions, (Pf(F−), r) is the supremum of (Pf(F−i ), ri)i∈I , and (Pf(F+), r) is
the supremum of (Pf(F+

i ), ri)i∈I , so ((Pf(F−),Pf(F+)), r) is the supremum
of ((Pf(F−i ),Pf(F+

i )), ri)i∈I , by the last part of Theorem 4.3 again. 2

With Theorem 4.4 and Theorem 4.3, we obtain the following.

Corollary 4.6. There is a functor from the category of continuous (resp.,
algebraic) complete quasi-metric spaces X such that LX has an almost open
addition map, and 1-Lipschitz continuous maps, to the category of continuous
(resp., algebraic) complete quasi-metric spaces, which sends every object X, d
to the space of subnormalized forks on X with the daKR-Scott quasi-metric
(a > 0), and every 1-Lipschitz continuous map f to the map (F−, F+) 7→
(Pf(F−),Pf(F+)).

There is a functor from the category of compact continuous (resp., al-
gebraic) complete quasi-metric spaces X such that LX has an almost open
addition map, and 1-Lipschitz continuous maps, to the category of compact
continuous (resp., algebraic) complete quasi-metric spaces, which sends ev-
ery object X, d to the space of normalized forks on X with the daKR-Scott
quasi-metric (a > 0), and every 1-Lipschitz continuous map f to the map
(F−, F+) 7→ (Pf(F−),Pf(F+)). 2
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Lemma 4.7. Let f : X → Y be a continuous map between topological spaces.
The map (F−, F+) 7→ (Pf(F−),Pf(F+)) is continuous from the space of
(sub)normalized forks on X to the space of (sub)normalized forks on Y , both
spaces being equipped with the weak topology.

Proof. The inverse image of the subbasic open set [k > a]− = {(H−, H+) |
H−(k) > a} is {(F−, F+) | Pf(F−)(k) > a} = {(F−, F+) | F−(k ◦ f) >
a} = [k ◦ f > a]−; similarly, the inverse image of [k > a]+ is [k ◦ f > a]+. 2

As in the proof of Proposition 3.9, let us write 2PU for the set of lenses
(Q,C) such that Q ⊆ U , reserving the notation 2U for the set of non-empty
compact saturated subsets Q of X such that Q ⊆ U . We use a similar
convention with 3PU and 3U .

Proposition 4.8 (daKR quasi-metrizes the weak topology, forks). Let X, d
be a continuous complete quasi-metric space. Let us also assume that LX
has an almost open addition map, and that X is compact in the case where •
is “1”. The daKR-Scott topology coincides with the weak topology on the space
of (sub)normalized forks on X.

Proof. Let Y denote the space of (sub)normalized forks onX, and Z denote
the space of quasi-lenses on V•X. By Theorem 2.1, the daKR-Scott topology
coincides with the weak topology on V•X, hence we may take either topology
in order to define the quasi-lenses on V•X, hence the elements of Z. Also,
V•X, d

a
KR is continuous complete. This allows us to apply Theorem 3.12 and

deduce that the (daKR)P-Scott and Vietoris topologies coincide on Z.
The pair of maps rADP, s

•
ADP defines a topological retraction of Z (with

either topology) onto Y , with its weak topology, by Proposition 4.1. By
Theorem 4.3, it also defines a 1-Lipschitz continuous retraction of Z, (daKR)P
onto Y, daKR. Since the two spaces are continuous complete, hence standard,
this defines a topological retraction of Z onto Y , with its daKR-Scott topology.
This implies that s•ADP defines a topological embedding of Y , either with its
weak topology or with its daKR-Scott topology, into Z, hence that the two
topologies on Y coincide. 2

Remark 4.9. We recall that every locally compact, coherent space X is such
that addition is almost open on LX. We may summarize some of our findings
on forks in that useful situation as follows. Let a > 0, and • be “≤ 1” or “1”.
Let X, d be a continuous complete quasi-metric space that is locally compact
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and coherent in its d-Scott topology, and also compact if • is “1”. Let Z be
the space of subnormalized forks on X if • is “≤ 1”, of normalized forks if •
is “1”. Then:

• (Theorem 4.3) Z, daKR is continuous complete, and arises as a 1-Lipschitz
continuous retract of the space of quasi-lenses over V•X with the Vi-
etoris topology, through rADP and s•ADP. That retraction cuts down to
an isometry between Z, daKR and the space of convex quasi-lenses over
V•X, with the (daKR)P quasi-metric. Directed suprema of formal balls
are computed through naive suprema.

• (Theorem 4.4) If X, d is additionally algebraic, with a strong basis B,
then Z, daKR is algebraic complete, with a strong basis of forks described
in Theorem 4.4.

• (Proposition 4.8) The daKR-Scott topology coincides with the weak topol-
ogy on Z.
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