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Abstract We represent simple graphs on 𝑛 vertices by 1-forms over a complete graph
𝐾𝑛. It is shown that these 1-forms lie on a hypersphere in the Hilbert space 𝐿2

(
Ω1
𝐾𝑛

)
of all 1-forms and the round metric induces a natural distance metric on graphs. The
metric itself reduces to a global spherical Jaccard-type metric which can be computed
from edge-list data alone. Lastly, we describe the global structure of the 1-forms
representing graphs and how these can be exploited for the statistical analysis of a
sample of graphs.

1 Introduction

Analysing sets of graphs is crucial in different applications such as social networks
of different users, brain connectivity networks of different patients, protein-protein
interactions, public transport systems, and stocks market correlations. When moving
from a single graph to a set of graphs there may or may not be node correspondences
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across the graphs - these are referred to as labelled or unlabelled graphs, respectively,
[2] - for example, social networks of different users on a social platform are treated as
unlabelled graphs because different users have different friends which are not directly
comparable; —. In all these phenomena, sets of graphs or networks arise naturally
and both a graph representation and data analysis tools are required. Defining a
common embedding space for a set of graphs is the first step in their statistical
analysis and the majority of data analysis methods developed are based on graph matrix
representations which are suited for graph classification or regression. However, if the
final aim is to interpolate between graphs or develop dimensionality reduction methods
which describe common topological substructures of graphs then a purely topological
representation is preferable. In addition, a representation which allows for an analysis
of graphs using the natural format in which graph data is presented - namely, edge lists
- would have a pre-processing advantage and avoid the zero node padding problem
which is necessary when graphs of different dimensions are compared. This article
presents a new geometric representation of finite simple graphs, both labelled and
unlabelled, and a new distance metric based on edge lists which can be used for graph
comparison. The representation is a re-tooling of ideas developed for the measurement
and statistical analysis of shapes in [1]. The construction and results are as follows.

Fix the complete graph 𝐾𝑛 on 𝑛 vertices and label the vertices 𝑉 from 1 to 𝑛. The
labelling gives rise to orientations of the edges 𝐸 = {(𝑖, 𝑗) : 𝑖, 𝑗 ∈ 𝑉}, which we set
to be 𝑖 < 𝑗 , and permits an integration of alternating functions 𝛼(𝑖, 𝑗) on 𝐸 (1-forms),
and an integration of 1-forms over subgraphs of 𝐾𝑛. Equip the space of 1-forms on
𝐾𝑛 with an 𝐿2 inner product

⟨𝛼, 𝛽⟩𝐿2 =
∑︁
𝑖< 𝑗

𝛼(𝑖, 𝑗) · 𝛽(𝑖, 𝑗)

where the orientation 𝑖 < 𝑗 ensures that each edge is counted exactly once. Since 𝐾𝑛
is finite it is clear that all 1-forms are bounded in the 𝐿2 metric but we will denote the
resulting Hilbert space by 𝐿2

(
Ω1
𝐾𝑛

)
to indicate the inner product in play.

Let 𝐺 be any simple graph (a graph without double edges or self loops) on 𝑛
vertices, containing at least one edge, and consider the set of all embeddings E (𝐺, 𝐾𝑛)
of𝐺 into 𝐾𝑛. By an embedding of𝐺 we mean an injective map 𝜑 carrying the vertices
of 𝐺 onto a subset of vertices of 𝐾𝑛 and preserving the edge adjacency relations. The
set E (𝐺, 𝐾𝑛) functions as a proxy for the isomorphism class of𝐺 since, by definition,
it encodes all the isomorphic images of 𝐺 as subgraphs of 𝐾𝑛. To each embedding 𝜑
we associate a bounded linear functional on 𝐿2

(
Ω1
𝐾𝑛

)
via the current map

C : E (𝐺, 𝐾𝑛) → 𝐿2
(
Ω1
𝐾𝑛

)∗
𝜑 ↦→

∫
𝜑 (𝐺)

where the integration is understood as the summation of the values of 1-forms over the
edges of 𝜑(𝐺) according to the orientation of 𝐾𝑛 so that each edge is counted exactly
once. Just as in the continuous case ([6], [14]), this definition of integration uniquely
characterizes the domain 𝜑(𝐺) (Proposition 2.2), which, in conjunction with the
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Riesz Representation Theorem, allows us to represent the image of each embedding
𝜑 ∈ E (𝐺, 𝐾𝑛) by a unique 𝐿2 1-form 𝛼𝜑 (𝐺) ∈ 𝐿2

(
Ω1
𝐾𝑛

)
. We have called the map C

the current map because it is the discrete analogue of the integrable de-Rham currents
([4]).

Performing this construction for all graphs with at least one edge and 𝑛 vertices -
call this set G𝑛+ - we find that the geometric structure of the set of resulting 1-forms is
quite tractable. In particular, we show that

𝛼𝜑 (𝐺) = 𝑐 · 𝛼𝜓 (𝐻 )

for some 0 ≠ 𝑐 ∈ R, if and only if 𝜑(𝐺) and 𝜓(𝐻) are identical as subgraphs of 𝐾𝑛,
in which case 𝑐 = 1, and 𝐺 and 𝐻 are isomorphic. This gives rise to the Structure
Theorem (Theorem 4.4) which provides us with an injective map from graphs into
the positive orthant of the unit sphere in 𝐿2

(
Ω1
𝐾𝑛

)
𝐹 :

⋃
G𝑛+

E(𝐺, 𝐾𝑛) → S
𝐿2

(
Ω1
𝐾𝑚

) (1)

𝜑𝐺 ↦→
𝛼𝜑 (𝐺)𝛼𝜑 (𝐺)


𝐿2

,

where
𝛼𝜑 (𝐺)


𝐿2 =

√︁
|𝐸𝐺 |, and 𝛼𝜑 (𝐺) (𝑖, 𝑗) = 1 if 𝑖 < 𝑗 and (𝑖, 𝑗) ∈ 𝐸𝜑 (𝐺) , and 0

otherwise.
A natural distance metric on non-degenerate isomorphism classes of graphs on 𝑛

vertices is induced by the round metric on the unit sphere (Theorems 5.2):

𝑑 ( [𝐺], [𝐻]) = min
𝜑∈E (𝐺,𝐾𝑛 ) ,𝜓∈E (𝐻,𝐾𝑛 )

arccos
(
⟨𝐹 (𝜑) , 𝐹 (𝜓)⟩

𝐿2
(
Ω1
𝐾𝑛

) ) , (2)

which is non-negative, satisfies 𝑑 ( [𝐺], [𝐻]) = 0 if and only if [𝐺] = [𝐻], and satisfies
the triangle inequality. Formula (2) is a geometric/functional-analytic expression for
the distance metric but there is a familiar set-theoretic expression for it that does not
require the enumeration and evaluation of graph embeddings - all one needs are the
edge lists of the two graphs being compared. The minimisation of the arccos function
is equivalent to the maximisation of its argument, and the maximisation of the 𝐿2

inner-product between 𝐹 (𝜑) and 𝐹 (𝜓) can be realized as the maximum number of
edges 𝐺 and 𝐻 can have in common when "laid over the top of each other"; that is,

𝑑 ( [𝐺], [𝐻]) = arccos

(
max

|𝐸𝐺 ∩ 𝐸𝐻 |√︁
|𝐸𝐺 | ·

√︁
|𝐸𝐻 |

)
, (3)

where the maximisation of the intersection cardinality is performed over vertex/edge
relabellings. One can recognise this expression as a spherical "Jaccard-type" distance
metric. A local variant of (3) can be found in [5] and is used to assess the probability
that two vertices should be connected or not (see [8] for another application in link-
prediction) - incidentally, this local variant had been used in text-mining since the 80s
(see [10] for example). Classical Jaccard coefficients/metrics have also been used to
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find communities in graphs ([9], [11], and [12]). Similarly, our metric (3) could be
used to find substructures common to a collection of graphs by expoiting the image
of the map 𝐹, and the geometry of the sphere.

Although discrete optimization is challenging, our construction represents graphs
by points in a sphere - a continuous space with a well understood geometry. The
discrete image of the map (1) has a particular geometric structure and forms a kalei-
doscope of concentrically circumscribed polygons, all centered on the unique rep-
resentative of 𝐾𝑛. The geometric structure of this image, aswell as the continuous
background geometry, could be used to perform constrained gradient ascent/descent
to deal with the maximisation component of the metric (2). The development of
this aspect of the dual space of graphs requires a somewhat separate analysis and,
therefore, will be left for future research.

In section 2 we introduce the central tools used in our construction. These are
the Riesz Representation Theorem, and the combinatorial analogues of orientation,
differential forms, and integration on graphs. Section 3 assembles the current map
and generates the duality between graphs and 1-forms on an ambient graph using the
instruments of section 2. The geometric structure of the set of dual 1-forms is analyzed
in section 4, which culminates in The Structure Theorem and the kaleidoscope map
𝐹. Section 5 describes the resulting distance metric on isomorphism classes of graphs
on 𝑛 vertices and an obvious extension to labelled graphs, its features, as-well as
a description of the image of the map 𝐹 and how it could be used to improve the
computation of the metric. In section 6 we describe some possible modifications to
the framework and in section 7 we discuss some particular features of the framework
which can be exploited for analysing populations of networks.

2 Notation and Preliminary Considerations

All graphs considered here will be simple graphs 𝐺 = (𝑉, 𝐸) with a set of vertices,
a set of edges, and a set of edge-vertex adjacenecy relations. In order to describe
the main constructions, we first need to introduce the central functional analytic and
graph theoretic tools.

2.1 The Riesz Representation Theorem

A real Hilbert space 𝐻 is a complete linear space provided with an inner product,
denoted ⟨·, ·⟩, and satisfying:

⟨𝑎𝑥1 + 𝑏𝑥2, 𝑦⟩ = 𝑎⟨𝑥1, 𝑦⟩ + 𝑏⟨𝑥2, 𝑦⟩ ∀ 𝑎, 𝑏 ∈ R
⟨𝑥, 𝑦⟩ = ⟨𝑦, 𝑥⟩
⟨𝑥, 𝑥⟩ > 0 unless 𝑥 = 0

If we fix an element 𝑦 ∈ 𝐻, then the expression 𝐹𝑦 (𝑥) = ⟨𝑦, 𝑥⟩ assigns to each
𝑥 ∈ 𝐻 a real number. Observe that 𝐹𝑦 is linear in 𝑥 and is bounded. We call 𝐹𝑦
a bounded linear functional on 𝐻. It is a Theorem of Riesz that these are the only
bounded linear functionals on 𝐻, which we will denote by 𝐻∗:



The Currents Space of Graphs 5

Theorem 1 For every bounded linear functional 𝐹 ∈ 𝐻∗ there exists a unique 𝑦 ∈ 𝐻
such that

𝐹 (𝑥) = ⟨𝑦, 𝑥⟩, ∀ 𝑥 ∈ 𝐻.

Furthermore, the Riesz map, given byR : 𝐻∗ → 𝐻 and sending 𝐹 to its corresponding
𝑦, is an isometric isomorphism.

The particular Hilbert spaces considered here will be the Hilbert spaces of 𝐿2

𝑝-forms over a graph 𝐺; the linear functionals of interest will be the combinatorial
analogue of integrable currents defined by integration over subgraphs. The remainder
of this section will introduce the elementary concepts of orientation and integration
in, and over, a graph.

2.2 Orientation and Integration

Denote by 𝐺 𝑝 the set of complete 𝐾𝑝+1 subgraphs of a fixed graph 𝐺 - elements of
𝐺 𝑝 are often referred to as cliques; for example, 𝐺0 = 𝑉 , 𝐺1 = 𝐸 , and 𝐺2 = 𝑇 -
the set of all triangles in 𝐺. A 0-form on 𝐺 is a function of its vertices; for example,
the vertex degree function is a zero form on a graph 𝐺. A 1-form is a function on 𝐸
which is antisymmetric in its 2 arguments - these being the vertices, or end-points,
of the edge. A 2-form is a function on 𝑇 which is antisymmetric in its 3 arguments -
these being the vertices, or corners, of the triangle. The antisymmetry in the 1-forms
and 2-forms is there to assign a direction, much like a vector field on a manifold. The
set Ω0

𝐺
is the set of all 0-forms on 𝐺, Ω1

𝐺
the set of all 1-forms on 𝐺, and Ω2

𝐺
the set

of all 2-forms on 𝐺, and, more generally, Ω𝑝

𝐺
is the set of 𝑝-forms on 𝐺. The sets of

𝑝-forms on a graph 𝐺 form finite dimensional vector spaces.
Since 1-forms are alternating in their arguments, there is some ambiguity in terms

of which sign we start with. To deal with this we introduce an orientation on 𝐺. This
corresponds to labelling the vertices and then prescribing an order to this labelling.
The simplest orientation one can give to the set of edges in a graph is to numerically
label the vertices and put them increasing order:

�̃� = {(𝑖, 𝑗) : 𝑖 < 𝑗}.

A 1-form on 𝐺 is now completely determined by the values it takes on �̃� . Similarly,
the simplest orientation one can give to the set of triangles in a graph is to traverse
it’s edges in the direction of increasing order:

𝑇 = {(𝑖, 𝑗 , 𝑘) : 𝑖 < 𝑗 < 𝑘}.

A 2-form on 𝐺 is now completely determined by the values it takes on 𝑇 .
There is an obvious 𝐿2 inner product on 0-forms of 𝐺, and using the orientations

�̃� and 𝑇 , we may equip the space of 1-forms and 2-forms with 𝐿2 inner products
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aswell

⟨ 𝑓 , 𝑔⟩𝑉 =
∑︁
𝑉

𝑓 (𝑖) · 𝑔(𝑖)

⟨𝛼, 𝛽⟩𝐸 =
∑̃︁
𝐸

𝛼(𝑖, 𝑗) · 𝛽(𝑖, 𝑗)

⟨𝜒, 𝜔⟩𝑇 =
∑̃︁
𝑇

𝜒(𝑖, 𝑗 , 𝑘) · 𝜔(𝑖, 𝑗 , 𝑘)

In complete analogy to the continuous setting, the orientations �̃� and 𝑇 ensure that
each edge is counted exactly once in the sum. The Hilbert spaces of 𝐿2 0-, 1-, and
2-forms on 𝐺 are denoted by 𝐿2

(
Ω0
𝐺

)
, 𝐿2 (

Ω1
𝐺

)
and 𝐿2 (

Ω2
𝐺

)
, respectively.

Similarly, one can define an orientation on (𝑝 + 1)-cliques

Ω̃
𝑝

𝐺
= {(𝑖1, ..., 𝑖𝑝+1) : 𝑖1 < 𝑖2 < · · · < 𝑖𝑝+1}

and define an 𝐿2 metric by

⟨𝛼, 𝛽⟩Ω𝑝
𝐺
=

∑̃︁
Ω
𝑝

𝐺

𝛼 · 𝛽.

Denote the space of 𝐿2 𝑝-forms by 𝐿2
(
Ω
𝑝

𝐺

)
.

The orientation of a graph gives a very natural notion of integration of 1-forms
over a graph 𝐺: ∫

𝐺

: 𝐿2
(
Ω1
𝐺

)
→ R

defined by ∫
𝐺

𝛼 =
∑̃︁
𝐸

𝛼.

If 𝐻 is a subgraph of𝐺 we can also integrate over 𝐻, which inherits an orientation
from 𝐺 by restriction: ∫

𝐻<𝐺

𝛼 =
∑̃︁
𝐸 |𝐻

𝛼.

We say two subgraphs 𝐻 and 𝐾 are equal (write 𝐻 = 𝐾) if they are exactly
the same subgraphs of 𝐺, vertex-for-vertex and edge-for-edge. When two graphs (or
subgraphs), 𝐻 and 𝐾 , are isomorphic, in the usual graph theoretic sense, we write
𝐻 � 𝐾 . In complete analogy with integration theory (cf. Whitney, Harrison), the
definition of integration allows us to characterize subgraphs of 𝐺 by the integration
of 1-forms.

Proposition 1 Suppose 𝐻 and 𝐾 are two subgraphs of an oriented graph 𝐺 and let
𝐿2 (

Ω1
𝐺

)
be the space of 𝐿2 1-forms over 𝐺. Then∫

𝐻

𝛼 =

∫
𝐾

𝛼, ∀𝛼 ∈ 𝐿2
(
Ω1
𝐺

)
if and only if 𝐻 = 𝐾 .
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Proof If 𝐻 = 𝐾 then clearly the integration of all 1-forms over 𝐻 is identically equal
to the integration of all 1-forms over 𝐾 .

If 𝐻 ≠ 𝐾 then there exists an edge 𝑒 contained in 𝐻 that is not contained in 𝐿.
Take a 1-form supported on 𝑒 only (i.e. is non-zero on 𝑒 and zero everywhere else on
𝐺) - the 1-integral of this form over 𝐻 is non-zero while the 1-integral of this form
over 𝐾 is identically zero. That is, the two integrations are not equal.

3 The Current Space

3.1 The Dual Representation of a Graph

Let 𝐾𝑛 be the complete graph on 𝑛 vertices; fix an orientation of its edges, and let
𝐿2

(
Ω1
𝐾𝑛

)
be the set of 𝐿2 1-forms on 𝐾𝑛 with 𝐿2

(
Ω1
𝐾𝑛

)∗
its dual. The core idea of

this section is predicated on the observation that 𝐿2
(
Ω1
𝐾𝑛

)
encodes all topological

graph structures on 𝑛 vertices, viewed as subgraphs of 𝐾𝑛.
Let 𝐺 be a graph on 𝑛 vertices, with at least one edge, and consider the set of

all possible embeddings E (𝐺, 𝐾𝑛) of 𝐺 into 𝐾𝑛 - by an embedding we mean a map
carrying the vertices of 𝐺 bĳectively onto the vertices of 𝐾𝑛 and carrying the edges
of 𝐺 onto a subset of the edges of 𝐾𝑛 in which edge-vertex adjacency relations are
preserved. The set of embeddings E (𝐺, 𝐾𝑛) represents the isomorphism class of 𝐺
and the images of elements of E (𝐺, 𝐾𝑛) are presentations of 𝐺 as subgraphs of 𝐾𝑛.

Define a map
C : E (𝐺, 𝐾𝑛) → 𝐿2

(
Ω1
𝐾𝑛

)∗
by

𝜑 ↦→
∫
𝜑 (𝐺)

- 1-integration over 𝜑(𝐺) < 𝐾𝑛. Since the image of C is a bounded linear functional
on 𝐿2

(
Ω1
𝐾𝑛

)
we can apply the Riesz Representation Theorem - Theorem 2.1:

Proposition 2 For a graph 𝐺 on 𝑛-vertices, each embedding 𝜑 ∈ E (𝐺, 𝐾𝑛) is rep-
resented by a unique 𝐿2 1-form on 𝐾𝑛:

𝛼𝜑 (𝐺) = R ◦ C (𝜑) ∈ 𝐿2
(
Ω1
𝐾𝑛

)
,

where R is the Riesz map of Theorem 2.1.

Theorem 2 Let 𝐺 be a graph, and E (𝐺, 𝐾𝑛) its embedding set. The unique 1-form
𝛼𝜑 (𝐺) ∈ 𝐿2

(
Ω1
𝐾𝑛

)
representing 𝜑 ∈ E (𝐺, 𝐾𝑛) is given by

𝛼𝜑 (𝐺) (𝑖, 𝑗) =


1 if (𝑖, 𝑗) ⊂ 𝐸𝜑 (𝐺) and 𝑖 < 𝑗 .

−1 if (𝑖, 𝑗) ⊂ 𝐸𝜑 (𝐺) and 𝑖 > 𝑗 .

0 otherwise.

where 𝐸𝜑 (𝐺) denotes the edge set of 𝜑(𝐺) < 𝐾𝑛.
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Proof The equation for 𝛼𝜑 (𝐺) is defined by the Riesz representation theorem and
integration:∑̃︁

𝐸

𝛼𝜑 (𝐺) (𝑖, 𝑗) · 𝛽(𝑖, 𝑗) = ⟨𝛼𝜑 (𝐺) , 𝛽⟩𝐸 =

∫
𝜑 (𝐺)

𝛽 =
∑︁
�̃� |𝜑 (𝐺)

𝛽(𝑖, 𝑗).

The unique solution to this equation is the one stated in the Theorem; 𝛼𝜑 (𝐺) is zero on
edges not contained in 𝜑(𝐺) and is one, or minus one depending on the orientation,
on edges contained in 𝜑(𝐺).

3.2 The Structure Theorem

Given a graph𝐺 we can associate to each presentation of it as a subgraph of𝐾𝑛 a unique
1-form in 𝐿2

(
Ω1
𝐾𝑛

)
; this was the content of section 3. Unfortunately, each presentation

is assigned it’s own 1-form, rather than the isomorphism class of𝐺 receiving a unique
1-form. Nevertheless, we are able to determine the geometric structure of the set of all
1-forms representing all possible presentations of all possible graphs on 𝑛-vertices,
and with least one edge, and then use this structure to place a metric on isomorphism
classes of graphs (section 5).

Determining the structure of the set of representing 1-forms will proceed in three
stages. First, we fix a graph 𝐺 and consider the set of all embeddings of 𝐺 into
𝐾𝑛. From Proposition 2.2 it follows that no two 1-forms representing two distinct
embeddings of 𝐺 are collinear with the origin in 𝐿2

(
Ω1
𝐾𝑛

)
- this is Lemma 4.1.

Next, we fix two graphs 𝐺 and 𝐻, and consider the two sets E(𝐺, 𝐾𝑛) and E(𝐻, 𝐾𝑛).
Lemma 4.2 shows that the set of 1-forms representing E(𝐺, 𝐾𝑛) and the set of 1-
forms representing E(𝐺, 𝐾𝑛) are equal as sets if and only if 𝐺 and 𝐻 are isomorphic;
furthermore, when 𝐺 and 𝐻 are not isomorphic, the two sets of 1-forms have empty
intersection. Lemma 4.3 combines the last two Lemmas and asserts that not two 1-
forms representing two different embeddings of any two graphs𝐺 and 𝐻 are collinear
with the origin. These three Lemmas culminate in the Structure Theorem - Theorem
4.4 - which defines an injective map from the set of all embeddings of all graphs on
𝑛 vertices, and having at least one edge, into the unit sphere of 𝐿2

(
Ω1
𝐾𝑛

)
.

Let G𝑛+ be the set of all graphs on 𝑛 vertices and containing at least one edge.
Define

E𝑛+ =
⋃
𝐺∈G𝑛+

E (𝐺, 𝐾𝑛) .

This is the set of all possible embeddings of all possible graphs on 𝑛 vertices with at
least one edge, into𝐾𝑛. We now describe the geometric structure of the setR◦C1 (

E𝑛+
)
,

as outlined above.

Lemma 1 Let 𝜑 and 𝜓 belong to E (𝐺, 𝐾𝑛). Then,

𝛼𝜑 = 𝑐 · 𝛼𝜓
for some 0 ≠ 𝑐 ∈ R if and only 𝜓 = 𝜑, in which case 𝑐 = 1. In particular, no two
distinct 1-forms 𝛼𝜑 and 𝛼𝜓 in R ◦ C𝑝 (E (𝐺, 𝐾𝑛)) are collinear with the origin.
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Proof Clearly if 𝜓 = 𝜑 then 𝛼𝜑 = 𝛼𝜓 , so suppose that there exists a 0 ≠ 𝑐 ∈ R such
that

𝛼𝜑 = 𝑐 · 𝛼𝜓 .

The Riesz representation Theorem implies∫
𝜑 (𝐺)

𝛽 = 𝑐 ·
∫
𝜓 (𝐺)

𝛽

for all 1-forms 𝛽 ∈ 𝐿2 (
Ω1) . If 𝜓 ≠ 𝜑 then 𝜓(𝐺) ≠ 𝜑(𝐺) as subgraphs of 𝐾𝑛 and

consequently there exists a 1-form 𝛽 supported on an edge appearing in 𝜓(𝐺) that is
not in 𝜑(𝐺). This means

0 ≠ 𝑐 ·
∫
𝜓 (𝐺)

𝛽 =

∫
𝜑 (𝐺)

𝛽 = 0

- a contradiction. We conclude that 𝜑 = 𝜓 and 𝑐 = 1 by Proposition 2.4.

Lemma 2 Suppose𝐺 and𝐻 are graphs and consider their embedding sets E (𝐺, 𝐾𝑛)
and E (𝐻, 𝐾𝑛), respectively. Then,

C (E (𝐺, 𝐾𝑛)) = C (E (𝐻, 𝐾𝑛))

if and only if 𝐺 � 𝐻; when 𝐺 � 𝐻

C (E (𝐺, 𝐾𝑛)) ∩ C (E (𝐻, 𝐾𝑛)) = ∅.

Proof Clearly, if 𝐺 � 𝐻 then the sets E (𝐺, 𝐾𝑛) and E (𝐺, 𝐾𝑛), as they’re defined,
are equal as sets and hence their images under the map C1 are equal as sets aswell.

Now suppose 𝐺 � 𝐻 but suppose, further, that there exists a 𝜑 ∈ E (𝐺, 𝐾𝑛) and a
𝜓 ∈ E (𝐻, 𝐾𝑛) such that ∫

𝜑 (𝐺)
=

∫
𝜓 (𝐺)

.

By proposition 2.4 this means 𝜑(𝐺) = 𝜓(𝐻) as subgraphs of 𝐾𝑛 and, in particular,

𝜓−1 ◦ 𝜙(𝐺) = 𝐻

is an isomorphism between 𝐺 and 𝐻 - a contradiction.

Lemma 3 Suppose𝐺 and𝐻 are graphs and consider their embedding sets E (𝐺, 𝐾𝑛)
and E (𝐻, 𝐾𝑛). Then

𝛼𝜑 (𝐺) = 𝑐 · 𝛼𝜓 (𝐻 )

for some 0 ≠ 𝑐 ∈ R if and only 𝜑(𝐺) = 𝜓(𝐻), in which case 𝑐 = 1 and 𝐺 � 𝐻.
In particular, no two distinct 1-forms 𝛼𝜑 (𝐺) and 𝛼𝜓 (𝐻 ) in R ◦ C (E (𝐺, 𝐾𝑛)) and
R ◦ C (E (𝐻, 𝐾𝑛)), respectively, are collinear with the origin.

Proof Immediate consequence of Propositions 3.4 and 3.3

From these three Lemmas we obtain the Structure Theorem:
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Theorem 3 The map
𝐹 : E+

𝑛 → S
𝐿2

(
Ω1
𝐾𝑛

)
defined by

𝜑𝐺 ↦→ 1𝛼𝜑 (𝐺)

𝐿2 (Ω1

𝐾)
· 𝛼𝜑 (𝐺) ,

is an embedding of E𝑛+ into the 𝐿2 unit sphere S
𝐿2

(
Ω1
𝐾𝑛

) . The 𝐿2 norm of 𝛼𝜑 (𝐺)

is exactly the square root of the number of edges in 𝐺:
𝛼𝜑 (𝐺)


𝐿2

(
Ω1
𝐾𝑛

) =
√︁
|𝐸𝐺 |.

Moreover, the image of 𝐹 lies in the positive orthant of S
𝐿2

(
Ω1
𝐾𝑛

) .
Proof By Lemma 4.3, we know that no two 1-forms representing two distinct embed-
dings 𝜑 and 𝜓 ∈ E are collinear with the origin 0 ∈ 𝐿2

(
Ω1
𝐾𝑛

)
. Consequently, the map

given in the statement of the Theorem is injective between the indicated spaces. The
explicit description of a representing 1-form 𝛼𝜑 (𝐺) given in Theorem 3.2 implies its
𝐿2 norm is exactly the square root of the number of edges in 𝐺 and the definition of
the 𝐿2 inner product with respect to the orientation �̃� gives

⟨𝐹 (𝜑𝐺), 𝐹 (𝜓𝐻 )⟩ ≥ 0

so that the image of 𝐹 is contained in the positive orthant of S𝐿2 (Ω1
𝐾) .

Remark 1 It is possible to extend this result to graphs with different numbers of
vertices but it should be understood in a particular way. Let 𝐺 be a graph on 𝑚

vertices with 𝑚 ≤ 𝑛, and at least one edge, and consider the set of embeddings
E (𝐺, 𝐾𝑛) of 𝐺 into 𝐾𝑛. Set

E𝑚+ =
⋃
𝐺∈G𝑚+

E (𝐺, 𝐾𝑛) .

and

E𝑛 =
𝑛⋃
𝑚=1

E𝑚+

- this is the set of all possible embeddings into 𝐾𝑛 of all possible graphs on at most 𝑛
vertices with at least one edge. Unfortunately, 𝐹 is no longer injective on this larger set
because 𝐹 cannot see isolated vertices without any edges and the graphs on 𝑖 vertices,
2 ≤ 𝑖 ≤ 𝑛, with exactly one edge all have the same image under 𝐹. So graphs on
different numbers of vertices can be compared in the same hypersphere S

𝐿2
(
Ω1
𝐾𝑛

) but

it should be understood that the graphs have, implicitly, a certain number of isolated
vertices bringing the total order of each graph to 𝑛.

4 A Metric on Graphs

The Structure Theorem can be used to write down two distance metrics on graphs.
One for isomorphism classes of graphs, and one for graphs where vertex labels matter.
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4.1 A Metric on Isomorphism Classes of Graphs

The Structure Theorem gives an embedding of graphs into the 𝐿2 unit sphere of
1-forms on 𝐾𝑛. This does not give us a unique representation of an isomorphism
class of graphs (unlabelled graphs); rather, it gives us a unique representation of each
representative of an isomorphism class, viewed as a subgraph of 𝐾𝑛. We can use
the Structure Theorem to calculate quantitative differences between graphs with the
spherical arc length distance - this is the arcosine of the 𝐿2 inner product between
the two 1-forms representing the two graphs of interest. Intuitively, the more edges
two subgraphs have in common, the larger the 𝐿2 inner product between the 1-forms
representing them will be, and, consequently, the shorter the length of the spherical arc
joining them will be. The fewer edges two subgraphs have in common, the smaller the
𝐿2 inner product will be and the larger the length of the spherical arc joining them will
be. The length of the shortest arc amongst all arcs joining elements of 𝐹 (E (𝐺, 𝐾𝑚))
with elements of 𝐹 (E (𝐻, 𝐾𝑚)) is, then, a distance between the isomorphism class
of 𝐺 and the isomorphism class of 𝐻, even if 𝐺 and 𝐻 have different numbers of
vertices.

Let Iso(𝑛) denote the set of isomorphism classes of graphs on 𝑛 vertices. So far we
have only considered graphs with at least one edge; this is the set E𝑛+ . The degenerate
graph 𝐸𝑛∅ on 𝑛 vertices is a member of Iso(𝑛) but there is no reason to assume that the
degenerate graph is closer to one graph than any other, and so we will take this graph
to be at a constant distance from all other graphs - this is a canonical choice.

Definition 1 Define the following real-valued function on Iso(𝑛) × Iso(𝑛):

𝑑𝑛 ( [𝐺], [𝐻]) =

𝜋
2 if 𝐺 = 𝐸𝑛∅ ⊻ 𝐻 = 𝐸𝑛∅ .

min𝜑∈E (𝐺,𝐾𝑚 );
𝜓∈E (𝐻,𝐾𝑚 )

arccos
(
⟨𝐹 (𝜑) , 𝐹 (𝜓)⟩𝐿2 (Ω1

𝐾)
)

otherwise.

The choice of 𝜋
2 is due to the fact that arccos 0 = 𝜋

2 (0 formally representing the
value of the inner product between the zero 1-form representing the degenerate graph
and any other 1-form) and is consistent with the measurement units for non-degenerate
graphs.

Theorem 4 The set Iso(𝑛), equipped with the function 𝑑𝑛, is a discrete metric space
(Iso(𝑛), 𝑑𝑛).

Proof The function 𝑑𝑛 is a distance metric:

1. Non-degeneracy follows directly from The Structure Theorem - Theorem 4.4;
2. Symmetry is obvious from symmetry of the 𝐿2 inner product;
3. The 𝐿2 unit sphere is, itself, a complete metric space with the spherical arc-

length distance which satisfies the triangle inequality. The spherical arc-length
function restricted to any (discrete) subset of the sphere continues to satisfy the
triangle inequality and, consequently, 𝑑𝑛 satisfies the triangle inequality aswell.
The distance between the degenerate graph and any other graph, as specified in
the definition, ensures the triangle inequality is satisfied; this is because the image
of 𝐹 is contained in the positive orthant of S𝐿2 (Ω1

𝐾) .
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By considering the graph of the cosine function on the interval [0, 𝜋2 ] it’s straight-
forward to see that minimisation of arccos is equal to the maximisation of it’s argument:

min
𝜑∈E (𝐺,𝐾𝑚 );
𝜓∈E (𝐻,𝐾𝑚 )

arccos
(
⟨𝐹 (𝜑) , 𝐹 (𝜓)⟩𝐿2 (Ω1

𝐾)
)
= arccos

©« max
𝜑∈E (𝐺,𝐾𝑚 );
𝜓∈E (𝐻,𝐾𝑚 )

⟨𝐹 (𝜑) , 𝐹 (𝜓)⟩𝐿2 (Ω1
𝐾)

ª®®¬
for two non-degenerate isomorphism classes of graphs [𝐺] and [𝐻]. Using the partic-
ular expressions for the 1-forms 𝛼𝜑 (𝐺) and 𝛼𝜓 (𝐻 ) given in Theorem 3.2, it becomes
clear that maximising the 𝐿2-inner product between 𝐹 (𝜑(𝐺)) and 𝐹 (𝜓(𝐻)) reduces
to determining the largest number of edges two graphs,𝐺 and 𝐻, can have in common
when "laid over the top of each other". From this perspective, the 𝑑𝑛 metric can be
expressed as a spherical Jaccard-type metric:

𝑑𝑛 ( [𝐺], [𝐻]) = arccos

(
max

|𝐸𝐺 ∩ 𝐸𝐻 |√︁
|𝐸𝐺 | ·

√︁
|𝐸𝐻 |

)
where 𝐸𝐺 and 𝐸𝐻 are the edge lists of 𝐺 and 𝐻, and the maximisation is performed
over edge relabellings. It’s important to observe that one does not need to enumerate
all embeddings of graphs in 𝐾𝑛 to calculate this metric. Rather, one only needs to
compare the edge lists of two given graphs and maximise the cardinality of their
intersection over labellings.

4.2 A Metric on Labelled Graphs

Instead of performing graphs matching, one might be interested in comparing graphs
that come with pre-assigned vertex labels. In this case there is only one embedding
of each labelled graph: the labelled vertices of 𝐺 are mapped to the corresponding
vertices in 𝐾𝑛 and the adjacency relations are preserved. A metric on labelled graphs,
then, is simply the spherical arc length without the minimisation term. We state this
using the set-theoretic expression derived above.

Let 𝐿𝐺 (𝑛) denote the set of labelled graphs on 𝑛 vertices.

Theorem 5 The function 𝑑𝐿𝐺 (𝑛) on 𝐿𝐺 (𝑛) × 𝐿𝐺 (𝑛), defined by

𝑑𝐿𝐺 (𝑛) (𝐺, 𝐻) = arccos

(
|𝐸𝐺 ∩ 𝐸𝐻 |√︁
|𝐸𝐺 | ·

√︁
|𝐸𝐻 |

)
where 𝐸𝐺 and 𝐸𝐻 are the edge lists of the labelled graphs 𝐺 and 𝐻, is a distance
metric on 𝐿𝐺 (𝑛).

4.3 Computing the Metric and the Image of 𝐹

In this paragraph we describe the image of 𝐹 in the hypersphere as shown in Figure 1
for 𝑛 = 3 and for a three dimensional slice of 𝐹

(
E+

4
)
. The edges of 𝐾𝑛 are indexed by
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the ordered set 𝐸𝐾𝑛 = {(1, 2), (1, 3), . . . , (2, 3), (2, 4), . . . , (𝑛, 𝑛 + 1), . . . , ( 𝑛(𝑛−1)
2 −

1, 𝑛(𝑛−1)
2 )} and since a 1-form is completely determined by the values it takes on

these edges, the vector space of 1-forms is 𝑛(𝑛−1)
2 dimensional and can be visualised

as R
𝑛(𝑛−1)

2 , where each 1-form is represented by a vector written with respect to the
standard basis. The unit sphere in 𝐿2

(
Ω1
𝐾𝑛

)
is then the standard (𝑛+1) (𝑛−2)

2 -sphere.
By Proposition 2.2, there is only one representative of 𝐾𝑛 in S

𝐿2
(
Ω1
𝐾𝑛

) which has

coordinates 𝑝𝐾𝑛 =

(√︃
2

𝑛(𝑛−1) ,
√︃

2
𝑛(𝑛−1) , . . . ,

√︃
2

𝑛(𝑛−1)

)
. If 𝐺 is a graph with 𝑘 edges

then it comes with an edge list of length 𝑘 , describing the graph adjacency. Augment
this list with zeros so that it has the same length as 𝐸𝐾𝑛 , and place the zeros in
such a way so that the resulting list is ordered in the same way as 𝐸𝐾𝑛 and a zero
appears in the position of an edge not contained in 𝐺. Now replace each non-zero
entry in the list with 1√

𝑘
. The result is the list of components of the point 𝑝𝐺 in the

sphere S
𝐿2

(
Ω1
𝐾4

) representing𝐺 with its given presentation 𝜑(𝐺) < 𝐾𝑛. The spherical

arc-length distance between 𝑝𝜑 (𝐺) and 𝑝𝐾𝑛 is

arccos

(√︄
2𝑘

𝑛(𝑛 − 1)

)
.

This expression only depends on 𝑘 and 𝑛, and is true for any graph with 𝑘 edges. In
particular, all points representing all graphs on 𝑘 edges are at a constant distance from
𝑝𝐾𝑛 and form a polygon centered at 𝑝𝐾𝑚 . So, the image of 𝐹 (E𝑛) ⊂ S

𝐿2
(
Ω1
𝐾𝑛

) is a

kaleidoscopic set of concentric polygons, all centered at 𝑝𝐾𝑚 , and ordered by edge
number.

Subgraphs of 𝐾𝑛 with only one edge are mapped to the coordinate axes; subgraphs
with two edges are mapped to the midpoints of the great arcs connecting points
representing graphs with one edge (where those edges each appear in the subgraph
with two edges); etc... See Figure 1 for 𝑛 = 3 and Figure 2 for a three dimensional
slice of 𝐹

(
E+

4
)
. Since graphs with exactly one edge are mapped by 𝐹 to the coordinate

axes, it’s clear the closure of the convex hull of 𝐹 (on the unit sphere) is the positive
orthant S+

𝐿2
(
Ω1
𝐾𝑛

) .
Although we have connected our "geometry of graphs" with similarity measures

of sets, this formulation of the metric suffers from the same drawback that affects
the standard representation of unlabelled graphs: optimisation over vertex/edge re-
labellings. However, the construction performed and analyzed over sections 3 and 4
represents graphs by points in the unit sphere of 1-forms over the ambient embedding
graph 𝐾𝑚. The discrete image of the embedding 𝐹, described in the Structure Theo-
rem, has a particular geometric form, which is interesting in and of itself, and, once
fully understood, could be used to perform constrained gradient ascent/descent in the
continuous unit sphere for the computation of the 𝑑𝑚 metric.
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(a) The image of 𝐹 (E3 ) ⊂ S
𝐿2

(
Ω1
𝐾3

)
(b) A 3d slice of 𝐹 (E4 ) ⊂ S

𝐿2
(
Ω1
𝐾4

)
Fig. 1: Visualisations of the image of 𝐹 for graphs on 3 and 4 vertices, respectively

Fig. 2: Left: Two different, but topologically similar, graphs, which are "close" in the
𝑑𝑛 metric. Right: Two topologically distinct graphs which are well separated in the
𝑑𝑚 metric, but fail both the 1- and 2-WL tests

4.4 Metric Features

A good metric for the topology of graphs should be robust to minor additions or
deletions of edges, yet sensitive to the presence of truly different topological structures
of different dimensions. For example, the two graphs 𝐺 and 𝐻, shown on the left in
Figure 2, differ by an isthmus but basically have the same topological structure (see
Remark 4.5 on how to interpret graphs with differing vertex orders). The 𝑑𝑛 distance
between them is

𝑑𝑛 ( [𝐺], [𝐻]) =
𝜋

6
.

Compare this with the two graphs 𝐾 and 𝐿 shown on the right in Figure 2. These
two graphs contain fundamentally different topological structures and the 𝑑𝑛 distance
between them is

𝑑𝑛 ( [𝐾], [𝐿]) = 0.775 ≈ 𝜋

4
.

While this distance doesn’t appear "huge", it is worth remembering that the image
of 𝐹 spans the positive orthant of S𝐿2 (Ω1

𝐾) and the 𝑑𝑚 diameter of Iso𝑚 is 𝜋
2 - the

distance between [𝐾] and [𝐿] is the length of an arc spanning almost half the closure
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of the convex hull of 𝐹 (E). It’s interesting to note that both the 1 and 2-Weisfeiler-
Lehman tests fail for the two graphs [𝐾] and [𝐿] [13], whereas the duality generated
by treating the integral as a function of its domain, in combination with the Riesz
representation Theorem, captures high order topological structures with 1-forms over
𝐾𝑛.

5 Further Modifications

It’s also possible to bias certain edges in 𝐾𝑛 so that these edges receive a greater
bias than others when they appear in a subgraph 𝜑(𝐺). We refer to 𝑏𝑖 𝑗 as a bias of
edge (𝑖, 𝑗) so as not to confuse it with the terminology of edge attributes or weights
which often represent features on the graph. This can be captured in our construction
through a modification of the 𝐿2 metric:

⟨𝛼, 𝛽⟩𝑏𝐸 =
∑̃︁
𝐸

𝑏𝑖 𝑗𝛼(𝑖, 𝑗) · 𝛽(𝑖, 𝑗), 0 < 𝑏𝑖 𝑗 ∈ R

where the strictly positive real numbers 𝑏𝑖 𝑗 are fixed weights assigned to edges and
can be thought of as defining a line element for integration. In this case, the unique
1-form 𝛼𝜑 (𝐺) ∈ 𝐿2

𝑏

(
Ω1
𝐾𝑛

)
, where subscript 𝑏 indicates measurement in the biased

𝐿2 metric, is given by

𝛼𝜑 (𝐺) (𝑖, 𝑗) =


𝑏𝑖 𝑗 if (𝑖, 𝑗) ⊂ 𝐸𝜑 (𝐺) and 𝑖 < 𝑗 .

−𝑏𝑖 𝑗 if (𝑖, 𝑗) ⊂ 𝐸𝜑 (𝐺) and 𝑖 > 𝑗 .

0 otherwise.

The structure theorem can be proved just as before and we obtain an injective map

𝐹 : E+
𝑛 → S

𝐿2
𝑏

(
Ω1
𝐾𝑛

)
defined by

𝜑𝐺 ↦→ 1𝛼𝜑 (𝐺)

𝐿2
𝑤 (Ω1

𝐾)
· 𝛼𝜑 (𝐺) ,

where the 𝐿2
𝑏

norm is the square root of the sum of the squared edge bias 𝑏𝑖 𝑗 on edges
appearing in 𝜑(𝐺). A metric on isomorphism classes of graphs and labelled graphs
can be defined as before but no longer has a simple Jaccard expression due to the
incorporation of fixed edge weights on 𝐾𝑛:

𝑑𝑏𝑛 ( [𝐺], [𝐻]) = arccos
©«max

∑
𝑏𝑖 𝑗 ∈𝐸𝐺∩𝐸𝐻 𝑏

2
𝑖 𝑗√︃∑

𝑏𝑖 𝑗 ∈𝐸𝐺 𝑏
2
𝑖 𝑗
·
√︃∑

𝑏𝑖 𝑗 ∈𝐸𝐻 𝑏
2
𝑖 𝑗

ª®®¬
where the maximisation is again performed over vertex-edge relabellings. The ⟨·, ·⟩𝑏

𝐸
-

unit sphere appears as an ellipsoid in R
𝑛(𝑛−1)

2 where the principle axes are determined
by 1

𝑏𝑖 𝑗
. Although the metric
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6 Applications

Defining a common embedding space for a set of graphs is the first step in any statisti-
cal analysis of graphs. Analysing sets of graphs is crucial in different applications such
as social networks of different users, brain connectivity network of different patients,
protein-protein interactions, public transport systems, and stocks market correlation.
In all these phenomena, sets of graphs or networks arise naturally and data analysis
tools are required. The Currents Space of graphs addresses the problem of defining
a more suitable and natural embedding for graphs. The majority of data analysis
methods developed are based on graph matrix representations which are suited for
graph classification or regression. However, if the final aim is to interpolate between
graphs or develop dimensionality reduction methods an embedding based on the graph
topology is preferable and the current space of graphs defines a suitable and natural
embedding of graphs in which to analyze topology and topological differences. An
implementation of the Currents Space embedding is based on the edge-list graph
representation - which is a natural format in which graph data is presented - and over-
comes the matrix representation and the zero padding problem which is necessary
when graphs of different dimensions are compared.

To conduct a data analysis on the Currents Space of graphs, an efficient graph
matching procedure should be defined by exploiting the geometrical structure of the
space. As shown in Figure 1, graphs with the same topology represent vertices of
polygons centered on the unique representative of 𝐾𝑛. Such geometrical structures
could help find the optimal overlapping embedding of two graphs in 𝐾𝑛 to compute
the distance.

The spherical embedding in the Currents Space allows one to use the technique of
principal symmetric space analysis [7, 3] for graphs. Such a method can be used for
dimensionality reduction which involves finding a sub-sphere corresponding to a 𝐾𝑘
which captures the majority of the variability in a set of graphs originally embedded
in 𝐾𝑛. Other dimensionality reduction methods have been proposed, but all based on
adjacency or laplacian matrix representations.

The Currents Space is also a suitable embedding space to study probability distri-
butions over graphs as they generate binary graphs. A population of graphs prospec-
tive on graph distributions has been largely overlooked as there have been no suitable
embedding. Computing the Fréchet mean, the Fréchet variance, and asymptotic be-
haviour of such distributions in the Currents Space can be of interest to capture novel
geometrical insights.

7 Conclusion

We have constructed a representation of graphs by first embedding them in a complete
graph and representing the resulting subgraph by a unique 1-form on 𝐾𝑛. The set of
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all 1-forms representing all possible subgraphs turned out to have a fairly tractable
geometry; that is, they could be arranged to lie on a hypersphere. This induced a
natural distance metric on isomorphism classes of graphs and labelled graphs which
reduced to a global Jaccard-type metric that can be computed from edge-list data
alone. The global structure of the discrete image set of the map 𝐹 has an interesting
geometric structure in and of itself and we believe that a better understanding of this
image will be of interest to the statistical analysis of graphs and could help improve
computational efficiency of the metric.
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