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Every brain is unique, having its structural and functional or-
ganisation shaped by both genetic and environmental fac-
tors over the course of its development. Brain image stud-
ies tend to produce results by averaging across a group of
subjects, under the common assumption that it is possi-
ble to subdivide the cortex into homogeneous areas while
maintaining a correspondence across subjects. We inves-
tigate this assumption: can the structural properties of a
specific region of an atlas be assumed to be the same across
subjects? This question is addressed by looking at the net-
work representation of the brain, with nodes correspond-
ing to brain regions and edges to their structural relation-
ships. Using an unsupervised graph matching strategy, we
align the structural connectomes of a set of healthy sub-
jects, considering parcellations of different granularity, to
understand the connectivitymisalignment between regions.
Firstly, we compare the obtained permutations with four
different algorithm initializations: Spatial Adjacency, Iden-
tity, Barycenter and Random. Our results suggest that ap-
plying an alignment strategy improves the similarity across
subjectswhen the number of parcels is above 100 andwhen
using Spatial Adjacency and Identity initialization (the most
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plausible priors). Secondly, we characterize the obtained
permutations, revealing that the majority of permutations
happens between neighbours parcels. Lastly, we study the
spatial distribution of the permutations. By visualizing the
results on the cortex, we observe no clear spatial patterns
on the permutations and all the regions across the context
aremostly permutedwith first and second order neighbours.
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Structural Parcellation, Network Alignment, Graph Matching,
Graph Space, Unlabelled Graphs, Healthy Subjects, Group-wise
Parcellation

1 | INTRODUCTION

Every brain is unique, having its structural and functional organisation shaped by both genetic and environmental fac-
tors over the course of its development (Thompson et al., 2001). This uniqueness directly translates into inter-subject
variability in the location and extent of functional brain areas, the network organisation of structural connectivity, and
the structure–function relationship (Vigneau et al., 2006; Sporns et al., 2005; Mueller et al., 2013; Tate et al., 2014).
In imaging studies which tend to produce results by averaging across a group of subjects, this variability introduces
temporal and spatial variance in the localisation of specialized brain areas and their network connectivity. In particular,
this variability undermines the common assumption that it is possible to subdivide the cortex into homogeneous ar-
eas while maintaining a correspondence across subjects. In other words, can we assume the structural and functional
properties of a specific region of an atlas to be the same across subjects? This question is of particular interest to
studies that represent the brain as a network, where nodes correspond to brain regions and edges to their structural
or functional relationship (Sporns et al., 2005; Preti et al., 2017). If there is a spatial variability across subject, then the
nodes of the network may not be matched, and the networks of distinct subjects should not be compared directly.

A possible solution to this problem is to make no assumption on the correspondence between the nodes of the
network and to try to derive it using a data driven approach. This solution acts at the connectivity matrix level and
jointly addresses: a possible spatial misalignment between the parcels that occurred during the registration phase;
and a possible structural connectivity difference across subjects. Aligning the nodes of two networks based on their
connectivity properties is referred as graph matching or network alignment (Conte et al., 2004). Given two networks,
network alignment corresponds to finding a permutation of the nodes of one graph which minimizes a cost function
- usually a dissimilarity measure between the graphs. As the problem is NP-hard, many different techniques have
been proposed in the literature, from exact matching to inexact matching (see Conte et al. 2004; Emmert-Streib et al.
2016 for exhaustive reviews on the topic). Notice that network alignment differs from the fingerprint matching and
the parcel matching problem (Mars et al., 2016; Gallardo et al., 2018a) as it only relies on the intrinsic properties of
the network, for example edge weights, instead of node specific features. The network alignment problem gained
attention in the context of neuroscience, aiming at understanding the heterogeneity inter–subjects brain connectivity
networks. However, current approaches were designed for the alignment of general networks, for example social
networks, and do not typically impose spatial constraints on the node permutations. In the context of brain networks,
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arbitrary permutation may result in the large spatial displacement of brain areas which is highly improbable. Therefore,
while local permutation explaining inter–subject variability is expected, permutation resulting in large displacement
should be discouraged (e.g., permuting regions in the occipital and frontal lobes). Therefore, a graph alignment strategy
promoting or enforcing local permutation may be more appropriate to brain network alignment. In Figure 1, we
illustrate the difference between the identity matching, where the regions across subjects are considered as the same
nodes, and the graph matching, where we search for a better matching of regions across subjects. Both different
similarity measures as well as different matching strategies can be defined, creating a wide range of approaches (Frigo
et al., 2021; Deslauriers-Gauthier et al., 2020; Rasero et al., 2017; Frost et al., 2014; Takerkart et al., 2014; Becker
et al., 2018; Weinstein et al., 2021; Ravindra et al., 2020).

F IGURE 1 Left: Conceptual visualization of identity matching and graph matching in the context of structural
brain connectivity. Right: Conceptual visualization of graph embedding in the context of identity matching and
graph matching.

In this work, we aimed at exploring the stability of group-wise parcellations when performing inter–subject anal-
ysis by looking at network alignment performances and characteristics on a set of control subjects. Given a set of
structural connectivity matrices derived from a extrinsic connectivity parcellation (Gallardo et al., 2018b), we study
the network alignment results. Among the different alignment strategies, we choose the Fast Approximate Quadratic
(FAQ) algorithm (Vogelstein et al., 2015), as it represents a state of the art in the network alignment literature. It is
also known to be well tailored for the analysis of brain connectivity networks (Glaser and Kording, 2016; Vogelstein
et al., 2015). The analysis is conducted on the different priors of the matching procedure, by imposing different initial
conditions to the graph matching algorithm, and at different parcels granularities. The proposed approach allows for
the definition of the spatial initialization as a suitable initialization for structural connectivity data and the identifica-
tion of the most stable and most unstable brain area in brain matching across subjects.
Ourmain contribution consists in showingwith a purely data driven approach how inter-subject variability of structural
connectivity graphs can be decreased using graph matching and with the correct initialization. We also characterized
the area of the brain that are more often permuted, showing where the misalignment often resides.
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2 | MATERIALS AND METHODS

2.1 | Brain Graph Matching

A weighted graph is a mathematical object Gi = (N , Ei ,wi ) with a set of nodes N = {1, . . . , n }, a set of edges E =

{(j , k ) ∈ {0, 1}, j , k ∈ N }, and a weight functionwi : E → Ò. In matrix term, a graph can be represented as a weighted
adjacency matrix Gi ∈ Òn×n . In the context of brain networks, the number of nodes n corresponds to the number of
parcels per hemisphere andw often encodes the connectivity, either structural or functional, between parcels. Given
the matrix representation, different metrics can be defined to compare graphs (Donnat and Holmes, 2018; Frigo et al.,
2021; Bassett and Bullmore, 2017; Pandit et al., 2013). In this work, we are using the Frobenious norm:

dF (G1,G2) = | |G1 −G2 | |2 =
n∑
i=1

n∑
j=1

(G1 (i , j ) −G2 (i , j ))2

Note that the Frobenious norm is not invariant under node permutations, it thus allows for an analysis of the
suggested nodes’ permutations. In addition, it allows for a quick graph matching procedure (Vogelstein et al., 2015)
and it has been broadly used in the context of structural connectivity comparison. Graph matching corresponds in
finding an injective map from the nodes of the graphGi to the nodes of the graphG j . In geometrical terms, the nodes
(parcels in this context) permutation is expressed using the matrix representation of the permutation group P = {P ∈
{0, 1}n×n : PT 1 = P 1 = 1}. Given an adjacency matrix Gi , it can be permuted into potentially n! different adjacency
matrices by applying the permutation action. The results is an equivalence class of graphs [Gi ] = {PTGi P : P ∈ P},
obtained by permuting the rows and the columns of the adjacency matrices by matrix multiplication. If we are using
the metric as the alignment cost function and the permutation matrix representation, aligning two networks Gi and
G j corresponds in finding the permutation matrix Pi j minimizing:

d ( [Gi ], [G j ]) = min
P ∈P

dF (Gi , P
TG j P ) (1)

This minimization problem corresponds to the graphmatching problem. In addition, d ( [Gi ], [G j ]) is an inducedmetric
on on the quotient space Òn×n/P obtained by applying the permutation action to the space of adjacency matrices.
This space is often called graph space (see for details Jain and Obermayer 2009; Calissano et al. 2023). Note that the
graphmatching is only the simplest operationwhich can be performed in graph space, as the theoretical framework for
the analysis of graphs is richer, including for example Fréchet mean (Jain and Obermayer, 2010), principal components
(Calissano et al., 2023), regression (Calissano et al., 2022; Severn et al., 2020), and testing (Ginestet et al., 2017).

In the context of brain network analysis, graphmatching represents a way to understand if there is a misalignment
between subjects, and provides a way to correct it. A misalignment is detected when the optimal permutation matrix
obtained by equation (1) is not the identity. In this situation, the similarity between subjects can be improved by
permuting the labels of one subject, implying that the initial labels do not match. The optimal permutation matrix P to
apply to the labels of subject j is also produced by Equation (1) and can thus be applied as preprocessing step before
further analysis or comparison of the networks.

2.1.1 | FAQ algorithm for graph matching

Graph Matching is an NP-hard problem which has been largely explored in the literature (see Conte et al. (2004)
for a review). Among the different inexact graph matching algorithms, we selected the Fast Quadratic Assignment
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method proposed by Vogelstein et al. (2015) as it represents the state of the art method and it has been used in
the context of human and insect brain matching (Frigo et al., 2021; Winding et al., 2023). The FAQ matching is a
fast method for inexact graph matching based on the Frobenious norm between adjacency matrices and it allows to
select an initialization (a prior) to the matching procedure, which is important in this context where not all the regions
permutations are meaningful.

The idea behind the methodology is to relax the domain of permutation matrices from the discrete set P to the
continuous convex hull of doubly stochastic matrices D = {P ∈ Òn×n : PT 1 = P 1 = 1, P ≥ 0}. Starting from the
minimization of the Frobenious norm between two adjacency matrices Gi ,G j ∈ Òn×n , the problem is manipulated
into the following minimization:

minimizing f (P ) = −trace(Gi PG
T
j P

T ) (2)

subject to P ∈ D

The local solution in found by gradient descend in the space D. To obtain a permutation matrix as output, the solution
is then projected onto P. As many optimization problems, the FAQ algorithm relies on an initialization P0, which
could be interpreted as a prior knowledge on the parcels’ matching. Given the complexity of the problem, this prior
knowledge has a significant impact on the quality of the final solution. In FAQ, such initialization matrices has to be
a doubly stochastic matrix (Gagniuc, 2017). Given a permutation matrix, we obtain a doubly stochastic matrix using
the Sinkhorn Knopp Algorithm (Sinkhorn and Knopp, 1967). We are proposing four different initializations:

1. Barycenter: starting from a non informative doubly stochastic matrix where all entries have the same value. This
corresponds to picking all the regions’ permutations as equally probable;

2. Random: starting from a random doubly stochastic matrix. This encode guessing some permutation at random;
3. Identity: starting from the identity matrix. This initialization suggests that the current labels are correct;
4. Spatial Adjacency: starting from the spatial structure of the regions. This matrix is derived from the parcellation of

the cortical surfacewhere adjacent regions are considered as neighbors. Such initialization suggests a permutation
with the spatial neighbours.

2.2 | Structural brain networks

Our dataset consists of 100 healthy young adults from the Human Connectome project, (U100 subject group) (Van Es-
sen et al., 2012; Glasser et al., 2013). For each subject, a five-tissue-type image (Smith et al., 2012) was obtained
using the Freesurfer pipeline (Fischl, 2012) invoked through Mrtrix3 (Tournier et al., 2019). A response function was
estimated for the white matter, gray matter, and cerebrospinal fluid using a maximal spherical harmonic order of 8
for all tissues (Jeurissen et al., 2014). The fiber orientation distribution functions (fODFs) were then computed using
the multi-shell multi-tissue constrained spherical deconvolution algorithm (Jeurissen et al., 2014). Finally, the fODFs
were used as input for probabilistic anatomically constrained tractography performedwith the iFOD2 algorithm (Smith
et al., 2012) seeding from the gray matter - white matter interface and obtaining a total of five million streamlines
per subject. The structural brain connectivity network are built from the parcellation introduced in Gallardo et al.
(2018b), as we are interested in group-wise parcellation. This parcellation is built based on 138 tractograms built from
co-registered cortical surfaces from Human Connectome Project (Van Essen et al., 2012). The resulting parcellation is
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defined on the average FreeSurfer surface (MSMAll) with 32k vertices. A clustering procedure offers different regions
granularity by selecting a threshold and sequentially aggregating regions with similar connectivity structure. Thus, we
study the parcellation at different granularity from 50 up to 1000 nodes, to assess the threshold where the original
alignment across subjects is inexact.

2.3 | Experiments Set Up

The aim is to study howgraphmatching behaveswhen comparing healthy subjects’ brain structural graph. By analysing
the graph matching results at different parcellations and with different initialization, we can infer which areas of the
brain most suffer from misalignment errors in the parcellation strategy. To evaluate the quality of the alignment, we
use the ratio between Fopt , the objective function obtained FAQ graph matching, and Fi d the objective function
obtained with the identity matching (i.e., leaving the graphs with the current nodes labels).

F
i j
opt (P ) = trace(Gi PG

T
j P

T ) F
i j
i d

= trace(Gi I
TG j I ) (3)

Given P̂ ∈ P, the permutation matrix estimated via FAQ and I ∈ Òn×n the identity matrix of the original alignment,

F
i j
opt (P̂ )

F
i j
i d

If this ratio is below 1, the observations are better aligned with the identity matching. If the ration is above 1, the
observations are better aligned if a permutation is applied. F i j

opt and F
i j
i d

refers to the alignment between subject i
and subject j . The choice of pairwise matching rather than template matching is driven by two main factors: The
computation of an average is non trivial in the case of node unlabelled graphs (see Kolaczyk et al. (2020); Calissano
et al. (2023) for further details); The pairwise matching also offers an higher number of matching and permutation
matrices, for a more detailed and robust understanding of the misalignment between subjects.

2.3.1 | Comparing different initialization

For all the parcellations and hemispheres, we are aligning all the graphsGi with all the other graphsG j , i , j = 1, . . . , 100

computing via FAQ the optimal permutationmatrices P̂i j . The aimof this first experiment is to see how the initialization
parameter changes the performance of the graph matching with respect to the identity matching.

2.3.2 | Comparing different permutations

Once the graph matching is performed, we are interested in understanding how the regions are matched by looking at
the optimal permutation matrices P̂i j . We divide the type of permutations into three categories: Self Matching - when
the parcel is permuted with itself; Neighbours Matching - when the parcel is permuted with a neighbouring parcel;
and Others - when the permuted regions are not direct neighbors. In Figure 2, we provide a conceptual visualization
of the type of permutation between regions.
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F IGURE 2 Types of regions matching: (Top) Self Matching representing regions which are permuted with
themselves; (Middle) Neighbours Matching representing regions permuted with their spatial neighbours on the
brain; (Bottom) Others representing permutations with other regions rather then themselves or neighbours.

2.3.3 | Spatial distribution of permutations

The matching results can be also illustrated on cortical surface to visualize the areas which are more often matched.
Specifically, for each regionwe computed its permutation rate, differentiating over the spatial distance of the proposed
permutation. We denote r np the rate of permutation with an nth neighbor. The symbol r 0p therefore corresponds to the
rate of "no permutation" (or self permutation), r 1p the rate of permutation with a direct neighbor, etc. This visualization
provides insights on the spatial misalignment across subjects and if certain regions are more permuted than other. It is
also possible to visualise individual matching results by computing the rate of permutation of one regionwith all others
across all subjects. This provides a region by region view of the stability of regions and the most likely permutations.

3 | RESULTS

3.1 | Comparing different initialization strategies

In Figure 3, we illustrate the distribution of the ratio for every parcellation and every initialization. The barycentric and
random initialization are systematically outperformed by the original regions matching, indicating that it is preferable
to perform no matching. Contrarily, the identity and the spatial initialization outperform the original regions matching
for every atlas with a number of regions at or above 100, suggesting inter-subjects alignment. Furthermore, the
improvement increases with the number of regions. For example, at 100 parcels with the barycenter initialization the
percentage of permuted parcels is 21% and it doubles at 1000 parcels, reaching 58.5%. The results are in line with the
expectations, as the most significant priors on the brain regions matching are the identity and the spatial rather then
the random and the barycenter, as it is more plausible to have either none or only local misalignment between regions
in the brain. The plot shows how the alignment with identity or spatial initialization can decrease the misalignment
error inter-subjects.
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F IGURE 3 For each parcellation {P 50, ..., P 1000}, we compute all the subject-to-subject matching. We plot the
distribution of the ratio between the graph matching objective function and the identity matching objective
function. When the ratio is above 1, the graph matching is preferable over the identity matching. Different algorithm
initializations are considered (Spatial Adjacency, Identity, Barycenter and Random).

3.2 | Comparing different permutations

The percentage of regions belonging to Self Matching, Neighbours Matching, and Others is illustrated in Figure 4.
When the graph matching was outperformed on average by the identity matching, indicating a poor matching, we
report the results with a dashed line. For all four initialization strategies the percentage of permuted nodes increases
as the number of regions increases. For the identity and the spatial initializations, the percentage of Self Matched
nodes is higher then the percentage of matched nodes. Among the matched nodes, the percentage of nodes matched
with Neighbours is predominant with respect to regions permuted with others. These are plausible results, as we
expect the regions to be permuted with neighbours due to local misalignment during the parcellation procedure. In
addition, the identity initialization show an higher percentage of self permuted regions while the spatial initialization
an higher percentage of neighbours matched regions.

3.3 | Spatial organisation of the permutations

To understand the spatial distribution of the different permutations (self, other, neighbours), we represent the permu-
tations obtained with the Adjacency Initialization on the cortex. We chose this initialization as it is the best performing
one according to the previous results. Figure 5 illustrates the permutation rates r 0p , r 1p , and r 2p , for atlases with a 100,
300, and 1000 regions. In agreement with the results of Figure 4, the majority of permutation are local, with their rate
quickly decreasing with increased pair distance. No spatial organisation is noticeable, indicating that all regions have
the same permutation distribution. Examples of permutation for specific regions are illustrated in Figure 6 for simi-
larly located regions across the atlases with 100, 300, and 1000 regions. We observe a high locality of permutation,
with the rate of permutation rapidly decreasing with increased distance from the region of interest. As the number
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F IGURE 4 Type of permutations. For each parcellation, the proportion of self permuted parcels, parcels
permuted with neighbours and parcels permuted with other parcels. The lines are dotted when the graph matching is
under-performing the identity matching. By looking at both the Identity Initialization and the Spatial Adjacency
Initialization we notice an increase in the number of permuted parcels when the number of parcels increase,
maintaining an higher proportion of parcels permuted with neighbours.
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F IGURE 5 Surface visualization of the permutation type. For each regions, we considered the rate at which a
regions was permuted with any other region (i.e. not a self permutation), with a region that is not a 1st degree
neighbor, and with a region that is not a 1st or 2nd degree neighbor. Warmer and colder colors indicate a higher and
lower permutation rate, respectively. Gray indicates a permutation rate below 1%. The three rows correspond to a
brain parcellation with 100, 300, 1000 regions.

of regions of the atlas is increased, the permutations become more local and stable around the region of interest.
The increased locality for atlases with more parcels is expected as the number of parcels increases the parcel size is
reduced, leading to permutations with short distances. This is essentially a consequence of the neighborhood being
defined via parcel adjacency instead of cortical distance.

4 | DISCUSSION

Studies representing the brain as a network often assume a correspondence between the nodes across the subjects.
However, due to inter–subject variability affecting the structural and functional organisation of the cortex, the labels of
the nodes may not bematched across subjects, leading to incorrect comparisons. In this work, we proposed a network
alignment strategy that exploits the spatial organisation of the cortical surface and thus promotes local permutation
of node labels. When applied to the structural connectivity matrix of healthy young adults, our proposed alignment
reduced inter–subject variance.
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F IGURE 6 Given the brain region marked with the black dot, we plot the frequency of permutation with other
regions for three atlas granularity (100, 300, 1000 regions). The frequencies are computed considering the whole set
of subject-to-subject permutations obtained with the spatial initialization. The considered region is permuted with
gray regions less than 1% of the times and with the other regions as indicated by the legend: warmer colors indicate
high frequency of permutation, colder colors indicate low frequency of permutation.

In more detail, we considered the structural brain networks of 100 healthy subjects from the HCP, obtained from
a state-of-the-art diffusion MRI tractography pipeline. The nodes of the network corresponded to the regions of
a groupwise structural parcellation of the cortex with the number of regions varied from 50 to 1000. Among the
different available network alignment techniques, we selected the FAQ matching as it allowed us to include priors on
the spatial organisation of the cortex. We choose a spatial adjacency matrix as initialization of the algorithm, encoding
the spatial relations of the parcels. Compared to other initialization strategies, using the adjacency matrix as a starting
point systematically increased the similarity between subjects for atlases with more than 50 regions, as illustrated in
Figure 3. On the other hand, using a random or barycentric initialisation lead to a decrease of inter–subject similarity.
Note that our baseline for similarity is the identity matrix, which corresponds to the assumption that the atlas is
matched across subject made in current studies. Our results suggest that, for a healthy cohort, network alignment
should be performed before any comparison of the networks across subjects. The whole framework is implemented
in a notebook in the geomstats python package1.

The importance of exploiting the spatial organisation of the cortex when performing network alignment is fur-
ther explored by looking at the individual permutations. Specifically, we considered the distance between permuted
regions, in terms of the neighborhood. As illustrated in Figure 4, most permutation are either with the same label
(no permutation r 0p ) or with a direct neighbor (r 1p ). As the number of regions increase, there is an increase in the rate
of long range permutation (r np with n > 1), reaching 21% for 1000 regions. This phenomenon can be explained by
the size of the regions of the atlas which decreases as the number of parcel increases. In other words, r 1p and r 2p

may correspond to the same cortical distance on two different atlases. These results suggest that a better notion of

1https://github.com/geomstats/geomstats



12 Calissano et al.

neighborhood could be estimated with the distance between cortical regions rather than their adjacency in terms of
cortical mesh. Such approach would require the selection of an arbitrary distance threshold.

To understand the spatial distribution, the permutation frequencies for each region of the brain were illustrated
in Figure 5. Overall, no specific patterns where identified and all regions presented a similar permutation distribution.
From the inter–subject variability point of view, this supports the idea that the variance is not region specific and
is instead uniform over the cortex. As illustrated in Figure 6, the permutation patterns were also consistent over
different resolutions of the atlas. Regions were in general permuted with close neighbors, again highlighting the
importance of the neighborhood information in the graph matching problem. While our proposed strategy favors
local permutations, it does not forbid long range ones and they were observed in some cases. Because we considered
structural connectivity, the permutation of these nodes can indicate that they fulfil similar roles in terms of structural
network organisation, or at least that they have similar connectivity to the rest of the brain. This could occur, for
example, in tightly interconnected subnetworks with few connections to other subnetworks.

Previous studies Tian et al. (2022); Chamberland et al. (2017) have reported that interindividual variability is het-
erogeneous across the cortex, contrasting with the relatively homogeneous permutation maps of our results. Indeed,
because our study relies on very similar data and processing, it is reasonable to expect our connectivity matrices to
have the same variability profile. However, our goal in performing graph alignment is to improve the global similarity
or the matrices and our approach does not seek to specifically correct for regions with high variability. In addition,
the permutations identified by the graph alignment do not all have the same impact on the variability. Some permuta-
tions may greatly reduce it (e.g. permutations in regions of high variability) while others will have a small impact. Our
results in Figure 3 indicate that the variability is indeed systematically reduced when using the spatial initialization
(a ratio above 1 corresponds to reduced variability). However, due to noise, approximation in the atlas, and general
model mismatch, not all variability can be compensated by the graph alignment and some interindividual subject will
remain and may still be heterogeneous. In brief, the maps representing the permutation rate in Figure 5 should not be
interpreted as interindividual variability as the relationship between the two is not trivial. Finally, our approach could
be optimized to promote not only neighborhood permutations, but also favor regions of high variability susceptible
to correction by permutation.

In summary, our results show that brain network alignment increases the inter–subject similarity of structural
connectivity, considered through the structural connectome. Notice that the underlying uncertainty might be due to
different factors, including the group-wise parcellation misalignment, and the subjects specific differences. A compar-
ison of the registration error in the groupwise parcellation and the graph matching results might decouple the source
of uncertainty. In the context of healthy cohorts, the reduction in variability is advantageous as we expect all subjects
to have normal, and therefore similar, connectivity. Extending these results to pathology is challenging as the inter–
subject variance may be a feature of the disease and should not be corrected explicitly. A possible solution would
be to apply network alignment using a different alignment targets per class, as is common in registration. Finally, our
results considered only structural connectivity and may not generalize to functional connectivity or scenarios where
both are considered simultaneously, e.g. structure–function mapping. In such cases, the alignment strategy should
be modified to consider all available data to ensure a consistent permutation across the different networks.

5 | CONCLUSION

Considering a set of structural connectivity matrices of healthy subjects, this study shows how the cross–subjects
variability can be decreased by applying graph matching techniques. We compare cross-subjects similarity using
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different initialization of the FAQ graph matching algorithm. The improvement is significant when the algorithm is
initialized using the identity or spatial structure of the regions and when the number of parcels increases. By looking
at the results, the suggested matching are mostly between neighbours, showing local misalignments due to group-
wise parcellation strategy. These preliminary results highlight the potential of using graph matching prior to group
connectivity studies. Applying graph matching between subjects using graph matching technique improve the cross–
subjects similarity.
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6 | APPENDIX

Wedecompose the results across subjects, to visualize if there is a high variability across subject in the graphmatching
results. In Figure 7 and 8, we look at all the permutations obtained across subjects, to check if there are any subject
anomalies. As the subjects are control subjects, we expect a consistent behaviour for each parcellation. As shown in
the figure, the pattern is indeed consistent across subjects and by increasing the number of regions the FAQ suggests
a matching procedure rather then leaving the nodes labels stable.
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F IGURE 7 Left Hemisphere: Visualization of the ration between objective functions for each parcellations and
each subjects.
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F IGURE 8 Right Hemisphere: Visualization of the ration between objective functions for each parcellations and
each subjects.
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