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Abstract

The use of space through satellites is more and more important for nations, companies,
and individuals. However, since the first satellite was sent up in 1957, mankind has
been polluting space with debris (i.e., artificial objects with no function), especially in
low orbits (between 100 and 2000 km). The current situation is such that: 1/ space
agencies send on average several collision risk alerts every day, and 2/ satellites as well
as the International Space Station regularly perform avoidance maneuvers to escape
being damaged or simply destroyed.

In addition, in the last few years, these problems have become more worrisome and
may permanently change dimension with the advent of mega-constellations of satel-
lites. Indeed, in order to develop telecommunications and high-speed Internet, several
companies (e.g., Starlink, Kuiper, OneWeb, Hongyan, Hongyun, Leosat, Athena) are
planning to send several tens of thousands of satellites into low orbits, which are al-
ready the most polluted.

The purpose of this paper is to provide an economic analysis in terms of dynamic
games of the trade-off between constellation size and cost of preserving the space en-
vironment. Our goal is to contribute to provide a framework for a sustainable develop-
ment of a space economy.
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1. Introduction

The successful launch of the satellite Sputnik 1 on October 4th, 1957 inaugurated
the era of mankind exploitation of the outer space, defined as the domain above the
Karman line usually set at 100 km above the Earth (McDowel (2018)).2 Since then,
the use of space for commercial and military purposes has been steadily growing, and
this use is expected to accelerate with the arrival of mega constellations operated by
private firms (e.g., Starlink, Kuiper, OneWeb, Hongyan, Hongyun, Leosat, Athena). In
2020, the space economy reached an estimated value of 371 billion dollars, of which
271 for the satellite industry alone (Bryce (2021)).

Satellites play a crucial role in our daily life, and we can no longer do without
their services (OECD (2019)). To illustrate, we recall that: (i) Weather forecast en-
tirely depends on measurements and pictures from space, and 26 of the 50 climate
variables essential to assess the state of the Earth, are only fully accessible from space;
(ii) Satellite data are systematically used to manage major disasters (earthquakes, vol-
canic eruptions, tsunamis, hurricanes, fires, etc.); and (iii) Navigation satellites such as
GPS, Glonass, or Galileo are used to help us travel. On the negative side, the conquest
of space has been accompanied by a production of space debris (essentially dead satel-
lites, rocket upper stages, operational and fragmentation debris), which can potentially
render space economically useless if their number exceeds a certain threshold.

The objective of this paper is to attempt to reconcile the growth in space exploita-
tion with the preservation of the global commons, that is, to achieve a sustainable
development of space.

1.1. Space debris: Some background

Sputnik 1, a small silver ball of 60 cm in diameter and 84 kg in mass, split into
two pieces of debris, i.e., the last stage of the rocket that placed the satellite into orbit
(a metal cylinder of 28 m in length, 3 m in diameter and a mass of 6500 kg) and a
conical cap (of a mass of approximately 100 kg). Although the numbers may differ
from one source to another, there is a broad consensus on the orders of magnitude of
space debris. For instance, the former head of space debris activities at ESA (European
Space Agency) estimated in 2015 that there were 5,400 objects larger than 1 m, 29,200
between 1 m and 10 cm,3 (see Figure 1) 740,000 between 10 cm and 1 cm, 170 million
between 1 cm and 1 mm, and 360 billion between 1 mm and 0.1 mm (Klinkrad (2015)).
Moreover, these objects are not homogeneously distributed throughout space, and the
most densely populated area is in low orbits (between 100 and 2000 km). This region
of space, used in particular by observation and meteorological satellites, is not itself
uniformly affected by this pollution (see Figure 2).

Even though space is very large, the presence of these space debris and their con-
centration in certain areas, represent some risks for the exploitation of space due to

2The UNOOSA (United Nations Office of Outer Space Affairs) proposes a catalog of all the objects
sent into space. Available at https://www.unoosa.org/oosa/osoindex/index.jspx?lf id. See AstriaGraph
(http://astria.tacc.utexas.edu/AstriaGraph/) for a graphical view

3The catalog of the objects of more than 10 cm is incomplete because some of them are difficult to detect,
and because it excludes the military objects.
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Figure 1: Number of catalogued objects (Liou (2020))

the possible accidental collisions between satellites and debris or collisions between
debris. Currently, the probability of loss of a satellite due to debris is estimated at be-
tween 3 and 5% over its operational life, while the risk of loss of a satellite during its
launch is 1 to 2%, and the risk of loss due to poor satellite design is around 1%. The
risk of loss due to a collision with a piece of debris is related to the mass but especially
to the size and the hypervelocity of the debris. Indeed, a piece of space debris located
at 1,000 km of altitude will remain in orbit for a millennium while moving at 26 500
km/h. Moreover, the bigger it is, the higher the probability of collision with another
space object. A piece of debris smaller than 1 mm colliding with a satellite generates
essentially a wear of materials, while a piece of debris larger than 1 cm can lead to a
fragmentation (with a probable deterioration of its functions) or to a total destruction
of a satellite.4

To date four accidental collisions happened in low orbit between a satellite and a
piece of debris, namely, the collision involving: (i) Cosmos 1934 satellite and a piece
of catalogued debris (December 23, 1991);(ii) Cerise satellite and a piece of catalogued
debris (July 24, 1996); (iii) Thor Burner 2A satellite and a piece of catalogued debris
(July 17, 2005); and (iv) Iridium 33 satellite and the former Cosmos 2251 dead satellite
(which had become a piece of debris) (Feb. 10, 2009).5 In addition, it should be

4As an indication, a 1 mm radius debris has a kinetic energy equivalent to a bowling ball thrown at 100
km/h, while a 1 cm radius debris has a kinetic energy equivalent to a big car running at 130 km/h.

5The jump observed in 2009 in Figure 1 corresponds to this accidental collision, while that of 2007 is the
deliberate result of an anti-satellite missile firing by the Chinese military on January 11 on one of its dead
satellites (Feng-Yun 1-C). On March 27, 2019, the Indian government also carried out an anti-satellite firing
on one of its satellites.
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3.1. Evolution as a function of height (1994–2020) 

From 1994 to 2020, the evolution of the density of cataloged objects 
in LEO as a function of height is shown in Fig. 1. The overall growth was 
far from uniform, as also highlighted in Fig. 2. Most of the increase 
actually occurred between 300 and 1000 km, with an enhancement 
factor significantly higher than 2 in much of the interval and reaching a 
peak of more than 10 between 450 and 500 km. Below 300 km the 
number of cataloged objects instead decreased (enhancement factor 
<1), while above 1000 km it slightly increased, with an enhancement 
factor just above 1, except for the range of heights from 1100 to 1300 
km, where it was anyway around 2 (Fig. 2). 

Concerning the growth of cataloged objects in the quarter of century 
1994–2020, the LEO region can therefore be split into three sub-regions: 
the high LEO, between 1000 and 2000 km; the low LEO, between 300 
and 1000 km; and the orbital decay region, below 300 km. Most of the 
growth observed occurred in low LEO, while in high LEO it was rela-
tively uniform and restrained. In the orbital decay region, finally, there 
was a decrease of average resident objects in 2020 compared with 1994, 
but the picture there is quite sensitive to solar activity, space operations 
and small fluctuations in the number of objects, due to the sizable at-
mospheric drag, short orbital lifetimes and average low object density. 

Analyzing in greater detail what happened in each single 50 km 
height bin, from 1997 to 2020 the cataloged object density remained 
practically stable between 200 and 250 km. No systematic growth was 
also observed, from 1994 to 2020, between 250 and 350 km, but large 
fluctuations with amplitudes up to ~100% of the average values 
occurred. From 1994 to 2019, the same was also true between 350 and 
400 km, but from 2019 to 2020 the object density increased by 129%, 
due to a sudden surge in the launch rate of small satellites. This sudden 
surge was also evident at 400–450 km (+188%, since 2017), at 450–500 
km (+368%, since 2016), at 500–550 km (+140%, since 2016), and at 
550–600 km (+102%, since 2016), while before 2016–2017 each of 
these height ranges had been characterized by a practically constant 
(400–500 km) or slightly increasing (500–600 km) density of cataloged 
objects for 20 years. 

The 50 km altitude bins from 600 to 950 km were characterized by 
approximately linear increases of the object density during the overall 
time span considered. The average growth rates were different from bin 
to bin: as reflected in Fig. 2, some “bumps” due to the large 

fragmentation events occurred in this altitude range [23,24] were 
clearly evident in the data, but in general the increasing trend was 
essentially linear. 

The growth of cataloged object was even better fitted by linear trends 
in the altitude bins from 950 to 1150 km, and from 1350 to 1550 km. 
Between 1150 and 1250 km, a linear increase well represented the sit-
uation until 2019, when the rise took on a significantly steeper slope due 
to the launch of new satellites. Between 1250 and 1350 km, on the other 
hand, a quite regular linear growth, displayed before 2011 and after 
2013, was perturbed by the cataloging, mostly between 2011 and 2012, 
of additional debris shed in space by the SNAP-10A satellite, launched in 
1965 with a nuclear power plant on board. This caused the rise of the 
cataloged debris density by more than 60% at 1250–1300 km. 

Between 1550 and 1600 km, the density of cataloged objects was 
stable from 1994 to 2008, then increased linearly by more than 15% 
from 2008 to 2020, mainly due to an almost doubling of the (aban-
doned) spacecraft. From 1600 to 1750 km, a quite regular and moderate 
linear increase was again recorded over the time span considered. 
Globally, the same basically applied also from 1750 to 2000 km, even 
though a nearly stable phase of object density characterized the period 
from 1997 to 1999 to 2016. Before and after this stable phase, the in-
crease was linear and mainly due, since 2016, to the raising number of 
disposed spacecraft. 

3.2. Evolution of types of objects (2008–2020) 

Focusing the attention on the period 2008–2020, with the data 
available we were able to analyze the evolution of the catalog in LEO 
also for specific classes of objects, that is intact objects, i.e. spacecraft +
rocket bodies (Figs. 3 and 4), spacecraft (Figs. 5 and 6), rocket bodies 
(Figs. 7 and 8), and pieces of debris, i.e. breakup fragments + mission 
related objects (Figs. 9 and 10). The situation in LEO in June 2020 is 
summarized in Fig. 11, in which also the distribution of active satellites, 
courtesy of the CelesTrak website maintained by T.S. Kelso, is presented. 

For the purposes of this paper, the time span considered offered as 
well various advantages: it was sufficiently long, i.e. 12 years; it 
included in the first half the old traffic and mission pattern, while in the 
second half the transition to the emerging trends of the so called “new 
space economy”, i.e. small satellites, multiple launches and mega- 
constellations, was well represented; and, finally, no significant 

Fig. 1. Evolution of the density of cataloged objects in LEO, averaged over 50 km altitude bins, from 1994 to 2020 (the altitude, from 200 to 2000 km, is counted 
from the mean equatorial Earth’s radius; the altitude tags in the abscissa represent the center of each bin: for example, 525 for 500–550 km, or 1075 for 
1050–1100 km). 

C. Pardini and L. Anselmo                                                                                                                                                                                                                    

Figure 2: Density in low orbit (Pardini and Anselmo (2021))

mentioned that, as early as 1983, the windshield of the space shuttle Challenger was
damaged by a collision with a piece of orbital debris. And on November 15, 2021, an
antisatellite test by Russia created at least one thousand debris at the orbital altitude of
the ISS, forcing the crew to rush for shelter in their reentry space vehicles.

In a recent paper Foreman et al. (2017) investigate the question of large satellite
constellations on the orbital debris environment and use, as case studies, OneWeb and
SpaceX. They conclude that: “even the introduction of a single constellation could
permanently contaminate the LEO environment” and underline the risk of Kessler syn-
drome.

According to Pardini and Anselmo (2014), the risk of collision in low earth orbit
was multiplied by 4.5 between 1980 and 2010, in a way almost parallel to the increase
in the number of debris. To this, we must add that the increase in the intensity of de-
bris on certain orbits could one day lead to a diverging chain reaction on these orbits,
whereby the collisions produce more new debris than natural decay eliminates, even-
tually making these orbits physically unusable: this is the Kessler syndrome (Kessler
and Cour-Palais (1978); Kessler (1991)).

The space debris congestion in low earth orbit is likely to undergo a major change
of scale with the planned projects6 for mega-constellations of telecommunication satel-
lites7 placed in low orbits to reduce their latency (i.e., their response time). These
projects, with some of them already being implemented, consist in launching several

6For an overview of all these projects see https://www.newspace.im/.
7See in particular Le May et al. (2018) for an assessment of collision probabilities concerning these

mega-constellations.
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tens of thousands of satellites (e.g., SpaceX alone plans to send 42,000 satellites for
its Starlink constellation) in order to allow the development of broadband Internet in
every part of the planet. To realize the magnitude of these projects, we note that there
are currently only about 2,100 active satellites in all orbits (Undseth et al. (2020)), and
the congestion problem is already here. For instance, ESA was forced on September
2, 2019, to maneuver its Aeolus satellite to avoid a collision with a satellite of the
SpaceX Starlink constellation. To make things worse, the detailed information about
the shielding of the OneWeb and Starlink satellites is not public.

1.2. Managing space debris

Considered as a critical problem for low-Earth orbits, space agencies started to deal
with space debris more than thirty years ago. Their approach, shared with all the stake-
holders of the space sector, is articulated along three complementary axes. The first
axis aims at avoiding collisions by improving the surveillance systems (for instance,
USSPACECOM operates a network of 29 observation means8) and by carrying out
avoidance maneuvers (on average, there is one maneuver per year and per satellite,
and the international space station carries out about two maneuvers per month) (Bon-
nal et al. (2020)). The second axis seeks to reduce the production of debris, by (i)
protecting the satellites from the effects of collisions (in particular by shielding9 and
a reflection on the architecture and materials used in the satellites), and (ii) designing
space operations so that they do not produce new debris (e.g., prohibition of explo-
sions in space, controlled atmospheric re-entry of the satellite at the end of its life, or
placing it in a graveyard orbit).10 Finally, the third axis is active debris removal, i.e.,
the collection and elimination of space debris. This is the most exploratory axis, with a
set of techniques (non-contact, with rigid contact, or with soft contact) being still under
study (Priyant and Kamath (2019)). The first missions (RemoveDebris, Clean Space-1,
AnDROiD) are underway.

Whatever the approach followed to mitigate debris pollution; one unavoidable ques-
tion is how to finance such effort.

1.3. Literature Review

In a review of operations research (OR) in the space industry, Fliege et al. (2012)
regrouped the contributions under the following headings: (i) Parameter identification;
(ii) Trajectory optimization; (iii) Motion and path planning; (iv) System design and
system management; and (v) Satellite optimization. As one can easily imagine, a large
literature in engineering, optimization, and control, covers each of these streams, and
all will eventually contribute to the above outlined directions for reducing space con-
gestion with debris. Reviewing the literature, even only after Fliege et al. (2012), is

8In 2021 a consortium of European countries has created the European Union Space Surveillance and
Tracking support framework (https://www.eusst.eu/)

9This leads to additional costs: an additional kilogram at launch costs between 15,000 and 25,000 e
depending on the orbit of the satellite concerned.

10See in particular ISO 24113 and associated standards, as well as the French law of April 9, 2008 on
space operations.
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well beyond the objective of this paper and would take the readers along paths very re-
mote from our paper’s focus. To give a hint about some of the optimization techniques
used in the literature, we give few examples mainly in system design and system man-
agement, one of the favorite topics in OR.

The design of an optimal production mix of launch vehicles by an aerospace com-
pany has been considered in Morgan et al. (2006). The authors formulate the prob-
lem as a bin packing one and proposed a heuristic to obtain efficiently the sought
mix. The optimal management of a satellite system has been studied in a series of
papers. In Chen et al. (2019), a multi-satellite scheduling problem is formulated as
a mixed-integer linear-programming (MILP) model, and a detailed analysis approach
of possible conflicts between constraints is developed, which allowed to significantly
speed up the solution process. Tangpattanakul et al. (2015) model the selection and
scheduling of observations for an agile Earth observing satellite as a multi-objective
optimization problem and developed an indicator-based multi-objective local search
(IBMOLS) to solve it. Typically, the users of satellites made requests for photographs
of areas of interest, in a time window, but not all of them can be satisfied. Bianchessi
et al. (2007) consider the problem of selecting the requests to be fulfilled by several
satellites performing multiple orbits over a given planning horizon, and solve it using
some heuristics coupled with a column generation algorithm to accelerate the search.
Nagendra et al. (2020) show how satellite big data analytics helped achieving better
coordination and collaboration between rescue teams for humanitarian relief efforts in
the case of the 2018 Kerala floods.

In parallel to the OR and engineering literature, a stream of papers focused on the
economics of space exploitation, with the first paper seems to be Sandler and Schulze
(1981). Weinzierl (2018) provides a general perspective on space economics, and
Oltrogge and Christensen (2020) gives an overview of the governance system. It is only
very recently that the problem of space debris attracted the attention of researchers, de-
spite the fact that the Kessler syndrome concept has been around for a while. To the best
of our knowledge, Adilov et al. (2015) are the first to theoretically analyze space debris
as an externality. They propose a model designed to couple the incentives of satellite
launching operators and the cleanup of space debris. Macauley (2015) provides an em-
pirical estimation of different policies that could be implemented to mitigate the effect
of space debris. These policies are regrouped into three categories, namely, launch
taxes, technology standards, and penalties for debris generation. The empirical formu-
las representing these policies are applied in a two-period model to assess the short-
and long-term costs and benefits of each of them. In the same vein, Grzelka and Wag-
ner (2019) offer an economic analysis of a series of policies that combine some ex-ante
launching incentives, e.g., increasing satellite quality, and ex-post take back debris
measures, similar to environmental cleaning in terrestrial context. (Also, see Muller
et al. (2011) for an economic evaluation of space debris removal.) Grzelka and Wag-
ner (2019) derive some specific recommendations for the US, taken as a case study.
Rouillon (2020) compares different approaches, i.e., maximum carrying capacity, open
access and optimal policy, to manage the low Earth orbit. These ways are typically used
in the analysis of (terrestrial) resource problems (e.g., high sea fisheries). The author
derives some insights based on realistic numerical illustrations. Rao et al. (2020) recall
that space pollution is nothing, but another tragedy of the commons triggered by agents
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who do not fully internalize the damage cost imposed on all when making their satellite
launching decisions. The authors argue that an internationally harmonized orbital-use
fee can correct this negative externality and even increase the value of space industry.

The optimal decisions derived in the above contributions assume a competitive
space sector, while Klima et al. (2016) and Béal et al. (2020) assume imperfect com-
petition. Klima et al. (2016) propose an empirically calibrated game model to discuss
why space users do not contribute enough to debris cleanup. The reason is similar to
the one repeatedly obtained in other environmental contexts, namely, free riding is the
best individual response, with however the long-term effect of destroying the commons.
Note that Adilov et al. (2018) show that it is possible that the physical impossibility to
use an orbit can be preceded by an economic impossibility, i.e., an economic Kessler
syndrome can predate the physical Kessler syndrome. By launching satellites, space-
faring agencies create space congestion, and in turn space pollution (debris). Béal
et al. (2020) compare a tax applied to each new launch under two modes of play, i.e.,
noncooperative and cooperative (joint optimization) games. The authors obtain that
under centralization, it is twice as easy to finance the cleanup cost than in the nonco-
operative equilibrium. The qualitative result that centralization is more efficient than
decentralization is true by definition. The large size of the improvement brought by
centralization provides a strong incentive to the actors to act in this direction.

Some of the above cited papers and ours have some connections to the literature
dealing with the tragedy of the commons. (See Hardin (1968) for the seminal paper
and Frischmann et al. (2019) for an overview.) Indeed, similar to high seas and the
environment, the outer space does not belong to any juridiction and no firm can be
a priori excluded from exploiting space. However, there are some differences that are
worth mentioning. A first particularity is that the whole setup is dynamic, with elapsing
time being a critical ingredient. The “resource” is free space, but the way it is exploited
is quite special. Indeed, placing satellites into orbit leads to a time stream of revenues,
and there is a specific cost for joining the commons, before exploiting it. These features
have different types of implications on players’ payoffs then, say, on fishers’ outcomes.
Further, when a satellite leaves the commons, the resource is restored completely and
instantly. As a consequence, each player has an incentive to de-orbit its own satellites
when they get old to leave room for newer ones.

1.4. Research questions and contribution
The developments of mega constellations by few companies require an analysis of

space congestion that accounts for the strategic interactions between these big players.
To capture this feature we assume that the space industry is formed of two players
whose main business is to launch and exploit satellites in low-Earth orbits. The number
of players is restricted to two because it seems impossible to plan for more than two
mega constellations operating at the same orbital altitude.

We aim at answering the following research questions:

1. Is it possible to reconcile continuing growth in space exploitation, while preserv-
ing the global commons?

2. How do noncooperative and joint optimization satellites launching strategies
compare?

7



3. Is it feasible to set a tax that fully covers the cost of an active debris removal
program, while allowing firms to be profitable?

In a nutshell, we show that sustainable exploitation of space is feasible, and provide
the conditions under which a tax can fully finance an active debris removal (ADR)
program. By definition a joint optimal solution leads to higher total payoff than a Nash
(and any noncooperative) equilibrium. Surprisingly, we obtain that the difference is
rather small.

To the best of our knowledge, our paper is the first analysis of space debris issues
in a fully dynamic and strategic context. As for any other form of pollution emissions,
it is the accumulation of space debris that causes the environmental damage. Conse-
quently, only a full dynamic description of the evolution of space debris can shed a light
on their potential harm, including on the occurrence of the Kessler syndrome. More-
over, we enlarge to a new area, space management, the literature applying dynamic
games to environmental problems; see, e.g., De Frutos and Martı́n-Herrán (2019) and
El Ouardighi et al. (2020) for recent contributions. We hope that scholars in operations
research, applied mathematics and economics will push further the theory and analysis
developed here.

The remainder of this paper is organized as follows. Section 2 introduces our model
by defining the state dynamics as well as the optimization problems faced by firms
managing satellite constellations. Sections 3 and 4 define and compare the case where
the optimization is joint with the case where the game between the two constellations is
noncooperative à la Nash, respectively under linear and then strictly concave revenue
functions. Section 5 proposes two taxation schemes (one on created debris and the
other on satellite launches) to ensure the neutrality of the presence of these mega-
constellations with respect to the ex-ante situation with respect to space debris. Our last
section concludes the article by proposing avenues of development and by exposing the
limits of our analysis.

2. The model

We propose an infinite-horizon discrete-time dynamic model, with a one-year time
step. We start by introducing the state dynamics that specify the evolution of the num-
ber of satellites and other objects in the space over time, and next the players’ opti-
mization problems.

2.0. Notation summary

Our model has a large amount of notation, in order to be adaptable to many dif-
ferent contexts: LEO, GEO, sun-synchronous, more or less coplanar orbits, and also
to several revenue structures and taxing schemes. Beyond the “native” parameters, we
also introduce in the sequel compound notation to simplify the calculations and the
resulting formulas.

To help the reader we summarize here the notation introduced so far, and to be
introduced in the sequel.

8



Native parameters
Ci(si) Cost of launching si satellites the same year.
ci, di Ci(si) = cisi + dis2

i /2.
h(t) Number of actively removed debris via ADR the year t.
ki Approximation of πixi in the linear-cost model.
p Unit cost of active debris removal (ADR).
si(t) Number of satellites launched by operator i at year t.
Ti(xi) = ηixi + ζiω Number of active satellites removal charged to operator i.
xi(t) Number of satellites of operator i aloft at a time t.
y(t) Number of debris aloft at time t.
y0 y(0), the number of debris sought to be kept.
αi Relative rate of deorbiting either by natural decay or active deorbiting.
α0 Relative rate of deorbiting including arrivals from higher orbits.
βi Relative rate of on-orbit satellite death.
γ Tax coefficient in the launching taxing scheme.
ζi Share of the non-attributable costs ω born by player i. ζ1 + ζ2 = 1.
κ Relative per-ADR tax margin for robustness.
ν Avarage number of debris caused by a collision.
Πi Operator i’s profit.
πi Half the cost of an evasive maneuver for operator i.
ρ Discount factor.
ς Number of satellites launched on the orbit considered by other operators.
σ Eς.
τ “Congestion parameter”:

τz = probability of hitting one among z objects per unit time.
φi Unit yearly value of a satellite aloft in the linear-cost model.
ψi Coefficient of the term in x2

i in the strictly concave cost problem.

Further notation
ai = 1 − αi − βi − τy0.
bi = φi − pηi = φi − pβi − τb(ν − 1)y0.
fi = ρbi − ci(1 − ρai) = gi − pρηi.
gi = ρφi − (1 − ρai)ci.
N: Superscript N: Nash equilibrium values.
NS : Superscript NS : Nash equilibrium values in the symmetric problems.
O: Superscript O: Optimal values in the joint optimisation problems,
OS : Superscript OS : Optimal in the symmetric joint optimisation problems.

Ṽ: A tilde accent for the strictly concave revenue function case.
Ri(x1, x2): Revenue function.
Vi(x1, x2): Bellman or Isaacs Value function.
∆ = ψ1ψ2 − τ

2π1π2.
δ = ψ1ψ2 − τ

2(π1 + π2)2.
γ†, γ‡, γ−, γ+, γ⋆ locally used in subsection 5.2.
ηi = βi + τ(ν − 1)y0,
θ = ρ(ψ + 2τπ)ω/2 except in subsubsection 5.2.2. (See equation (30).)
ξN = (ψi f j − τπi f j)/(ρ∆).
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ξO
i = [ψ j fi − τ(π1 + π2) f j]/(ρδ).
ω = −α0y0 + τ(ν − 2)y2

0/2 + σ. Non attributable yearly debris creation.

2.1. State dynamics

For clarity, we build our space dynamics in three steps. First, we model the effect
of space congestion on the survival rate of satellites of a focal constellation, assuming
away additional launches and other factors such as natural failures and active deorbit-
ing of satellites at the end of their useful life. Next, we develop the full model while
still considering a single constellation. Finally, we extend it to two interacting constel-
lations.

Denote by x(t) the number of satellites of the focal constellation aloft and operative
at time t, and by y(t) the number of other objects aloft at time t at roughly the same
altitude.

2.1.1. Evolution of number of active satellites
As in Béal et al. (2020), we assume that all satellites are of the same size, and are

on essentially circular orbits. We adopt the model of probability of collisions of their
section 5 : the probability of a single satellite colliding with any of z objects is taken to
be P = τz per time period, for a small factor τ depending on the relative geometries of
the orbits considered.

To estimate the expected number of living satellites at the end of a period, let Pk be
the probability of exactly k collisions occur in that period. Therefore, we have

P0 = (1 − τy)x ≃ 1 − τxy ,

P1 = xτy(1 − τy)x−1 ≃ τxy[1 − (x − 1)τy].

Neglecting terms in τ2, the expectation of x(t + 1), knowing x(t) = x, is then given by

Ex(t + 1) = xP0 + (x − 1)P1 ≃ x(1 − τxy) + (x − 1)τxy[1 − (x − 1)τy] ≃ x(1 − τy).

For the sake of simplicity, we will be content with a deterministic model

x(t + 1) = x(t)(1 − τy(t)) (1)

allowing for a non integer x.
The above dynamics can be interpreted as a discrete-time description of the evolu-

tion of a species x in the presence of a predator y. This model is commonly used in
population dynamics, e.g., in fisheries. In fact, (1) is one of the two Lotka-Voltera equa-
tions, the other one describing the evolution of y. In the next subsection, the dynamics
of both state variables x and y are fully specified.

2.1.2. Dynamics of one constellation
Satellites leave the constellation either by natural decay, or by natural failures at

a rate β, or through collisions with debris or other objects at a rate τy(t), or by active
deorbiting at the end of their useful life, typically 20 to 25 years. For mathematical
tractability, we do not keep track of the age of each object (there may be hundreds or
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thousands aloft), and assume that both the vintage effect and the natural decay can be
well-approximated by one parameter, namely, a deorbiting rate α. The rates α, β and
τ are given. A natural extension would be to let them be described by some stochastic
process, which would, however, complicate considerably the analysis and render any
effort to gain a qualitative insight into the problem of space congestion completely
vain.

Denote by s(t) the number of satellites that the decision maker chooses to add to
the constellation during the period [t, t + 1]. (The delay between the decision time and
the actual launch is due to, e.g., necessary planning and fabrication.) Consequently, the
dynamics of x become

x(t + 1) = (1 − α − β)x(t) − τx(t)y(t) + s(t) , x(0) = 0 . (2)

Now, we turn to the dynamics of y. There are a number y0 of other objects at
the start of creation of the constellation. Being at the same altitude, they have the
same rate of natural decay as constellation satellites, but decaying debris from higher
orbits enter the orbital level considered. The balance will be taken as α0y(t), where
α0 ∈ (0, 1). Failing constellation satellites become debris. Collisions between two
objects, satellites or debris, engender new debris, whose number depends on a series
of factors, e.g., sizes of the two objects and their velocities. The determination of this
number requires the development of a statistical model of breakup. Instead, we make
the simplifying assumption that a collision between two objects generates ν > 2 of
new debris. Further, there are an average of τxy collisions between satellites and debris
and τy2/2 collisions within the set of debris. Collisions between active satellites of the
same constellation are ruled out by design.

A small number of lone satellites may be launched at the same altitude. The impact
of their presence on y can be represented by a random process ς(t). However, to keep
it simple, we assume that this effect can be well-approximated by the positive mean σ
of the process. Finally, at each time period, a number h(t) of debris are removed via
active debris removal (ADR). Consequently, we end up with the following dynamics:

y(t + 1) = (1 − α0)y(t) + βx(t) + τ
[
x(t)(ν − 1) +

y(t)
2

(ν − 2)
]

y(t) + σ − h(t) ,

y(0) = y0 .

Remark 1. Incidentally, we also have a model of the so-called Kessler syndrome, when
the debris are so numberous that their collisions generate more debris and the process
diverges. In our model, this happens if

y >
2

τ(ν − 2)
α0 .

2.1.3. Dynamics of two constellations
We extend our state dynamics to account for the presence of two constellations,

controlled by two players (firms or consortia), at roughly the same altitude. Denote
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with an index i ∈ {1, 2} the same quantities as above without index, but now pertaining
to player i. We will assume that collisions between satellites of the two constellations
are avoided through just-in-time collision avoidance (JCA) maneuvers. (See below).
The dynamics become

xi(t + 1) = (1 − αi − βi − τy (t)) xi(t) + si(t) , (3)
y(t + 1) = (1 − α0)y(t) + β1x1 (t) + β2x2 (t)

+ τ

[
(x1 (t) + x2 (t)) (ν − 1) +

y(t)
2

(ν − 2)
]
y(t) + σ − h(t), (4)

xi(0) = 0, i = 1, 2, y(0) = y0 . (5)

Up to now, we have not discussed how the number of debris removal is determined.
We assume that, following an international agreement, it has been decided to keep the
number of debris constant at y0, 11 and an international “ADR agency” is in charge of
actively removing excess debris. This translates into having

h(t) =

−α0y0 + τ(ν−2)
y2

0

2
+ σ +

[
β1 + τ(ν−1)y0

]
x1 (t) +

[
β2 + τ(ν−1)y0

]
x2 (t) ,

and
xi(t + 1) = (1 − αi − βi − τy0) xi(t) + si(t), i = 1, 2.

To save on notation, let

ai = 1 − αi − βi − τy0, i = 1, 2, (6)

ω = −α0y0 + τ(ν − 2)
y2

0

2
+ σ, (7)

ηi = βi + τ(ν − 1)y0, i = 1, 2. (8)

we then have
xi(t + 1) = aixi(t) + si(t), i = 1, 2, (9)

and
h(t) = ω + η1x1 (t) + η2x2 (t) . (10)

Clearly, the parameter values must be such that ai > 0, i = 1, 2; otherwise, the dynamics
of x would not make much sense.

2.2. Optimization problems

We will develop two models of the optimization problems faced by the players, and
for each model we will compare two possible strategic behaviors: cooperative optimum
versus noncooperative Nash equilibrium. Each player’s profit-maximization problem
involves:

11Thus avoiding the quandary of determining who to charge for old debris cleaning.
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• A revenue function that depends on the total number of operative satellites and
is denoted by Ri(x1, x2). It will result that

∂Ri

∂xi
> 0 ,

∂2Ri

∂x2
i

≤ 0 ,
∂Ri

∂x3−i
< 0 ,

∂2Ri

∂xi∂x3−i
≤ 0 . (11)

The first two derivatives mean that revenues are concave increasing in own fleet
of satellites. Concavity of revenue function is a standard assumption in eco-
nomics. The last two derivatives imply that the two “products” are strategic
substitutes. To illustrate, a Cournot duopoly model satisfies the properties in
(11).

Such continuous revenue functions do not fit all types of constellations. Typ-
ically, a more realistic revenue structure for telecommunication constellations
would display a discontinuity at low satellite numbers.12 Taking such a feature
into account would require a completely different set of mathematical tools, and
does not seem feasible in the context of the current article.

• A cost function of launching new satellites Ci(si), assumed to be convex increas-
ing, with Ci(0) = 0, that is, there is no fixed cost.

• A tax payment Ti(xi) as contribution to ADR cost. We want this payment to
reflect the contribution of each player to these costs, i.e., its contribution to the
creation of debris ηixi, plus a share ζi of the non directly attributable part ω, with
ζ1 + ζ2 = 1. Hence we let

Ti(xi) = ηixi + ζiω .

How the ζi are chosen is a classical problem of public good economics, and will
not be discussed at this point. The unit cost of ADR will be denoted by p.

Just-in-case collision avoidance (JCA). The precise definition of Ri will depend on
how we take into account the risk of collisions between satellites of the two constella-
tions. According to our model, the mean frequency of such events is τx1x2. Collisions
are avoided by letting one of the two satellites involved maneuver. This has a cost
in terms of expenditure of propellant, which, in turn, translates into time in orbit, as
the same propellant is used for orbit keeping. We assume that each constellation is in
charge of maneuvering half of the time, and let the cost of one such maneuver be 2πi.
Hence the cost incurred on the average by player i is τπix1x2 per year.
Remark 2. One might object that each collision risk causes a maneuver and the mere
risk is much more frequent than actual collisions in the absence of evasive maneuver.
Say ten times more frequent if a 10% collision risk identified causes such an action.
This is easily accounted for in our model by simply multiplying both coefficients πi by
the same factor.

12We thank an anonymous Reviewer for this remark.
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Denoting by ρ ∈ (0, 1) the common discount factor, Player i’s profit is as follows:

Πi =

∞∑
t=0

ρt[Ri(x1(t), x2(t)) −Ci(si(t)) − pTi(xi(t))] . (12)

By (9-12), we have defined a two-player infinite-horizon discrete-time dynamic
game, with two state variables (x1 and x2) and one control variable si for each player.

3. Linear revenue functions

In this section, we keep Ri linear to get as simple a model as possible, but still
satisfying the conditions (11). We introduce for each player a positive coefficient φi

representing the economic value of one satellite in orbit for one year, and a positive
coefficient ki approximating πixi in the JCA term, to obtain

Ri(x1, x2) = φixi − τkix3−i , i = 1, 2 .

Simultaneously, we assume that the Ci are quadratic, defined by two positive coef-
ficients ci and di, and of the form

Ci(si) = cisi +
di

2
s2

i .

We chose a convex increasing function to account for the possible additional complex-
ity and cost involved when there is multiple launching during the same year because
of, e.g., the saturation of the launch facilities, and the increasing cost of personnel. (In
the next section, we will consider the case where di = 0, i = 1, 2.)

Under these assumptions, the objective functional and the dynamics in (9)-(12)
are linear in the state variables. For this class of linear-state dynamic games, it is
well-known that the value functions are linear and that feedback and open-loop Nash
equilibria coincide (see, e.g., Başar and Olsder (1999), Engwerda (2005) and Haurie
et al. (2012)). Further, as the dynamic optimization problem in the coordinated case
and the dynamic game problem in the noncooperative game are autonomous, i.e., they
do not depend explicitly on time, we look for stationary solutions.

Unless it causes an ambiguity, we shall omit from now on the time argument.
To further save on notation, we will, from now on, let for i ∈ {1, 2}:

bi = φi − pηi = φi − pβi − τp(ν − 1)y0 ,

gi = ρφi − (1 − ρai)ci ,

fi = ρbi − ci(1 − ρai) = gi − pρηi .

Note that bi and fi are increasing with the marginal revenue coefficient φi, but de-
creasing or invariant with the failure rate coefficient βi, the “price” p at which ADR is
charged to the players, and the number y0 of debris.

Notice that sending a satellite at time t = 0 has a cost of ci or more (depending on
whether di is null or positive) and, even if the constellation is alone, brings from time
t = 1 on a revenue at most at

iφi per time step. Hence, the operation can only yield a
profit under the following hypothesis:
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Hypothesis 1. The coefficients ρ, ai, and ci are, for i ∈ {1, 2}, such that

ρφi

1 − ρai
> ci ,

or, equivalently, gi > 0.

3.1. Joint optimal solution
Suppose that the two players agree to coordinate their launching strategies to max-

imize their joint profit. Then, they solve a standard infinite-horizon discrete-time dy-
namic optimization problem. The control and state variables are superscripted with O
(for Optimal solution).

Let V(x1, x2) be the value function, that is, the maximal total discounted future
profit of the players over an infinite horizon when the number of satellites aloft is
x = (x1, x2).

Proposition 1. If fi − ρτk j ≥ 0, then the optimal number of yearly launches is given
for i ∈ {1, 2} and j = 3 − i by

sO
i =

fi − ρτk j

di(1 − ρai)
,

and the steady-state value by

xO
i∞ =

fi − ρτk j

di(1 − ρai)(1 − ai)
=

sO
i

1 − ai
.

The value function is as follows:

VO(x1, x2) =
2∑

i=1

bi − τk j

1 − ρai
xi +

1
1 − ρ

 1
2di

(
fi − ρτk j

1 − ρai

)2
− ζi pω


 .

Proof. See Appendix.
We make the following remarks: First, the result that the optimal launching policy

is constant and the value function is linear in the state is, as alluded to it before, a
by-product of the linear-state structure of the dynamic optimization problem.

Under this strategy, each firm launches at every time step (year) the expected num-
ber of lost satellites when at full stationary constellation number. Because at the be-
ginning, the number of satellites in the constellation is smaller, the number of satellites
actually lost is smaller, and the excess in launches causes the actual number of satellites
to grow toward its stationary value. (Reached in finite time in the real process because
it happens in integer numbers.) This is, as expected, a “turnpike” behavior.

Second, the total discounted payoff that the players obtain over the infinite planning
horizon is given by

VO(0, 0) =
1

1 − ρ

2∑
i=1

 1
2di

(
fi − ρτk j

1 − ρai

)2

− ζi pω

 . (13)

It is easy to verify that this total payoff is decreasing in cost parameters, that is, in ci, di,
ki and p, and increasing in the revenue parameters φi. (Recall that ζ1 + ζ2 = 1.)
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Third, the launching strategy is dictated by the familiar rule of marginal cost equal
marginal benefit. To see it, we write the optimality condition as follows:

disi + ci = ρ
∂V
∂xi

, i = 1, 2.

The left-hand side is the marginal cost and the right-hand side is the discounted marginal
value (given by the derivative of the value function) of an additional launch.

Fourth, the proposition is stated under the assumption that i ∈ {1, 2}, j = 3 − i,
sO

i ≥ 0, which is the case if

p ≤ min
i

ρφi − (1 − ρai)ci − ρτk j

ρηi
=

gi − ρτk j

ρηi
≜ pO, i = 1, 2. (14)

This inequality puts an upper bound on the tax rate that an agency can collect. To
ensure that this upper bound is positive, we need to assume that, for i ∈ {1, 2}:

gi − ρτk j > 0 ⇐⇒ ci <
ρ(φi − τk j)

1 − ρai
, (15)

which is a strengthening of Hypothesis 1 to take into account the negative externality
each player exerts on the other one.

Further, if sO
i ≥ 0, i = 1, 2, then the steady-state value x̂O

i is also positive. It is
decreasing in ci, di, k j, ηi and p, and increasing in φi, which is quite intuitive. May
be less intuitive is the fact that the optimal launching rate sO

i is decreasing with the
satellite failure rate βi.

Using (10), we conclude that the debris removal at any period t is constant and
given by

hO(t) = hO = ω +

2∑
i=1

ηi
fi − ρτk j

di(1 − ρai)(1 − ai)
= ω +

2∑
i=1

ηisO
i

(1 − ai)
.

Profitability. Clearly, if the price p of ADR is too high, the operation will not be prof-
itable for the firms who will therefore exit this industry. We write the condition for
profitability V(0, 0) ≥ 0 in the symmetric case where a1 = a2 = a, c1 = c2 = c,
k1 = k2 = k. It reads:

PO(p) ≜ ρ2η2 p2 − 2
[
(g − ρτk)ρη + d(1 − ρa)2ω

2

]
p + (g − ρτk)2 ≥ 0 .

Notice thatPO(pO) = −pω/2 < 0 implies that the polynomialP0 has two real roots, the
smaller one being less than pO, while Hypothesis 1 and therefore P(0) > 0 ensures that
this smaller root is positive. We conclude that in the symmetric coordinated problem,
there exists a pair of strategies that yields a joint profit if and only if condition (15)
holds and further

p ≤ pO
− ≜ pO −

1
ρ2η2

[√
[(g − ρτk)ρη + d(1 − ρa)2ω/2]2 − ρ2η2(g − ρτk)2

−d(1 − ρa)2ω/2
]
.
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3.2. Nash equilibrium
If the game is played noncooperatively, then the players seek a Nash equilibrium.

Denote by VN
i (x1, x2) the value function of Player i. To save on notation, let, for i ∈

{1, 2} and j = 3 − i:

mi =
1

1 − ρ

 f 2
i

2di(1 − ρai)2 −
τρki f j

d j(1 − ρa j)2 − pζiω

 .
Proposition 2. If

p ≤ pN ≜ min
i

gi

ρηi
= min

i

ρφi − (1 − ρai)ci

ρηi
, (16)

the unique Nash equilibrium of satellite launches is given by

sN
i =

fi
di(1 − ρai)

, i = 1, 2 , (17)

and the steady-state values by

xN
i∞ =

fi
di(1 − ρai)(1 − ai)

=
sN

i

1 − ai
, i = 1, 2.

The value functions are as follows, still for i ∈ {1, 2}, j = 3 − i:

VN
i (x1, x2) =

bi

1 − ρai
xi −

τki

1 − ρa j
x j + mi .

Proof. See Appendix.
Hypothesis 1 suffices to ensure that pN is positive.
Each player’s total payoff is increasing in its own number of satellites aloft and

decreasing in the rival’s one. Although we do not have in this setup a demand law
involving the two stocks x1 and x2, still each player suffers from the presence of the
other through space congestion.

The results carry similar messages to the ones in the joint optimization case. In-
deed, again we see that the launching strategy follows the basic rule of marginal cost
equal marginal revenues. The condition for having strictly positive number of launches
is that p < pN as given by (16).

Under the above condition, the steady state will also be positive. Further, it is
easy to verify that Player i’s strategy is decreasing in ci, di, βi and p, and increasing
in its marginal revenue parameter φi. In this noncooperative behavior, this strategy is
independent of its competitor’s parameters. Finally, the number of debris that must be
removed per period is constant and given by

hN(t) = hN = ω + η1
sN

1

1 − a1
+ η2

sN
2

1 − a2
.

The total discounted payoff that the players obtain over the infinite planning horizon
is given by mi, i.e.,

VN(0, 0) =
1

1 − ρ

 f 2
i

2di(1 − ρai)2 −
τρki f j

d j(1 − ρa j)2 − pζiω

 . (18)
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Profitability. We may investigate under which condition the operation will be prof-
itable for the players, i.e., VN(0, 0) ≥ 0. As previously, we write this condition in the
symmetric case:

PN ≜ ρ2η2 p2 − 2
[
(g − ρτk)ρη + d(1 − ρa)2ω

2

]
p + g(g − 2ρτk) ≥ 0 .

Again, PN(pN) = −2d(1−ρa)2ω/2 < 0. The implication is that in the Nash equilibrium
symmetric case, the pair of strategies sN

i as given by equation (17) yield a net profit for
the players if and only if, on the one hand

g − 2τρk > 0 , (19)

and on the other hand

p ≤ pN
− ≜ pO−

1
ρ2η2

[√
[(g − ρτk)ρη + d(1 − ρa)2ω/2]2 − ρ2η2g(g − 2ρτk)

−d(1 − ρa)2ω/2
]
.

3.3. Comparison

We wish to compare the jointly optimal solution and the Nash equilibrium. This
will be done assuming that both conditions (14) and (16) be met, but we notice that
the first is always the most demanding. Assuming, thus, that p ≤ pO, we have the
following results:

Proposition 3. The players launch more satellites in the Nash equilibrium than in the
jointly optimal solution.

Proof. Computing the differences between the strategies in the two modes of play, we
get

sN
i − sO

i =
ρτk j

di(1 − ρai)
> 0.

Although the difference is positive, it seems to be negligible, because τ is a “small”
parameter estimated to be between 10−6 and 10−7 (see Section 2.1.1). The fact that the
players launch more satellites in the noncooperative equilibrium than in the coordinated
solution is not surprising. In the jointly optimal solution, the decision maker in charge
of managing both firms, internalizes the impact of a launch by either of them on both
of them. (Note that in sO

i we have the term −τki, absent in sN
i .) In the noncooperative

solution, the “cross” impact (or the negative externality) is ignored, which leads to a
larger number of launches. This over exploitation of the commons when the agents are
selfish is a result that has been repeatedly obtained in the pollution control literature,
as well as in the renewable resources (fisheries, forests) literature; see, e.g., the surveys
in Jørgensen et al. (2010) and Long (2011).

Concerning the constraints to impose to have profitable solutions, we have:
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Proposition 4. The constraints on the parameters of the problem and on the maxi-
mum p allowable to have profitable operations are both more restrictive for the Nash
equilibrium than for the coordinated solution.

The total profit under cooperation is higher than the sum of individual noncooper-
ative profits. The difference, or dividend of cooperation DC is given by

DC = VO(0, 0) − VN
1 (0, 0) − VN

2 (0, 0) = τ2 ρ2

1 − ρ

2∑
i=1

k2
j

2di(1 − ρai)2 . (20)

Proof. Clearly, inequality (19) implies inequality (15). And we observe that PO(p) =
PN(p) + ρ2τ2k2. Hence PN(p) ≥ 0 implies PO(p) > 0. Equality (20) is obtained by a
straightforward difference using equations (13) and (18).

This difference is indeed positive, but it is of the order of τ2, hence possibly very
small. One should bear in mind however that ki may be rather large (several hundreds
time φi if the constellations are large) and that 1 − ρai may be rather small.

So, clearly, the players should prefer coordination over noncooperation, if they can
agree on a sharing of the total cooperative payoff that is mutually beneficial. But it is
debatable, and depends on more refined numerical values, whether the quest for this
additional profit is worth a huge effort.

What about the preference of the other party, namely, the space? In our framework,
the quality of the space environment is the same in both mode of plays, because we
constrain the system to reach the same target y0. However, the economic implications
vary with the mode of play as the cost associated with ADR is not the same. The
difference in debris removals per period is given by

hN − hO = τρ

2∑
i=1

ηiki

di(1 − ρai)(1 − ai)
> 0.

Recalling that ρai < ai < 1 and ηi = βi + τ(ν− 1)y0, clearly this difference is increasing
in ai, ki and ηi, and decreasing in di. However, ai being decreasing with βi while ηi is
increasing, the dependence on the failure rate βi is ambiguous.

Note that this difference is independent of the other cost parameter ci, which cancels
out. Finally, the larger the initial congestion y0, the larger the environmental benefit of
cooperation.
Remark 3. If the players agree to cooperate, then the question of how to divide the
collective gain among them arises. One option would be to adopt the Nash bargain-
ing solution (NBS) that gives to each firm its noncooperative payoff plus half of the
dividend of cooperation. Using the NBS, Player i, i = 1, 2 ends up getting

NBS i = mi +
τ2

1 − ρ

2∑
i=1

k2
3−i

4di(1 − ρai)2 .

Remark 4. To make a link between the tax policy given by

Ti(xi) = ηixi + ζiω .
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and the model’s parameter, let us substitute for ηi and consider the steady-state values
of xi at Nash equilibrium and cooperation, respectively, to get

T N
i =

βi + τ(ν − 1)y0

1 − ai
sN

i + ζiω =
(βi + τ(ν − 1)y0) fi
(1 − ai)di(1 − ρai)

+ ζiω , for i = 1, 2,

TC
i =

βi + τ(ν − 1)y0

1 − ai
sO

i + ζiω =
(βi + τ(ν − 1)y0)( fi − ρτk j)

(1 − ai)di(1 − ρai)
+ ζiω , for i , j = 1, 2.

Clearly, the tax is increasing in the number of launches, which are behind space con-
gestion. As a consequence of sN

i > sO
i , the tax is higher when the players behave

noncooperatively than when they cooperate. Further, the tax is increasing in y0, which
is the taget level of ADR activities. Finally, when the two players cooperate, the tax
paid by Player i involves k j, a parameter that is part of the just-in-case collision avoid-
ance cost. Once more, we see that cooperation internalizes each other’s cost, while it
does not in a noncooperative mode of play.

4. Strictly concave revenue functions

In this section, we assume that the economic value of x satellites aloft is strictly
concave, of the form φix2

i − (ψi/2)x2
i . Furthermore, we keep the nonlinear JCA term in

its original form τπix1x2, so that the overall revenue function becomes

Ri(x1, x2) = φixi −
1
2
ψix2

i − τπix1x2 , i = 1, 2 , (21)

where φi, ψi and πi are strictly positive. Clearly, this function satisfies the properties in
(11). We can interpret it in classical terms of economic analysis. Let us rewrite it as

Ri(x1, x2) = xi

(
φi −

1
2
ψixi − τπix3−i

)
, i = 1, 2.

Then, the revenues as given by (21) are interpreted as production capacity, times a de-
creasing function D(x1, x2) = φi −

1
2ψixi − τπix3−i, which plays the role of an inverse

demand function. Such a revenue function is common in an imperfectly competitive
market à la Cournot, assuming that the firms produce at their full capacity. The pa-
rameter φi is the maximum willingness to pay when x1 = x2 = 0. Alternatively, it can
be interpreted as the marginal revenue at (x1, x2) = (0, 0). The fact that τπi is positive
means that the two goods (constellations) are strategic substitutes. In (21), the two con-
stellations are imperfect substitutes. (If ψ1 = ψ2 = ψ, π1 = π2 = π and ψ = 2τπ, then
the two products would be homogeneous.) In Adilov et al. (2018), the authors also
introduce an inverse demand function in, however, a competitive market (open access).

Assuming that the launching cost is linear (Ci(si) = cisi), Player i’s profit that it
seeks to maximize, is then as follows:

Π̃i =

∞∑
t=0

ρt
[
φixi(t) −

1
2
ψix2

i (t) − τπix1(t)x2(t) − cisi(t) − p(ηixi(t) + ζiω)
]
. (22)
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In the next two propositions, we state the results in the coordinated and nonco-
operative case, respectively. As the results can be interpreted in the same way as the
corresponding ones in the linear revenue function scenario, we shall avoid repeating
(to some extent) the same arguments and focus on the new features that are induced by
the strict concavity of the revenue functions.

4.1. Joint optimal solution
Let

δ = ψ1ψ2 − τ
2(π1 + π2)2 ,

and, for i ∈ {1, 2} and j = 3 − i:

ξO
i =

1
ρδ

[ψ j fi − τ(π1 + π2) f j] .

Recall that the superscript O stands for optimal solution. To distinguish with the linear
revenue function setup, we tilded the results.

Proposition 5. Assuming the following expression is non-negative, the optimal policy
is given by

s̃O
i (xi) = −aixi + ξ

O
i , i = 1, 2,

and steady-state values by
x̃O

i∞ = ξ
O
i , i = 1, 2.

The value function is given by

ṼO(x1, x2) =
1

1 − ρ

[
1

2ρδ

(
ψ2 f 2

1 − 2τ(π1 + π2) f1 f2 + ψ1 f 2
2

)
− pω

]
−

1
2

(ψ1x2
1 + 2τ(π1 + π2)x1x2 + ψ2x2

2) + (a1c1 + b1)x1 + (a2c2 + b2)x2.

Proof. See Appendix.
The optimal strategy of Player i is linear and decreasing in its constellation size xi,

and independent of the other player’s constellation. The linear form of the policy is
due to the linear-quadratic structure of the dynamic optimization problem. The result
that s̃O

i (xi) is decreasing in xi is reminiscent to the concavity of the revenue function.
The main takeaway of Proposition 5 is that the optimal launching policy consists in

keeping constant over time the number of operative satellites aloft. Indeed, substituting
for s̃O

i (xi) in the dynamics, we obtain

xi(t + 1) = aixi(t) + s̃O
i (xi) = ξO

i ,

for all t. This an extreme form of turnpike property, with the state being brought back
to the turnpike at each time step. This is due to the fact that the cost of launching
satellites has been taken linear.

Consequently, the number of launches at any t can be expressed as

s̃O
i (xi) = (1 − ai) x̃O

i∞ , i = 1, 2.

Recalling that ai = 1−αi−βi−τy0 , then the optimal strategy is to replace the satellites
that left the constellation either by natural failures at a rate βi, or through collisions
with debris or other objects at a rate τy0, or by passive or active deorbiting at a rate αi.
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Symmetric case. To get some additional qualitative hints into the results, we consider
a symmetric setup, that is, we let

a1 = a2 = a , c1 = c2 = c , ψ1 = ψ2 = ψ , π1 = π2 = π ,

and hence f1 = f2 = f . The results are superscripted with OS for Optimal Symmetric
solution. It turns out that the condition for the xi and si to be positive is the same as in
the Nash equilibrium of the linear revenue function. Hence we have

Corollary 1. If

p ≤ pN =
ρφ − (1 − ρa)c

ρη
=

g
ρη

,

then the unique symmetric optimal number of launches by Player i is given by

s̃OS
i (xi) = −axi +

f
ρ(ψ + 2τπ)

, i = 1, 2,

and the steady-state values by

x̃OS
i∞ =

f
ρ(ψ + 2τπ)

, i = 1, 2.

The value function is quadratic and given by:

ṼOS (x1, x2) = (ac + b)(x1+x2) −
1
2
ψ(x2

1+x2
2) + 2τπx1x2 +

1
1 − ρ

(
f 2

ρ(ψ + 2τπ)
− pω

)
.

Proof. By simple substitution.
The optimal policy s̃OS

i (xi) is as before, and for the same reasons, linear and de-
creasing in own constellation size. As expected, it is increasing in φ and decreasing
in ψ. Further, the larger τπ, i.e., the higher the level of substitutability between the
two constellations, the lower the number of launches, a standard result in any quan-
tity model à la Cournot. As in the simpler linear case analyzed before, the strategy is
decreasing in the cost parameters c and p, which also is intuitive.

The upper bound pN on p is increasing in φ, ρ and a, decreasing in c and η, hence
decreasing in β and independent of π and ψ.

The total discounted payoff over the infinite planning horizon is given by

ṼOS (0, 0) =
1

1 − ρ

(
f 2

ρ(ψ + 2τπ)
− pω

)
=
ρ(ψ + 2τπ)(x̃OS

i∞ )2 − pω
1 − ρ

.

We shall compare this value to the corresponding one in the noncooperative game.
What is the impact of product substitutability on the results? When the collision

risk between the two constellations is ignored or maneuvering is free (π = 0), each
constellation revenue is independent of the other player’s satellites aloft, the interac-
tion between the two players reduces to the congestion effect. When the two products
(constellations) are substitutes, which is the case for a positive τπ, then they launch less
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satellites, and the steady-state values x̃OS
i∞ , i = 1, 2 are lower, and so are the payoffs.

Indeed, we have
∂s̃OS

i

∂π
< 0 ,

∂x̃OS
i∞

∂π
< 0 ,

∂ṼOS (0, 0)
∂π

< 0.

Therefore, the negative economic externality brought by strategic product substitutabil-
ity, comes with a positive one in the form of less space congestion and lower number
of debris to be removed.

Profitability. We investigate the profitability of the optimal strategies in the symmetric
case: it requires that ṼOS (0, 0) ≥ 0, i.e.,

P̃O(p) ≜ (g − ρηp)2 − pρ(ψ + 2τπ)ω ≥ 0 ,

Clearly, P̃O(0) = g2 ≥ 0, and P̃O(pN) = −pρ(ψ + 2τπ)ω < 0. So P̃O has two positive
real roots, the smaller one being less than pN . Let

2θ ≜ ρ(ψ + 2τπ)ω . (23)

In the symmetric case, there exists a pair of strategies ensuring a positive joint profit if
and only if

p ≤ p̃O
− ≜ pN −

1
ρ2η2

[√
(ρηg + θ)2 − g2 − θ

]
. (24)

4.2. Nash equilibrium

Let
∆ = ψ1ψ2 − τ

2π1π2 .

For i ∈ {1, 2} and j = 3 − i, denote by

ξN
i =

ψ j fi − τπi f j

ρ∆
.

To distinguish with the linear revenue function setup, we tilded the results.

Proposition 6. Assuming that the following expression is non-negative, the unique
feedback-Nash equilibrium is given by

s̃N
i (xi) = −axi + ξ

N
i , i = 1, 2,

and the steady-state values by

x̃N
i∞ = ξ

N
i , i = 1, 2.

The value functions are as follows, for i ∈ {1, 2}:

ṼN
i (x1, x2) = −

1
2
ψix2

i − τπix1x2 + (bi + aici)xi +
ψi(ψ j fi − τπi f j)2

2ρ(1 − ρ)∆2 −
pζiω

1 − ρ
.
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Proof. See Appendix.
The feedback-Nash equilibrium shares a series of features with the optimal solu-

tion. In particular, the strategy is decreasing in each player’s own constellation size and
independent of the competitor’s one. Further, xi is constant over time and given by

x̃N
i (t) = ξN

i = x̃N
i∞ , i = 1, 2.

The number of launches is then

s̃N
i (xi) = (1 − ai)x̃N

i∞ , i = 1, 2.

Symmetric case. Again, to get additional insight, we consider a symmetric setup. The
results are superscripted with NS for Nash Symmetric equilibrium.

Corollary 2. Assuming that,

p < pN =
g
ρη
=
ρφ − (1 − ρa)c

ρη
,

the unique symmetric feedback-Nash equilibrium is given by

s̃NS
i (xi) = −axi +

f
ρ(ψ + τπ)

, i = 1, 2,

and the steady-state values by

x̃NS
i∞ =

f
ρ(ψ + τπ)

, i = 1, 2.

The value functions are as follows, for i ∈ {1, 2}, j = 3 − i:

ṼNS
i (x1, x2) = (b − ac −

1
2
ψxi − τπix j)xi +

ψ f 2

2ρ(1 − ρ)(ψ + τπ)2 −
pω

2(1 − ρ)
.

Proof. By direct substitution.
As before, each player’s strategy is decreasing in its own constellation size and

independent of the rival’s one. Further, the state remains constant over time and is
given by

x̃NS
i (t) =

f
ρ(ψ + τπ)

= x̃NS
i∞ , i = 1, 2.

The number of launches is then

s̃NS
i (xi) =

(1 − a) f
ρ(ψ + τπ)

, i = 1, 2.

Profitability. Finally, we investigate the profitability of the Nash equilibrium in the
symmetric case. The condition ṼN(0, 0) ≥ 0 reads

P̃N(p) ≜ ψ(g − pρη)2 − pρ(ψ + τπ)2ω ≥ 0 .

Clearly, P̃N(0) = g2 > 0 and P̃N(pN) = −pNρ(ψ+τπ)2ω < 0, so we may again ascertain
that P̃N has two real positive roots, the smaller one being less than pN . We conclude
that in the symmetric case, there exists a unique Nash equilibrium that is profitable if
and only if

p ≤ p̃N
− ≜ pN −

1
2ψη

[√
(ψ + τπ)2ω[(ψ + τπ)ω + 4ψηpN] − (ψ + τπ)2ω

]
.
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4.3. Comparison
Comparing the coordinated and noncooperative solutions, we first notice that the

conditions ξO
i ≥ 0 and ξN

i ≥ 0 respectively read

ψ j fi − τ(πi + π j) f j ≥ 0 and ψ j fi − τπi f j ≥ 0 ,

so that, as previously, the first one is always the more demanding. More precisely, we
evaluate

ξN
i − ξ

O
i =

τ

ρ∆

[
π j f j −

τ

δ
(π2

1 + π1π2 + π
2
2)(ψ j fi − τπiψ j)

]
,

which, given that τ (and even τπ) is a small parameter, is positive but small. This leads
to the following conclusions:

1. The players launch more satellites in the Nash equilibrium than in the coordi-
nated solution, but the difference is small. Indeed, we have

s̃N
i − s̃O

i = ξ
N
i − ξ

O
i > 0 .

This positive difference is due to the fact that, in the coordinated solution the
launching policy by each player internalizes its impact on the other constellation,
whereas it does not in the selfish Nash equilibrium.

2. The implication is that the size of the two constellations is larger in the Nash
equilibrium than in the coordinated solution, with

x̃N
i − x̃O

i = ξ
N
i − ξ

O
i > 0.

3. As the difference in debris removal at each period is given by:

h̃N − h̃O =

2∑
i=1

ηi(x̃N
i − x̃O

i ) > 0,

we conclude that the ADR cost is higher in the Nash equilibrium than in the
coordinated solution.

4. It is easy to verify that the differences s̃N
i − s̃O

i , x̃N
i − x̃O

i , and h̃N−h̃O are decreasing
in π. In particular, if the two constellations are strategically independent, that
is, πi = π j = 0, then a noncooperation mode of play exacerbates less space
congestion. The ADR cost differential is also lower.

The net result is similar to the linear revenue function case:

Proposition 7. In the symmetric case, if p ≤ p̃N
− so that the Nash equilibrium yields a

profitable value for the players, then the optimum coordinated solution is profitable.
In every cases, the total profit under cooperation is larger than the sum of individual

noncooperative profits, but possibly by a small amount. The difference D̃C is given by

D̃C = ṼO(0, 0) −
2∑

i=1

ṼN
i (0, 0) =

τ2

2δ∆2ρ(1 − ρ)
[ψ1ψ2(ψ2π

2
1 f 2

1 + ψ1π
2
2 f 2

2 ) − τP(τ)] ,

where P is a second-degree polynomial in τ with positive constant and leading coeffi-
cients.
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Proof. See appendix.
As a consequence, we conclude, as in the linear revenue function case, that the

players should prefer coordination over noncooperation, if they can agree on a sharing
of the total cooperative payoff that is mutually beneficial. But again, the benefit might
be small.

5. Active debris removal and taxes

In this section, we discuss the taxation schemes that aim at financing ADR cost,
proposing an alternative to the scheme hypothesized so far.

5.1. Robustifying the debris taxation scheme
Until now, we have assumed that the supra-national agency in charge of ADR

charges the exact cost of actively removing the expected number of debris created each
year. This assumes that some rule has allowed the stakeholders to decide how to share
the unattributable part of this debris production, due to collisions among the stock of
debris already there at the start of the agreement and to the supposedly small number
of extra satellites launched by operators not part of the agreement and taxing scheme.

Actually, this average-cost tax based approach requires that any fixed cost be also
shared between the players. But beyond, this scheme may lead to a deficit if random
disturbances cause a significant deviation over the predicted mean of debris produc-
tion, or alternatively to an increased number of debris. To hedge against this case, a
provision may be added. One way of “robustifying” the tax would be to implement a
cost-plus taxing scheme defined by a tax level p′:

p′ = (1 + κ)p, (25)

where κ ∈ [0, 1] is a margin to cover all unforeseen in an accounting sense. Under this
tax scheme, the firm is viable only if its expected cumulated discounted profit V(0, 0)
is positive. All previous calculations hold substituting p′ to p. The bounds on p for our
proposed solutions to hold now bear on p′.

5.2. Taxing satellites launch
In the above approach, the players pay a tax to cover the ADR cost. To make a

parallel with environmental economics, it is as if the regulator collects taxes from firms
to clean the environment rather than taxing their pollutant emissions. An alternative
would be to tax satellites launch, which could be possibly easier to implement.

Now, the viability of such a scheme must be investigated for all stakeholders: the
profitability for the firms exploiting satellite constellations and the budget equilibrium
for the agency in charge of ADR, whose income is the proceeds of the taxes and the
expense the cost ph of ADR.

We investigate the feasibility of that approach on the symmetric cases of the previ-
ous models, assuming a linear tax γs on launches.

All calculations performed above hold with c replaced by c+ = c + γ, and p set to
zero, hence f replaced by g+:

g+ = g − (1 − ρai)γ (26)
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And p now stands for the price the ADR agency pays per debris removal.
The condition for sN , ξ0 and ξN to be non-negative is now g+ ≥ 0, i.e.,

γ ≤ γ⋆ ≜
g

1 − ρa
=
ρφ − (1 − ρa)c

1 − ρa
. (27)

while the condition for sO to be non-negative is the stronger requirement that g+ ≥ ρτk,
i.e.

γ ≤ γ† =
g − ρτk
1 − ρa

. (28)

We will also need the yet stronger condition g+ ≥ 2ρτk, i.e.,

γ ≤ γ‡ =
g − 2ρτk
1 − ρa

. (29)

5.2.1. Linear revenue function
Concerning this new taxing scheme, for the symmetric linear revenue function

model, we state the following fact:

Proposition 8. For the symmetric model with linear revenue function, the launching
taxation scheme is profitable for the players under condition (28) in the joint optimiza-
tion problem and (29) in the Nash equilibrium problem.

Budget equilibrium of the ADR agency is obtained if

γ ≥
pηρ

1 − ρa
,

which is compatible with the preceding conditions provided that p be less than pO in the
joint optimization problem, and less than pN − 2ρτk/(1 − ρa) in the Nash equilibrium.

Proof. See appendix.

5.2.2. Strictly concave revenue function
In this section, we set a modification of notation (23) as follows. The parameter

θ will have a different definition for the joint optimization problem than for the Nash
equilibrium problem:

2θ =
{
ρ(ψ + 2τπ)ω for the joint optimization problem
ρ(ψ + τπ)ω for the Nash equilibrium problem (30)

We state the following result:

Proposition 9. For the symmetric model with strictly concave revenue function, the
launching taxation scheme is both profitable for the players and budget balancing for
the ADR agency if, on the one hand

p ≤ pN −
1

ρ2η2

[ √
4θ(ρηg + θ) − θ

]
< pN , (31)
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and, on the other hand, γ ∈ [γ−, γ+] where, using ε ∈ {−,+}:

γε =
1

1 − ρa

[
g + pρη + ε

√
(g − pρη)2 − 4θ

]
.

And it holds that γ− ≤ γ+ ≤ γ⋆.

Proof. See appendix.
We may expect that the ADR agency would in fact choose a γ close to, but not less
than, γ−.

6. Conclusion

This paper uses dynamic game theory to analyze how to preserve the common
good of outer space while not stopping the development of mega-constellation space
activities. Two main conclusions emerge from our modeling: (a) compared to the case
where firms coordinate their strategies, competition increases congestion and reduces
individual and collective payments, but since the difference between these alternatives
may be small, the systematic superiority of coordination over competition is debatable,
and (b) it is possible to finance the cleanup of space debris created by these firms
through an international agency that would tax them according to the amount of debris
they produce or, if the cost of cleanup is not too high, by taxing the satellite launches
performed by these firms.

These conclusions are qualitatively robust to changes in the magnitude of the pa-
rameters and we believe that they point to research perspectives that could be of interest
to other researchers in operational research, economics, applied mathematics or space
engineering. Among the possible extensions, we would like to highlight three. First,
while we focus on an infinite horizon modeling, it would be interesting to have a short-
term analysis to understand and regulate the constitution of these mega-constellations.
Then, because of our hypotheses, our analysis is only relevant for large constellations
and it would be interesting to analyze the case of smaller constellations (in tens of
satellites), which are currently the most numerous. Finally, a more refined, stochastic,
analysis of collisions leading to a stochastic modeling of the problems seems to us to
be an important point to better understand and regulate the issue of space debris.

On the other hand, our analysis is only a step in our understanding of these issues
and it naturally has some limitations. We emphasize some of them and discuss possible
extensions.

First, our approach ensures that mega-constellations are neutral in terms of space
debris compared to the situation where they would not exist, but it does not solve the
problem of financing the further cleanup of space debris. Indeed, various estimates,
notably from the IADC (Inter agency Space Debris Coordination Committee), indicate
that it is already necessary to remove annually 5 to 10 space debris of more than 10 cm
to contain the increase of debris in low earth orbit.

Secondly, nothing is said in this article about uncontrolled entries into the atmo-
sphere and the damage they could cause to the Earth, as for instance the entry on
January 24 in 1978 of the Kosmos 954 satellite whose nuclear reactor irradiated a 600
km2 area.
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Third, our framework assumes the existence of an international agency, which some
specialists believe to be illusory in the short term (Pelton (2020)), and it does not ad-
dress the question of the possibility of bankruptcy of these firms (such as OneWeb or
Leosat), whereas this is what happened in the late 1990s to all of the first generation of
large constellation projects (Iridium, Globalstar, ICO, Orbcomm, and Teledesic) (Pel-
ton and Madry (2020)).

Fourth, by focusing on the issue of space debris, our analysis omits the fact that
these mega-constellations can also lead to other nuisances. As an illustration of these,
we think of the fact that these thousands of satellites placed in low orbit produce a light
pollution that is already beginning to disturb the work of astronomers as shown by the
call13 of the International Astronomical Union of June 3 in 2019, or its communiqué
of February 12 in 2020, which clearly warn that both optical astronomy and radio
astronomy could be very strongly impacted.

Fifth, the ADR agency is playing a passive role in our framework. An interesting
extension would be to consider the agency as a strategic player defining Markovian tax
that depends on the stock of debris. Similar work has been done in the literature on
emissions control; see, e.g., Benchekroun and Long (1998).

Sixth, our approach of taxing debris production is not the only possible one. It
has been suggested that the international community could mimic for low earth orbits
the slot allocation process already in force for geo-stationary satellites. This is a more
complex undertaking, because “slots” are now more complex orbits. However, how to
do that has been investigated in Arnas et al. (2021).

Finally, our model does not consider in details the altitude chosen by each constel-
lation, and treats the 100 km - 2,000 km altitude bands as essentially uniform. Clearly,
this is a simplifying assumption that should be dropped in future investivation by con-
sidering different altitudes and possibly orbits.14

In view of these elements, it seems necessary that the issue of the sustainable de-
velopment of space be the subject of much greater attention and research.
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Appendix A. Proofs

Appendix A.1. Notation

In these proofs, we will make use of vectorial notation as follows. The letters x, s,
b, c, f , g, φ, η, ζ without indices stand for 2-vectors whose coordinates are the same
letters indexed. The index j always means 3− i. The notation ⟨·, ·⟩ stands for the scalar
product:

⟨φ, x⟩ = φ1x1 + φ2x2 .

We also let

A = diag{a1, a2} =

(
a1 0
0 a2

)
, D = diag{d1, d2} =

(
d1 0
0 d2

)
,

φ1 =

(
φ1
0

)
, φ2 =

(
0
φ2

)
,

and likewise for c1, c2, η1, η2, b1, b2, f 1, f 2, also D1 = diag{d1, 0}, D2 = diag{0, d2}.
An exception is

k1 =

(
0
k1

)
, k2 =

(
k2
0

)
, k = k1 + k2 =

(
k2
k1

)
.

Observe that φ = φ1 + φ2, and likewise for c, η, b, f , and D. We also set

Q1 =

(
ψ1 τπ1
τπ1 0

)
, Q2 =

(
0 τπ2
τπ2 ψ2

)
,

and Q = Q1 + Q2. Using these notation, and bi = φi − pηi, the individual profits write,
in the linear revenue function model

Πi =

∞∑
t=0

ρt
[〈

bi − τki, x
〉
−

〈
ci, s

〉
−

1
2
⟨s,Dis⟩ − pζiω

]
,

and in the strictly concave revenue function model

Π̃i =

∞∑
t=0

ρt
[〈

bi, x
〉
−

1
2

〈
x,Qix

〉
−

〈
ci, s

〉
− pζiω

]
.

Dynamics. For all the problems considered, the dynamics are

x(t + 1) = Ax(t) + s(t) , x(0) = x0 = 0 .

Appendix A.2. Proof of proposition 1

For the joint optimization problem, the unique criterion is

ΠO =

∞∑
t=0

ρt
[
⟨b − τk, x⟩ − ⟨c, s⟩ −

1
2
⟨s,Ds⟩ − pω

]
.
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Consider the problem with an arbitrary initial state x0, and let

VO(x0) = max
s(·)≥0
Π0 .

We make the informed guess that VO is of the form

VO(x) =
〈
ℓO, x

〉
+ mO ,

and write Bellman’s equation:

VO(x) = max
s≥0

[
⟨b − τk, x⟩ − ⟨c, s⟩ −

1
2
⟨s,Ds⟩ − pω + ρ

(〈
ℓO, Ax + s

〉
+ mO

)]
.

i.e., using
〈
ℓO, Ax

〉
=

〈
AtℓO, x

〉
as we will do in all the sequel15

VO(x) = max
s≥0

{
−

1
2

[⟨s,Ds⟩ + 2
〈
c − ρℓO, s

〉
] +

〈
b + ρAtℓO − τk, x

〉
− pω + ρmO

}
.

Completing the square, this may also be written

VO = max
s≥0

{
−

1
2

〈
s − sO,D(s − sO)

〉}
+

1
2

〈
sO,DsO

〉
+

〈
b + ρAtℓO− τk, x

〉
− pω + ρmO,

with
sO = D−1(ρℓO − c) .

The matrix D is positive definite. Hence the maximum is obviously reached at s = sO,
so that〈

ℓO, x
〉
+ mO =

〈
b + ρAtℓO − τk, x

〉
+

1
2

〈
ρℓO − c,D−1(ρℓO − c)

〉
− pω + ρmO.

Identifying terms, it follows that

ℓO = b + ρAtℓO − τk =⇒ ℓO
i =

bi − τk j

1 − ρai
,

mO =
1
2

〈
ρℓO − c,D−1(ρℓO − c)

〉
− pω + ρmO .

Using

ρℓO − c = (I − ρAt)−1[ρb − (I − ρAt)c − ρτk] = (I − ρAt)−1( f − ρτk) ,

we get

sO = D−1(I − ρAt)−1( f − ρτk) =⇒ sO
i =

fi − ρτk j

di(1 − ρai)
,

mO =
1

1 − ρ

[
1
2

〈
(I − ρAt)−1( f − ρτk),D−1(I − ρAt)−1( f − ρτk)

〉
− pω

]
=

1
1 − ρ

 2∑
i=1

1
2di

(
fi − ρτk j

1 − ρai

)2

− pω

 .
15We keep the upper index t on A meaning A transpose although our matrix A is symmetric, because the

calculation using the vector and matrix notation holds for more general dynamics and criterion.

34



Appendix A.3. Proof of proposition 2

We set, for an arbitrary initial state x0, player j playing its equilibrium strategy sN
j :

VN
i (x0) = max

si≥0
Πi(si, sN

j ).

Proceeding as previously, we guess a form VN
i (x) =

〈
ℓi, x

〉
+ mi and write Isaacs’

equation:

VN
i (x) = max

si≥0

[
−

di

2
s2

i + (ρℓi
i − ci)si

]
+

〈
bi − τki + ρAtℓi, x

〉
+ ρℓi

js
N
j − pζiω + ρmi.

or, completing the square

VN
i (x) = max

si≥0

[
−

di

2
(si − sN

i )2
]
+

di

2
(sN

i )2 +
〈
bi − τki + ρAtℓi, x

〉
+ ρℓi

js
N
j − pζiω + ρmi ,

with

sN
i =

ρℓi
i − ci

di
,

which provides the maximum sought. The same reasoning applies to sN
j . We may

substitute these in VN
i :

VN
i =

〈
bi − τki + ρAtℓi, x

〉
+

(ρℓi
i − ci)2

2di
+ ρℓi

j

ρℓ
j
j − c j

d j
− ζi pω + ρmi.

Identifying with
〈
ℓi, x

〉
+ mi, we obtain

ℓi = bi − τki + ρAtℓi =⇒ ℓi = (I − ρAt)−1(bi − τki) =


bi

1 − ρai

−τki

1 − ρa j

 ,
and hence

sN
i =

ρbi − (1 − ρai)ci

di(1 − ρai)
=

fi
di(1 − ρai)

,

and

mi =
1

1 − ρ

 1
2di

(
fi

1 − ρai

)2

−
ρτki f j

d j(1 − ρa j)2 − ζi pω

 .
Appendix A.4. Proof of proposition 5

The criterion to be optimized is Π = Π1 + Π2, i.e.:

Π =

∞∑
t=0

ρt
[
−

1
2
⟨x,Qx⟩ − ⟨c, s⟩ + ⟨b, x⟩ − pω

]
.
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Again, we make the informed guess that Bellman’s return function will be of the form

ṼO(x) = −
1
2
⟨x,Qx⟩ +

〈
ℓ̃, x

〉
+ m̃ .

The fact that we succeed in solving Bellman’s equation with such a function will prove
our guess right. It reads

ṼO(x) = max
s≥0

{
−

1
2
⟨x,Qx⟩ − ⟨c, s⟩ + ⟨b, x⟩ − pω

+ ρ

[
−

1
2
⟨Ax + s,Q(Ax + s)⟩ +

〈
ℓ̃, Ax + s

〉
+ m̃

]}
.

Regroup terms with s:

ṼO(x) =max
s≥0

{
−

1
2
⟨s, ρQs⟩ +

〈
ρℓ̃ − ρQAx − c, s

〉}
−

1
2

〈
x, (Q + ρAtQA)x

〉
+

〈
b + ρAt ℓ̃, x

〉
− pω + ρm̃ .

Completing the square, this reads

ṼO(x) =max
s≥0

{
−

1
2

〈
s − s̃O, ρQ(s − s̃O)

〉}
+

1
2

〈
s̃O, ρQs̃O

〉
−

1
2
⟨x,Qx⟩ −

1
2
⟨Ax, ρQAx⟩ +

〈
b + ρAt ℓ̃, x

〉
− pω + ρm̃ ,

with
s̃O = −Ax +

1
ρ

Q−1(ρℓ̃ − c).

Expanding the square term in s̃O, it follows

Ṽ0(x) =
1
2
⟨Ax, ρQAx⟩ −

〈
ρℓ̃ − c, Ax

〉
+

1
2ρ

〈
ρℓ̃ − c,Q−1(ρℓ̃ − c)

〉
−

1
2
⟨x,Qx⟩ −

1
2
⟨Ax, ρQAx⟩ +

〈
b + ρAt ℓ̃, x

〉
− pω + ρm̃ ,

hence,

Ṽ0(x) = −
1
2
⟨x,Qx⟩ +

〈
b + Atc, x

〉
+

1
2ρ

〈
ρℓ̃ − c,Q−1(ρℓ̃ − c)

〉
− pω + ρm̃.

The square term in x is as “guessed”, and identifying other coefficients, we find

ℓ̃ = b + Atc =⇒ ρℓ̃ − c = ρb − (I − ρAt)c = f ,

and thus
s̃O = −Ax + ξO with ξO =

1
ρ

Q−1 f ,

and

m̃ =
1

1 − ρ

[
1

2ρ

〈
f ,Q−1 f

〉
− pω

]
.

These formulas coincide with the formulas expanded componentwise in the proposi-
tion.
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Appendix A.5. Proof of proposition 6

We seek an Isaacs Value function of the form

ṼN
i (x) = max

si≥0
Π̃i(si, s̃N

j ) = −
1
2

〈
x,Qix

〉
+

〈
ℓ̃i, x

〉
+ m̃i ,

with moreover

ℓ̃1 =

(
ℓ̃1
0

)
, ℓ̃2 =

(
0
ℓ̃2

)
, ℓ̃N =

(
ℓ̃1

ℓ̃2

)
.

so that
〈
ℓ̃i, x

〉
= ℓ̃ixi. Again, the fact the we do solve Isaacs’ equation with this “guess”

will prove it correct. Isaacs ’equation is now, for i ∈ {1, 2}:

ṼN
i (x) = max

si≥0

{
−

1
2

〈
x,Qix

〉
+

〈
bi, x

〉
−

〈
ci, s

〉
− ζi pω

+ ρ

[
−

1
2

〈
Ax + s,Qi(Ax + s)

〉
+

〈
ℓ̃i, Ax + s

〉
+ m̃i

]}
.

or, reordering terms

ṼN
i (x) =max

si≥0

{
−

1
2

〈
s, ρQis

〉
+

〈
ρℓ̃i − ci − ρQiAx, s

〉}
−

1
2

〈
x,Qix

〉
−

1
2

〈
Ax, ρQiAx

〉
+

〈
ρAt ℓ̃i + bi, x

〉
− ζi pω + ρm̃i .

The matrix Qi is not positive definite, but the term in curly braces above is strictly
concave in si, with a quadratic term −(1/2)ψis2

i . We will find the maximum over R by
differentiating. Let Qi

i stand for the line i of Qi. Note that the derivative of
〈
s,Qis

〉
with

respect to si is 2Qi
is, and that of

〈
QiAx, s

〉
is Qi

iAx. To exploit this fact, we introduce
the (non-symmetric) matrix

Q̃ =
(

Q1
1

Q2
2

)
=

(
ψ1 τπ1
τπ2 ψ2

)
,

whose determinant is ∆ = ψ1ψ2 − τ
2π1π2. Differentiating in both ṼN

i (x) for i ∈ {1, 2}
we get

Q̃s = ρ(ℓ̃N − Q̃Ax) − c ,

hence, using the notation

ρℓ̃N − c = f̃ =
(

f̃1
f̃2

)
, ρℓ̃1 − c1 = f̃ 1 =

(
f̃1
0

)
, ρℓ̃2 − c2 = f̃ 2 =

(
0
f̃2

)
,

s = s̃N = −Ax +
1
ρ

Q̃−1(ρℓ̃N − c) = −Ax +
1
ρ

Q̃−1 f̃ .
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Substitute in ṼN :

ṼN(x) = −
1
2

〈
Ax, ρQiAx

〉
+

〈
Ax,QiQ̃−1 f̃

〉
−

1
2ρ

〈
Q̃−1 f̃ ,QiQ̃−1 f̃

〉
+

〈
ρQiAx, Ax

〉
−

〈
f̃ i, Ax

〉
+

1
ρ

〈
f̃ i, Q̃−1 f̃

〉
−

〈
QiAx, Q̃−1 f̃

〉
−

1
2

〈
x,Qix

〉
−

1
2

〈
Ax, ρQiAx

〉
+

〈
ρAt ℓ̃i + bi, x

〉
− ζi pω + ρm̃i .

Cancelling terms that cancel and substituting for f̃ i, we end up with

ṼN
i (x) = −

1
2

〈
x,Qix

〉
+
〈
bi+Atci, x

〉
−

1
2ρ

〈
Q̃−1 f̃ ,QiQ̃−1 f̃

〉
+

1
ρ

〈
f̃ i, Q̃−1 f̃

〉
−ζi pω+ρm̃i .

Identifying coefficients, we find that the square term in x is as “guessed”, and also

ℓ̃i = bi + Atci =⇒ ℓ̃1 =

(
b1 + a1c1

0

)
, ℓ̃2 =

(
0

b2 + a2c2

)
.

Substituting in f̃ , it follows that f̃ = f according to our standard definition. Hence also

m̃i =
1

1 − ρ

[
1
ρ

〈
f i, Q̃−1 f

〉
−

1
2ρ

〈
Q̃−1 f ,QiQ̃−1 f

〉
− ζi pω

]
.

Finally, using

Q̃−1 f =
1
∆

(
ψ2 f1 − τπ1 f2
−τπ2 f1 + ψ1 f2

)
,

it is a straightforward calculation, though cumbersome, to check that according to the
statement to prove

m̃i =
1

1 − ρ

[
ψi(ψ j fi − τπi f j)2

2ρ∆2 − ζi pω
]
.

Appendix A.6. Proof of proposition 7

Concerning the symmetric case, we notice that

ψ P̃0(p) = P̃N(p) + pρτ2π2ω .

Therefore, if P̃N(p) is positive, so is P̃0(p). Thus p̃N
− < p̃O

− .
In the general case, the total profit under cooperation being the maximum of the

sum of the profits of the players over all pairs of admissible controls, it is larger than
the same sum under the Nash equilibrium strategies. To get an order of magnitude of
the difference, we investigate the dividend of cooperation D̃C:

D̃C = ṼO(0) −
2∑

i=1

ṼN
i (0) .
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Let us calculate the sum
∑2

i=1 ṼN
i (0), using the fact that

∑2
i=1 f i = f and

∑2
i=1 Qi = Q:

2∑
i=1

ṼN
i (0) =

1
ρ(1 − ρ)

[〈
f , Q̃−1 f

〉
−

1
2

〈
Q̃−1 f ,QQ̃−1 f

〉]
.

We write the first scalar product as〈
f , Q̃−1 f

〉
=

〈
Q̃−1 f , Q̃Q̃−1 f

〉
=

〈
Q̃−1 f , Q̃S Q̃−1 f

〉
,

where Q̃S is the symmetric part of Q̃:

Q̃S =

(
ψ1 τ π1+π2

2
τ π1+π2

2 ψ2

)
.

Then,

Q̃S −
1
2

Q =
1
2

(
ψ1 0
0 ψ2

)
≜

1
2
Ψ .

Therefore,
2∑

i=1

ṼN
i (0) +

pω
1 − ρ

=
1

2ρ(1 − ρ)

〈
Q̃−1 f ,ΨQ̃−1 f

〉
=

1
2ρ(1 − ρ)

〈
f , Q̃−tΨQ̃−1 f

〉
,

and
D̃C =

1
2ρ(1 − ρ)

〈
f , (Q−1 − Q̃−tΨQ̃−1) f

〉
.

There remains to perform the straightforward computation

Q−1 − Q̃−tΨQ̃−1 =
1
∆2δ

R ,

where R is the symmetric matrix with coefficients as follows:

R11 = τ
2ψ1ψ

2
2π

2
1 + τ

4ψ2π
2
2(2π2

1 + 2π1π2 + π
2
2) ,

R12 = R21 = −τ
3ψ1ψ2(π3

1 + π
2
1π2 + π1π

2
2 + π

3
2) − τ5π2

1π
2
2(π1 + π2),

R22 = τ
2ψ2

1ψ2π
2
2 + τ

4ψ1π
2
1(π2

1 + 2π1π2 + 2π2
2).

Appendix A.7. Proof of proposition 8
In this section, we adopt the notation of section 5. That is, we are in the symmetric

case. The un-indexed letters x, s, a, g, η are the scalar common variables or parameters
of the two players. Moreover, the notation s⋆ stands for sO or sN depending on whether
we consider the joint optimization problem or the Nash equilibrium problem.

Profitability. In the joint optimization problem, the condition g+ − ρτk ≥ 0 is imposed
by the non-negativity of sO. Furthermore, it follows from the equalities

VO(0, 0) =
(g+ − ρτk)2

2d(1 − ρ)(1 − ρa)2 and VN(0, 0) =
g+(g+ − 2ρτk)

2d(1 − ρ)(1 − ρa)2

that the new taxation scheme is profitable for the players if V(0, 0) is non-negative, i.e.,
under condition (28) for the joint optimization problem, or (29) for the Nash equilib-
rium.
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Budget Equilibrium. In the linear revenue function model, the optimal strategies are
constant at s = s⋆. Therefore, the cumulated discounted tax levied is

T = 2
γs⋆

1 − ρ
.

The trajectories followed from xi(0) = 0 are, for both players

xi(t) = (1 + a + · · · + at−1)s⋆ =
1 − at

1 − a
s∗ .

Therefore, the expected cumulated discounted ADR expense is

ADR =
2pηs⋆

1 − a

∞∑
t=0

ρt(1 − at) =
2pηs⋆

1 − a

[
1

1 − ρ
−

1
1 − ρa

]
=

2pηρs⋆

(1 − ρ)(1 − ρa)
.

Budget equilibrium is reached provided that

[γ(1 − ρa) − pηρ]s⋆ ≥ 0 .

With the added condition that s⋆ ≥ 0, this is ensured by the condition

γ ≥
pηρ

1 − ρa
.

Together with condition (28) or (29), depending on which applies, this imposes the
limits

p ≤
g − ρτk
ρη

= p0 or p ≤
g − 2ρτk

ρη
= pN −

2ρτk
1 − ρa

,

respectively.

Appendix A.8. Proof of proposition 9
In this section, the convention on notations is as in the preceding one, concerning

the symmetric model.

Profitability. We now have

ṼO(0, 0) =
(g+)2

ρ(1 − ρ)(ψ + 2τπ)
, ṼN(0, 0) :=

ψ(g+)2

ρ(1 − ρ)(ψ + τπ)2 ,

which are always non-negative. Hence the only condition for the profitability of the
scheme is that g+ be non-negative, i.e., γ ≤ γ⋆, given by equation (27).

Budget equilibrium. Notation ξ now holds either for ξO for the joint optimization prob-
lem, or for ξN for the Nash equilibrium. With the simple strategy si = −aixi+ξi coupled
with xi(0) = 0, and ∀t > 0, xi(t) = ξi, the part γξi of the taxes is collected at each time
step, while the part −γiaixi is collected from step one on. Therefore, the cumulated
discounted taxes levied in the symmetric case is

T =
2γ

1 − ρ
(1 − ρa)ξ .
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In a similar fashion, the total ADR expense for the agency is

ADR =
2p

1 − ρ

(
ρηξ + p

ω

2

)
.

Hence, budget equilibrium is ensured if

γ(1 − ρa)ξ − p(ρηξ + p
ω

2
) ≥ 0 ,

where

ξ =
g+ω
θ
=

(g − (1 − ρa)γ)ω
θ

.

This yields a second degree polynomial Q(γ) which must be non-negative:

Q(γ) ≜ −(1 − ρa)2γ2 + (1 − ρa)[g + pρη]γ − p(gρη + θ) ≥ 0 .

This is possible only if the discriminant of Q is non-negative, i.e.

R(p) ≜ ρ2η2 p2 − 2(ρηg + 2θ)p + g2 ≥ 0 .

Note that R(pN) = −4θ < 0 and R(0) = g2 > 0. Therefore R has a positive real root
less than pN , and its positivity is ensured by inequality (31):

p ≤ pN −
1

ρ2η2

[ √
4θ(ρηg + θ) − θ

]
.

It follows from the remark that R(p) = P̃O(p) − 2θp that this new condition is strictly
more restrictive than that for a profitable solution in the previous taxing scheme.

Finally, the constraint it creates on γ is γ ∈ [γ−, γ+] where, using ε ∈ {−,+}:

γε =
1

1 − ρa

[
g + pρη + ε

√
(g − pρη)2 − 4θ

]
.

Observe that Q(γ⋆) = −pθ < 0 and Q′(γ⋆) = (1 − ρa)(pρη − g) < 0 for p < pN .
Therefore γ⋆ > γ+, and the constraint (31) and γ− ≤ γ ≤ γ+ together ensure both the
profitability of the scheme for the players and a positive balance sheet for the ADR
agency.
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