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Abstract

In this work we propose a low-rank solver in view of performing pa-
rameter estimation and uncertainty quantification in systems of Partial
Differential Equations. The solution approximation is sought in a space-
parameter separated form. The discretisation in the parameter direction
is made evolve in time through a Markov Chain Monte Carlo method.
The resulting method is a Bayesian sequential estimation of the param-
eters. The computational burden is mitigated by the introduction of an
efficient interpolator, based on a reduced basis built by exploiting the
low-rank solves. The method is tested on four different applications.

Keywords: Low-rank approximation, Tensor methods, Parameter
estimation, Uncertainty quantification

1 Introduction

This work deals with systems of time-dependent parametric Partial Differential
Equations (PDEs). In numerous realistic applications, parameter estimation

1



Springer Nature 2021 LATEX template

2 Article Title

is crucial in view of performing Data Assimilation and Uncertainty Quantifi-
cation (UQ) tasks. There is an abundant literature on these topics. Far from
being exhaustive, we propose hereafter a short review of the results which
provide the context of the present work.

There are two major difficulties to be faced when trying to estimate the
parameter values by exploiting solution observations. First, studying the iden-
tifiability (first formalised in [1]), which relates to the natural question: can
the parameters be estimated given the available observations? Answering this
question amounts to study the injectivity of the parameter-to-observable map,
which is computationally hard or prohibitive in many realistic systems. Second,
even if the system of PDEs is linear with respect to the unknown, the solution
often depends in a non-linear way on the parameters. Performing parameter
estimation in a classical variational formulation reduces henceforth to solve a
non-linear non-convex optimisation problem. Bayesian methods may provide
a robust framework to deal with parameter estimation, making available some
information on the eventual non-identifiability of some of the parameters. We
refer to [2–4] and the references therein. The major issue to be addressed is
the computational cost. The computational complexity of the resolution of
Bayesian problems with several Markov Chain Monte Carlo (MCMC) meth-
ods has been investigated in [5]. Several studies in the literature investigated
parsimonious methods to perform Bayesian estimation when large systems are
at hand. Among them, we can distinguish several classes. Polynomial chaos
and dimensionality reduction were considered in [6]. A polynomial chaos ex-
pansion is proposed in [7], a spectral likelihood approximation is described
in [8], sparse polynomials approximations were proposed in [9, 10] and an
adaptive, multi-fidelity method is detailed in [11]. A sparse grid discretisa-
tion was used in [12]. The reduced basis method, consisting in building a
parsimonious discretisation by projection on a small dimensional basis (built
semi-empirically given samples of the parametric solution) was investigated
in [13–17]. Recently, the work [18] considers a mean field approximation in
view of performing Bayesian parameter estimation for large systems, and
dimensionality reduction in Bayesian estimation was investigated in [19].

This work proposes a sequential estimation method. In this class of meth-
ods, the data are acquired progressively and make it possible to correct the
estimation of the posterior distribution of the hidden quantities. An overview
on Bayesian filtering can be found in [20, 21]. Exact filtering requires the so-
lution of a PDE on the density function (see, e.g., [22]). Particle filters and
Sequential Monte Carlo have been investigated in [23, 24] and numerous other
works. One of the formulations which are the most used in practice is the en-
semble Kalman filter (one of the non-linear generalisation of the Kalman filter).
We refer to [25] for an extensive presentation of the method. Several studies in
the litterature proposed methods to mitigate the computational burden when
dealing with large systems: in [26] a polynomial chaos formulation is analysed,
in [27, 28] the reduced basis method is used to accelerate the ensemble Kalman
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filter. In the present work we propose a method to perform parameter esti-
mation in a sequential way, for systems of time-dependent PDEs. Contrary to
the works making use of the reduced basis method, we rely on parcimonius
discretisations of the parametric PDEs, with no offline phase. In [29] an anal-
ysis is proposed, comparing sparse polynomial representations and low-rank
approximations of parametric PDEs. In this work, we make the choice of re-
lying on low-rank approximations. These were investigated in several studies.
In [30, 31] the authors used the Proper Generalised Decomposition (PGD), a
greedy algorithm to approximate a problem solution in a canonical tensor for-
mat. An analysis of the convergence of the Galerkin formulation for sums of
rank-1 terms is proposed in [32]. In [33] uncertainty quantification has been
considered combining ANOVA and the Tensor Train format. Hierarchical ten-
sor approximation have been considered in [34], and in [35] the authors propose
a method which combines Alternating Least Squares and TT-cross approxi-
mation in order to represent the solution of a parametric PDE in Tensor Train
format. The discretisation of stochastic elliptic PDEs in quantics-Tensor Train
format has been proposed in [36].

Another possibility in view of performing the integration of time-dependent
parametric systems are the Dynamical Orthogonal decomposition, presented
in [37–39] and the bi-orthogonal decomposition [40, 41]. The dynamical low-
rank methods, introduced in [42] are usually used by fixing a priori the rank.
In [43], a method to adapt the rank is investigated.

In the present work, the formulation considered is similar, in spirit, to the
one proposed in [44–46]. When discretising the system, we will use a precon-
ditioned Krylov-based method (we refer to [47]) to solve the discrete problem.
The key contribution is the following: after having semi-discretised in time the
PDEs, we will discretise in space by considering a standard Galerkin method
and in parameters by using a collocation. We will make the parameter discreti-
sation evolve with an MCMC strategy in such a way that the collocation points
will distribute approximately as the posterior distribution, progressively. This
have an important consequence. In many realistic systems, the parametric so-
lution cannot be expected to be low-rank, meaning that it cannot always be
represented with a small number of separated terms. This is especially true,
roughly speaking, when considering large parameter intervals in which the so-
lution may exhibit various regimes. When considering parameter estimation
and making the parameter discretisation evolve, we can expect that the rank
stays moderate. For example, in a structurally identifiable problem, when hav-
ing zero measurement noise, we would end up with a rank-1 solution. We will
introduce a method in which the low-rank tensor solver works at the same
level of precision of a classical solver (the solver we would use to approximate
the solution of one parametric instance). The likelihood evaluation involved
in the MCMC algorithm is accelerated by introducing an efficient interpola-
tion which leverages the low-rank structure of the solution. This is built by
Galerkin projection on a time evolving basis computed thanks to the low-rank
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solves. Overall, we have a sequential Bayesian parameter estimation based on
a single parametric PDE solution.

The rest of the paper is organized as follows. In Section 2, we introduce
the MCMC method employed to perform parameter estimation and uncer-
tainty quantification. Then, Sections 3 and 4 respectively present the low-rank
solver and interpolator used for the numerical solutions of parametric time-
dependent problems. In Section 5, the performance of the proposed method
is demonstrated for four different applications. Finally, Section 6 draws the
conclusions of the present work.

2 Bayesian parameter estimation

In this section we present the method used in order to adapt the discretisation
in the parameters direction. The goal is to solve a Bayesian problem and have
the collocation points of the parameter discretisation distributed according to
the posterior distribution. Let zobs denote the observations. They are partial
noisy observation of the system state. From now on we assume that the noise is
additive, unbiased, normally distributed N (0,Σ) with covariance Σ. The prior
probability density distribution π for the parameters is assumed to be uniform
in an interval (the less informative prior in a bounded domain). The posterior
distribution ρ is obtained by applying the infinite dimensional Bayes theorem
(we refer to [4] for a comprehensive overview):

ρ(θ) ∝ exp(−Φ(zobs,θ))π(θ),

where Φ is called the potential (it is minus the log-likelihood), encoding the
effect of the discrepancy between the actual system measurements and the
model observations. In this work we use a classical Metropolis-Hastings method
to approximately distribute the collocation points according to the posterior.

2.1 Parameter estimation problem

Let the parameter domain D be a closed and bounded subset of the Euclidean
space RNp . In this work, the evolution of the state x(tk; θ) ∈ RNx and its
observation z(tk; θ) ∈ RNz is related to the parameters θ ∈ D, after discreti-
sation in space and time (by means of standard numerical methods), according
to {

x(tk; θ) = x(tk−1; θ) + ∆tf(x(tk; θ), tk; θ)

z(tk; θ) = h(x(tk; θ), tk; θ) + η(tk; θ),

where ∆t > 0 is the time-step size, f : RNx × R × D → RNx denotes the
(known) state-transition model, h : RNx ×R×D → RNz denotes the (known)
observation model, and η(tk; θ) ∈ RNz denotes the observation noise, which
is assumed to be a zero mean Gaussian white noise.
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2.2 Sequential Bayesian inference

Let {zobs(t1), . . . , zobs(tNt
)} be a temporal sequence of observations, a se-

quential MCMC method is employed to estimate the posterior probability
distribution ρ(θ | zobs(t1), . . . , zobs(tNt

)). In particular, the Monte Carlo (MC)
samples {θ1, . . . ,θNθ

} are updated at each new observation zobs(tk) by the
Metropolis-Hastings algorithm [48, 49]:

1. Uniformly sample the parameter domain D to initialize {θ1, . . . ,θNθ
}.

2. For k ∈ {1, . . . , Nt}:
• For i ∈ {1, . . . , Nθ}:

• For j ∈ {1, . . . , Nmh}:

(a) Generate candidates

θ̂i = θi + δ∆θi where ∆θi ∼ N (0,C).
(b) Calculate the acceptance ratio

γi =

exp

(
−

k∑
m=1

∥∥∥zobs(tm)− h
(
x(tm; θ̂i), tm; θ̂i

)∥∥∥2
2

)

exp

(
−

k∑
m=1

∥∥zobs(tm)− h
(
x(tm; θi), tm; θi)

)∥∥2
2

) ·

(c) Accept or reject candidates

if τi ⩽ γi with τi ∼ U(0, 1), then set θi = θ̂i.

In the numerical experiments presented in Section 5, the number of Metropolis-
Hastings steps is chosen as Nmh = 50, which was observed to be sufficient for
the sampling to converge in the first moments, and the step size is taken as
δ = 10−2, and the correlation matrix C ∈ RNp×Np is defined as

C = diag(θmax − θmin)
2,

where θmin and θmax are respectively the lower and upper bounds of the
parameter domain (i.e., θmin ⩽ θ ⩽ θmax for any θ ∈ D).

2.3 Uncertainty quantification

Let q(tk; θ) ∈ RNq be a selection of quantities of interest (QoIs). Once the
posterior probability distribution is sampled, it becomes possible to estimate
several statistical quantities, such as the empirical mean and (elementwise)
variance, respectively, given by

µq(tk) =
1

Nθ

Nθ∑
i=1

q(tk; θi) and σ2
q(tk) =

1

Nθ − 1

Nθ∑
i=1

(
q(tk; θi)− µq(tk)

)2
.

In particular, the mean provides access to unobserved QoIs of the solution,
while the variance quantifies the accuracy of this estimation.
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3 Low-rank solver

In this section the low-rank solver for parametric PDEs is presented. Let
the parameter domain be D ⊂ RNp , a compact set. Let Ω ⊂ Rd be the
space domain. We present hereafter the context for a generic parametric time-
dependent PDE. The extension to vector valued solutions and to systems of
parametric PDEs is straightforward. A parametric PDE can be written in
abstract form as:

∂tu = A(θ)u+ G(u, t; θ),
where the function u is the solution, A is a linear operator acting on u, and
G is a nonlinear operator. In the present work we are interesting in studying
the solution as function of the space-time variable and the parameters acting
as extra variables, hence a function u : Ω × D × [0, T ] → R. The operator A
satisfies the following hypotheses:

1. A is linear in u;
2. A is a finite rank tensorised operator. Let V(Ω), V(D) be two Hilbert

spaces of functions on Ω and D respectively. Let A(Ω) : V(Ω) → V(Ω) and
A(D) : V(D) → V(D) be two linear continuos operators. A rank-1 tensorised
operator is defined as:

A(Ω) ⊗A(D) :

{
V(Ω)× V(D) → V(Ω)× V(D)
v ⊗ w 7→ A(Ω)v ⊗A(D)w

Asking for A to be a finite rank operator means that there exist a finite

number L ∈ N∗ of rank-1 operators
{
A

(Ω)
l ⊗A

(D)
l

}
1≤l≤L

such that:

A =

L∑
l=1

A
(Ω)
l ⊗A

(D)
l .

In this work, the PDE is first semi-discretised in time. Let k ∈ N∗ denote the
time iteration level. When considering the above stated hypotheses and using
an implicit Euler scheme we would get the semi-discretised form:(

I −∆tA(θ)
)
u(k+1) = u(k) +∆tG(u(k+1), tk+1; θ),

where I denotes the identity operator.
We can now discretise this in space-parameters and obtain the full discrete

formulation of the problem. When using a Galerkin method in space and a
collocation method in parameters this lead to a parametrised linear system to
be solved. The hypothesis on the tensorised structure of the operator would
make it possible to look for a solution representation in a low rank format and
to deal with the system resolution in an efficient way. This is presented in the
following section.
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3.1 Low-rank approximation

Let {θ1, . . . ,θNθ
} be the MC samples, the corresponding solutions x(tk; θ) at

time-step tk can be assembled into the matrix

Xk =
[
x(tk; θ1) . . . x(tk; θNθ

)
]
∈ RNx×Nθ .

In order to reduce the number of degrees of freedom (DOFs), the solution Xk

is approximated by the low-rank matrix

Xk =

rk∑
n=1

σk
nu

k
n(v

k
n)

T = UkΣkV
T
k , (1)

where Uk = [uk
1 , . . . ,u

k
rk
] ∈ RNx×rk , Σ = diag(σk

1 , . . . , σ
k
rk
) ∈ Rrk×rk ,

Vk = [vk
1 , . . . ,v

k
rk
] ∈ RNθ×rk , and rk ≪ Nx, Nθ. In particular, this second-

order tensor is truncated using the Eckart-Young theorem [50] to minimize
the approximation error. Without loss of generality, we can assume that
Xk = UkΣkV

T
k is the singular value decomposition (SVD) of Xk. If Uk or Vk

are not unitary matrices, Algorithm 2 can be used to efficiently orthonormal-
ized them. The low-rank matrix Xk is then obtained by keeping only the first
rk columns of Uk and Vk. In practice, the rank rk ∈ N is defined as the small-
est integer such that the relative truncation error is less than a given tolerance
ηtrunc ∈ [0, 1]: ∥∥Xk − T (Xk)

∥∥
F
⩽ ηtrunc

∥∥Xk

∥∥
F
, (2)

where T : RNx×Nθ → RNx×Nθ denotes the resulting rounding operator, and
∥·∥F stands for the Frobenius norm.

3.2 Linear time-invariant system

Given the solution approximation (1) defined above, we now present how Xk

is determined. We first consider linear state-transition models of the form

A(θ)x(tk; θ) = b(tk; θ), (3)

where A(θ) ∈ RNx×Nx , and b(tk; θ) ∈ RNx may depend on the solution
at the previous time-step x(tk−1; θ). Given {θ1, . . . ,θNθ

}, the corresponding
systems (3) can be assembled into the linear system

A(Xk) = Bk, (4)

where A(Xk) = [A(θ1)x(tk; θ1), . . . ,A(θNθ
)x(tk; θNθ

)] ∈ RNx×Nθ , and
Bk = [b(tk; θ1), . . . ,b(tk; θNθ

)] ∈ RNx×Nθ . The system (3) is solved by
a truncated version of the generalized minimal residual (GMRES) algorithm
[51–53], which approximates the solution (and the other vectors) in a low-rank
form similar to (1). This iterative method is initialized using the solution at
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the previous time-step Xk−1 and terminates when the relative residual is less
than a given tolerance εgmres ∈ (0, 1]:∥∥A(Xk)−Bk

∥∥
F
⩽ εgmres

∥∥Bk

∥∥
F
. (5)

The number of iterations Ngmres ∈ N is therefore defined as the smallest inte-
ger such that the stopping criterion (5) is satisfied. In addition, the algorithm
is equipped with a left preconditioning matrix P ∈ RNx×Nx to speedup conver-
gence. A common choice for the preconditioner is P ≈ A(θ). However, since
we have the matrices {A(θ1), . . . ,A(θNθ

)}, this would result in Nθ precon-
ditioning matrices, which would be prohibitive to store in memory. For this
reason, we choose the preconditioner P = A(θc), where θc is the center of
the parameter domain D (i.e., θc = θmin+θmax

2 ). A similar choice is discussed
in [54]. The resulting linear solver is described in Algorithm 3. Notably, the
rounding operator T is used at lines 1, 5, 8 and 14 to balance the increase in
rank occurring when tensors are added.

Remark 1 Since A(θ) depends only on θ, this matrix can be decomposed as follows

A(θ) =

Nα∑
n=1

αn(θ)An, (6)

where Nα ≪ Nθ. For example, the heat conduction problem described in Section 5.1
leads to a discrete system with a matrix of the form

A(θ) = A1 + κA2 + νA2,

where

(A1)i,j :=
1

∆t

∫
Ω
ϕiϕj dx, (A2)i,j :=

∫
Ω
∇ϕi · ∇ϕj dx, (A3)i,j :=

∫
Γint

ϕiϕj ds,

and {ϕ1, . . . , ϕNx
} denotes the finite element basis. The operator A : RNx×Nθ →

RNx×Nθ thus requires to store only the matrices {A1, . . . ,ANα
}, and not all the

matrices {A(θ1), . . . ,A(θNθ
)}, which would be prohibitive in terms of storage

complexity.

3.3 Extension to nonlinear systems

We now extend the method to nonlinear state-transition models:

A(θ)x(tk; θ) = b(tk; θ) + g(x(tk; θ), tk; θ), (7)

where g : RNx×R×D → RNx is nonlinear with respect to the solution x(tk; θ).
Given {θ1, . . . ,θNθ

}, the corresponding systems (7) can be assembled into

A(Xk) = Bk + G(Xk), (8)

where G(Xk) =
[
g(x(tk; θ1), tk; θ1), . . . ,g(x(tk; θNθ

), tk; θNθ
)]
]
∈ RNx×Nθ .

The system (8) is solved by a fixed-point iteration method, where the linear
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(resp. nonlinear) terms are treated implicitly (resp. explicitly), and the result-
ing linear system is solved by Algorithm 3. The method is initialized using
the solution at the previous time-step Xk−1 and terminates when the (abso-
lute or relative) difference between two iterates is less than a given tolerance
εfp ∈ (0, 1]: ∥∥X(k,l+1) −X(k,l)

∥∥
F
⩽ εfp max

(
1,
∥∥X(k,l)

∥∥
F

)
. (9)

The number of iterations Nfp ∈ N is therefore defined as the smallest integer
such that the stopping criterion (9) is satisfied. In addition, the method is
relaxed, with a factor λ ∈ (0, 1], so that the iteration defines a contraction
function and converges toward a fixed-point. The resulting solver is described
in Algorithm 1. In the following, the target accuracy ε = εfp = εgmres of
Algorithms 3 and 1 is set to ε = 10−6 in order to provide sufficient accuracy in
the numerical experiments presented in Section 5. Furthermore, the rounding
accuracy (which must be less than the target accuracy) is taken as ηtrunc =
10−8 to be small compared to ε, and the relaxation factor is set to λ = 0.5.

Algorithm 1 Truncated relaxed fixed-point iteration method

Input: A : RNx×Nθ → RNx×Nθ , Xk−1 ∈ RNx×Nθ , Bk ∈ RNx×Nθ , G :
RNx×Nθ → RNx×Nθ , P ∈ RNx×Nx , λ ∈ (0, 1], εfp ∈ (0, 1], εgmres ∈ (0, 1],
and ηtrunc ∈ [0, 1]

Output: Xk ∈ RNx×Nθ

1: X(k,0) = Xk−1

2: for l = 1, . . . , Nfp do
3: Find X∗ ∈ RNx×Nθ solution to A(X∗) = Bk + G(X(k,l−1))

4: X(k,l) = T (λX(k,l−1) + (1− λ)X∗)
5: end
6: Xk = X(k,Nfp)

Remark 2 The convergence rate of Algorithm 1 can also be improved by using
convergence acceleration techniques, such as Aitken’s delta-squared process.

Remark 3 In this work, we will focus on quadratic polynomial nonlinearities (i.e.,
G(Xk) = E(θ)[Xk ⊙ Xk], where E(θ) ∈ RNx×Nx , Xk ⊙ Xk ∈ RNx×Nθ , and ⊙
stands for the Hadamard product), for which computations remain tractable. Specif-
ically, the product of two tensors, with rank r1 and r2, results in a tensor of rank
r1× r2. The latter can therefore be evaluated at an affordable cost if the ranks r1, r2
are low. To this end, a rounding operator can be used to promote low-rank repre-
sentations. However, this approach generally becomes computationally prohibitive
when the nonlinearity is either a high-degree polynomial or nonpolynomial. In these
cases, hyper-reduction methods [55, 56] could be employed, and their design should
be tailored to the specific problem at hand. This will be the subject of further
investigations.
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4 Interpolator

In Section 3, we described a low-rank solver to evaluate the solution cor-
responding to different parameters {θ1, . . . ,θNθ

} for a single time-step tk.
However, calculating the acceptance ratio in the Metropolis-Hastings algo-
rithm requires the solution for all time-steps {t1, . . . , tk}. For this reason, we
extend now the method to time-dependent problems. To this end, we employ an
interpolator, instead of the previous low-rank solver, to significantly reduce the
solution time requirement. This interpolator is a reduced-oder model (ROM)
based on the POD-Galerkin method, where the reduced basis is updated each
time a new observation is available. The step in the sequential MCMC at
which the observation zobs(tk) is received is denoted by k ∈ {1, . . . , Nt}. The
reason for this update is the following: as the parameter sampling is pro-
gressively adapted by the MCMC, the set of solutions to be approximated
changes. This update therefore aims to provide a low-dimensional basis for ac-
curately interpolating the solution defined on the new time parameters domain
of interest.

4.1 Reduced-order approximation

At each step k, the solution x(tm; θ̂) is approximated for m ∈ {1, . . . , k} by

x̃(tm; θ̂) =

sk∑
n=1

wk
nyn(tm; θ̂) = Wky(tm; θ̂),

where Wk = [wk
1 , . . . ,w

k
sk
] ∈ RNx×sk denotes the reduced basis, y(tm; θ̂) =

[y1(tm; θ̂), . . . , ysk(tm; θ̂)] ∈ Rsk denote the reduced coordinates of the
solution in this basis, and sk ≪ Nx.

4.2 Proper orthogonal decomposition

At the beginning of step k, the reduced basis Wk−1 is updated in order to
approximate the solution corresponding to the new time-parameter domain
[t1, tk] × Dk, where Dk is the convex hull of {θ1, . . . ,θNθ

}. For this purpose,
the snapshot database is defined as

k⋃
m=1

{
x(tm; θ1), . . . ,x(tm; θNθ

)
}
,

where the solutions {x(tk; θ1), . . . ,x(tk; θNθ
)} are evaluated using the

low-rank solver, and the solutions {x(tm; θ1), . . . ,x(tm; θNθ
)}k−1

m=1 are approx-
imated by the interpolator using Wk−1. The corresponding snapshot matrix
is therefore given by

S =
[
UkΣkV

T
k Wk−1Yk−1

]
∈ RNx×kNθ ,
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where Yk−1 = [y(t1; θ1), . . . ,y(t1; θNθ
), . . . ,y(tk−1; θ1), . . . ,y(tk−1; θNθ

)].
The reduced basis Wk is then build by Proper Orthogonal Decomposition
(POD) [57, 58] in order to obtain the approximation subspace minimizing, in
the least-squares sense, the difference between the snapshots and their projec-
tions onto this subspace. In particular, the POD is efficiently computed using
the SVD update of Brand described in Algorithm 4. Moreover, the dimension
sk ∈ N of the reduced basis is defined as the smallest integer such that the
relative projection error is less than a given tolerance ηproj ∈ [0, 1]:∥∥S−WkW

T
k S

∥∥
F
⩽ ηproj ∥S∥F .

In the following, the projection accuracy is chosen as ηproj = ε = 10−6 (which
corresponds to 99.9999% of the singular value energy) to be of the same order
of magnitude as the target accuracy ε. Furthermore, the approximation of
the different variables is decorrelated since they can have different orders of
magnitude. For example, in the FSI problem described in Section 5.2, the

variables {u, p,d, ḋ} are respectively approximated by {Wu
k ,W

p
k,W

d
k ,W

ḋ
k},

and the reduced basis is defined as

Wk =


Wu

k

Wp
k

Wd
k

Wḋ
k

 .

4.3 Galerkin method

Once the reduced basis is updated, the ROM can finally be exploited to accel-
erate the Metropolis-Hastings algorithm. To this end, the reduced coordinates
y(tm; θ̂) are determined for m ∈ {1, . . . , k} by the Galerkin method to provide
robust physic-based interpolations:

Ã(θ̂)y(tm; θ̂) = b̃(tm; θ̂) + g̃(y(tm; θ̂), tm; θ̂), (10)

where Ã(θ̂) = WT
k A(θ̂)Wk ∈ Rsk×sk , b̃(tm; θ̂) = WT

k b(tm; θ̂) ∈ Rsk , and

g̃(y(tm; θ̂), tm; θ̂) = WT
k g(Wky(tm; θ̂), tm; θ̂) ∈ Rsk .

Remark 4 As stated previously, we will focus in the following on quadratic polynomial
nonlinearities (i.e., g̃(y(tm; θ̂), tm; θ̂) = Ẽ(θ̂)[y(tm; θ̂)⊗ y(tm; θ̂)], where Ẽ(θ̂) =

WT
k E(θ̂)[wk

1 ⊙ Wk, . . . ,w
k
sk ⊙ Wk] ∈ Rsk×s2k , and ⊗ stands for the Kronecker

product). The associated system (10) therefore scales with the dimension of the
reduced basis sk ≪ Nx, which typically enables a speedup factor of several orders of
magnitude compared to the resolution of system (7). Additionally, hyper-reduction
techniques [55, 56, 59] can also be employed to further reduce the computational cost
associated with the solution of equation (10). Lastly, it is important to notice that,

according to (6), the matrix Ã(θ̂) (and similarly Ẽ(θ̂)) can be efficiently computed
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Figure 1: Workflow of the proposed method.

since

Ã(θ̂) =

Nα∑
n=1

αn(θ̂)Ãn,

where the matrices Ãn = WT
k AnWk are precomputed once-for-all during the update

of the reduced basis.

Remark 5 In the numerical experiments presented in Section 5, the resulting ROM-
based interpolator will inherit the stability property of the numerical methods used
to obtain the discrete system (7).

5 Numerical experiments

In this section, the performance of the proposed method is assessed for four
applications. In each case, we perform parameter estimation and uncertainty
quantification using noisy partial observations generated from the ground truth
parameter θobs (i.e., zobs(tk) = z(tk; θobs)). The accuracy of the estimate
µq(tk) with respect to the associated QoI, q(tk; θobs), is evaluated using the
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relative space-time error:

Error =

√√√√√√√√√√
Nt∑
k=1

∥q(tk; θobs)− µq(tk)∥22

Nt∑
k=1

∥q(tk; θobs)∥22

.

Furthermore, the computational speedup provided by the proposed method
with respect to a sequential MCMC method using a standard finite element
solver is evaluated in each case to quantify the reduction in computational cost
for sampling the posterior distribution function.

5.1 Heat conduction in 3D

In the first application, we consider a three-dimensional linear heat conduction
problem. Let Ω ⊂ R3 be an open set representing the physical domain with Γint

and Γext, the interior and exterior boundaries, respectively. The temperature
T : Ω× R+ → R is governed by the heat equation:

∂tT − κ∆T = 0 in Ω× R+,

T = 0 in Ω× {0},

κ
∂T

∂n
+ ν(T − Tbc) = 0 on Γint × R+,

∂T

∂n
= 0 on Γext × R+,

(11)

where κ denotes the thermal diffusivity constant, ν denotes the Robin
parameter, and the boundary condition on Γint is defined as

Tbc(x, t) = c1 + c2 cos(φ) + c3 sin(φ) + c4 cos(2φ) + c5 sin(2φ)

with φ = atan(y/x). The physical domain is discretized using 35,328 ver-
tices and 186,624 tetrahedral elements as shown in Figure 2. We consider the
time-interval [0, 10], and the time-step size is ∆t = 10−1 (i.e., Nt = 100).
The heat equation (11) is then discretized by continuous P1 finite elements
in space and the implicit Euler scheme in time, which leads to a linear
discrete system (3) having Nx = 35, 328 DOFs. The input parameters are
θ = [κ, ν, c1, c2, c3, c4, c5], and we consider the parameter domain given in
Table 1.
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κ ν c1 c2 c3 c4 c5

[1, 10] [1, 10] [5, 15] [−1, 1] [−1, 1] [−1, 1] [−1, 1]

Table 1: Parameter domain D for the heat conduction problem.

Figure 2: Left: cross section of the domain Ω with boundaries Γint and Γext

plotted in blue and red, respectively. Right: computational mesh for the heat
conduction problem.
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Figure 3: Parameter estimation resulting from the sampling of the posterior
probability distribution at final step (i.e., k = Nt) for the heat conduction
problem. The ground truth parameter θobs is plotted in red.
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This application aims at estimating the model parameters by exploiting
measurements taken on the exterior surface Γext, which thereafter enables to
reconstruct the temperature on the interior surface Γint (so that the QoI,
q, is here T |Γint

). These observations contain 5% of noise and were gener-
ated from the ground truth parameter θobs = [3.6, 5.8, 8.5, 0.4,−0.5,−0.2, 0.6].
Figure 3 shows the sampling of the posterior probability distribution obtained
using Nθ = 512 queried input parameters. The parameters {c1, c2, c3, c4, c5}
are accurately estimated, while the values of {κ, ν} appear to be correlated.
Specifically, only one of them is identifiable, the other being given by the
hyperbolic-like relation that can be identified from the sampling of the poste-
rior probability distribution displayed in Figure 4. This illustrates in particular
the robustness of the method against the existence of local minima. In Figure
5, we present the estimation of the temperature on Γint at final time result-
ing from this sampling. The standard deviation σq is two orders of magnitude
smaller than the mean µq, leading to robust confidence intervals. In particular,
the relative space-time error between the ground truth temperature and the
estimate µq delivered by the proposed method is 0.533%. Figure 6 reports the
evolution of the solution rank and reduced basis dimension. At the beginning,
the dimension of the reduced basis increases due to the new solution features to
be approximated, contained in the snapshots provided by the low-rank solver.
It then decreases as the sampling of the posterior probability distribution starts
to converge and becomes less spread out. This demonstrates the ability of the
interpolator to accurately approximate the solutions associated with the adap-
tive sampling of the parameter domain, while maintaining the reduced basis
dimension as low as possible to speedup computations. In particular, the com-
putational speedup factor delivered by the proposed method compared to a
sequential MCMC method using a standard finite element solver for solving
system (3) is 887. Of the time required for sampling the posterior probabil-
ity distribution, 83.79% is spent in the low-rank solver, 0.34% in updating the
reduced basis and associated precomputed quantities, 15.26% in the solution
interpolation, and 0.61% in the other parts of the method.
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(a) k = 0 (b) k = 20

(c) k = 40 (d) k = 60

(e) k = 80 (f) k = 100

Figure 4: Sampling of the posterior probability distribution at different steps
k for the heat conduction problem. The ground truth parameter θobs is plotted
in red.
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(a) Ground truth temperature T on Γint

(b) Mean µq

(c) Standard deviation σq

Figure 5: Estimation of the temperature on the interior surface at final time
tk = 10 for the heat conduction problem.
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Figure 6: Solution rank and reduced basis dimension at different steps k ∈
{1, . . . , Nt} for the heat conduction problem.

5.2 Pressure-wave propagation in 2D

In the second application, we consider the well-known linear fluid-structure
interaction (FSI) benchmark of a two-dimensional pressure-wave propagation
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(see, e.g., [60, 61]). For a given length L, radius R and thickness ϵ, let Ωf :=
(0, L) × (0, R) ⊂ R2 and Ωs := (0, L) × (R,R + ϵ) ⊂ R2 be, respectively, the
open sets representing the fluid and solid domains, and Σ = (0, L)×{R} be the
interface between Ωf and Ωs. The fluid and solid boundaries are partitioned as
follows ∂Ωf = Γ1 ∪ Γ2 ∪ Γ3 ∪ Σ and ∂Ωs = Γd ∪ Γn ∪ Σ (see Figure 7).

Figure 7: Computational mesh for the pressure-wave propagation problem:
the fluid domain Ωf is plotted in gray, the solid domain Ωs in black, and the
interface Σ in blue.

We assume that the solid undergoes infinitesimal displacements, so that
the fluid velocity u : Ωf×R+ → R2 and pressure p : Ωf×R+ → R are governed
by the Stokes equations{

ρf∂tu− divσf(u, p) = 0 in Ωf × R+,

divu = 0 in Ωf × R+,
(12a)

and the solid displacement d : Ωs × R+ → R2 and velocity ḋ : Ωs × R+ → R2

by the linear elastodynamics equations{
ρs∂tḋ− divσs(d) + βd = 0 in Ωs × R+,

ḋ = ∂td in Ωs × R+.
(12b)

In the above relations, the term βd represents the transverse membrane effects
that appear in axisymmetric formulations, ρf, ρs, σf and σs denote respectively
the fluid and solid densities and the fluid and solid stress tensors. The latter
are given by the constitutive relations

σf(u, p) := 2µfϵ(u)− pI, σs(d) := 2µsϵ(d) + λs(divd)I.

Here, µf stands for the fluid dynamics viscosity, µs and λs for the Lamé param-
eters of the solid, and ϵ(u) := 1

2 (∇u + ∇uT) denotes the symmetric part of
the gradient. Finally, the interface coupling conditions between the fluid and
solid subproblems (12a) and (12b) are given by{

u = ḋ on Σ× R+,

σf(u, p)n = σs(d)n on Σ× R+,
(12c)
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ρf µf ρs µs λs

[0.9, 1.1] [0.03, 0.04] [1, 1.2] [106, 107] [106, 107]

Table 2: Parameter domain D considered for the pressure-wave propagation
problem.

where n denotes the outward unit normal to ∂Ωf. The coupled problem (12)
is completed with zero initial conditions on u, d and ḋ. A sinusoidal pressure
profile pin(t) = pmax(1 − cos(2tπ/T ∗))/2, with maximum pressure pmax =
2 × 104, is prescribed on the inlet boundary Γ1 during T ∗ = 0.005 seconds.
Zero traction is imposed on Γ3, and a slip (symmetry) condition is enforced
on Γ2. For the solid, we set d = 0 on the extremities Γd and we impose zero
traction on Γn.
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Figure 8: Parameter estimation resulting from the sampling of the poste-
rior probability distribution at final step (i.e., k = Nt) for the pressure-wave
propagation problem. The ground truth parameter θobs is plotted in red.

For the time discretization of (12), we consider a fully implicit method
(strongly coupled scheme), using a backward Euler scheme in the fluid (12a)
and a neutrally stable mid-point scheme for the solid (12b). For the discretiza-
tion in space, we consider continuous P1 finite elements, with a Nitsche based
treatment of the interface conditions (see [62, Section 4.1]), which yields a
simple block structure in the resulting system matrix. To cope with the lack
of inf-sup stability in the fluid approximation, the Brezzi-Pitkäranta pressure
stabilization is considered (see [63]), with a stabilization parameter δ = 10−3.
We consider an example with L = 6, R = 0.5, and ϵ = 0.1. All the units are
given in the CGS sytem. The fluid (resp. solid) domain is then discretized using
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1,331 (resp. 363) vertices and 2,400 (resp. 480) triangular elements as shown
in Figure 7. We consider the time-interval [0, 0.015], and the time-step size is
∆t = 10−4 (i.e., Nt = 150). The Nitsche penalty parameter is set to γ = 100,
and the solid parameter β is set to 4×106. The resulting linear discrete system
(3) has Nx = 5, 445 DOFs (that is, 2 × 1, 331 for u + 1, 331 for p + 2 × 363
for d + 2× 363 for ḋ). The input parameters are θ = [ρf, µf, ρs, µs, λs], and we
consider the parameter domain given in Table 2.

This application focuses on the estimation of the fluid pressure p from
measurements of the fluid velocity u and solid velocity ḋ in the whole phys-
ical domain. This is type of data typically available in 4D-flow MRI data.
These observations were generated from the ground truth parameter θobs =
[0.96, 0.036, 1.13, 2.26 · 106, 7.03 · 106] and contain 5% of noise. Figure 8 shows
the sampling of the posterior probability distribution obtained using Nθ = 243
queried input parameters. The parameters {ρf, µf, ρs, µs} are accurately esti-
mated, while the value of λs is more uncertain. In particular, the estimation
converges faster for {ρf, µf, µs} than in the directions {ρs, λs} as shown in
Figure 9. Figure 10 presents the pressure estimate at final time resulting from
this sampling. The standard deviation σq is three orders of magnitude smaller
than the mean µq, leading to robust confidence intervals. Notably, the relative
space-time error between the ground truth pressure and the estimate µq deliv-
ered by the proposed method is 0.008%. Figure 11 reports the evolution of the
solution rank and reduced basis dimension. In particular, the computational
speedup factor delivered by the proposed method compared to a sequential
MCMC method using a standard finite element solver for solving system (3)
is 91. Of the time required for sampling the posterior probability distribution,
77.91% is spent in the low-rank solver, 0.34% in updating the reduced basis
and associated precomputed quantities, 15.26% in the solution interpolation,
and 0.61% in the other parts of the method.
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(a) k = 0 (b) k = 0

(c) k = 50 (d) k = 50

(e) k = 100 (f) k = 100

(g) k = 150 (h) k = 150

Figure 9: Sampling of the posterior probability distribution at different steps
k for the pressure-wave propagation problem. The ground truth parameter
θobs is plotted in red.
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(a) Ground truth pressure p

(b) Mean µq

(c) Standard deviation σq

Figure 10: Estimation of the pressure at final time tk = 0.015 for the pressure-
wave propagation problem.
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Figure 11: Solution rank and reduced basis dimension at different steps k ∈
{1, . . . , Nt} for the 2D pressure-wave propagation problem.

5.3 Flow over an elastic wall in 3D

In the third application, we consider the three-dimensional version of the previ-
ous linear FSI problem (12), with Ωf,Ωs ⊂ R3 given in Figure 12. The resulting
FSI problem is completed with zero initial conditions. A sinusoidal pressure
profile pin(t) = −pmax sin(8tπ/T

∗), with pmax = 104 and T ∗ = 0.015, is pre-
scribed on the inlet boundary Γ4. Zero traction is imposed on Γ2 and a slip
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ρf µf ρs µs λs

[0.9, 1.1] [0.03, 0.04] [1, 1.2] [105, 106] [105, 106]

Table 3: Parameter domain D for the 3D FSI example.

condition is enforced on Γ1 ∪Γ3. For the solid, we set d = 0 on Γd. Symmetry
conditions are enforced on the lateral walls.

The FSI problem (12) is discretized using the same numerical method that
in Section 5.2. The fluid (resp. solid) domain is then discretized using 5,071
(resp. 330) vertices and 24,750 (resp. 1,080) tetrahedral elements as shown
in Figure 12. We consider the time-interval [0, 1], and the time-step size is
∆t = 10−3 (i.e., Nt = 1000). The resulting linear discrete system (3) has
Nx = 22, 264 DOFs. The input parameters are θ = [ρf, µf, ρs, µs, λs], and we
consider the parameter domain given in Table 3.

Figure 12: Left: cross section of the computational mesh with the fluid domain
Ωf plotted in gray, the solid domain Ωs in black and, the interface Σ in blue.
Right: computational mesh for the 3D FSI example.
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Figure 13: Parameter estimation resulting from the sampling of the posterior
probability distribution at final step (i.e., k = Nt) for the 3D FSI example.
The ground truth parameter θobs is plotted in red.

As previously, we focus on the estimation of the fluid pressure p from
fluid and solid velocity measurements. These observations were generated from
the ground truth parameter θobs = [1.06, 0.034, 1.17, 3.8 × 105, 5.8 × 105] and
contain 5% of noise. Figure 13 shows the sampling of the posterior proba-
bility distribution obtained using Nθ = 243 queried input parameters. The
parameters {ρf, µf, ρs, µs} are accurately estimated, while the value of λs is
more uncertain. In particular, the estimation converges faster for {ρf, µf, µs}
than in the directions {ρs, λs} as shown in Figure 14. Figure 15 presents the
pressure estimate at final time resulting from this sampling. The standard de-
viation σq is two orders of magnitude smaller than the mean µq, leading to
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robust confidence intervals. Notably, the relative space-time error between the
ground truth pressure and the estimate µq delivered by the proposed method
is 0.003%. Figure 16 reports the evolution of the solution rank and reduced
basis dimension. In particular, the computational speedup factor delivered by
the proposed method compared to a sequential MCMC method using a stan-
dard finite element solver for solving system (3) is 3,056. Of the time required
for sampling the posterior probability distribution, 90.56% is spent in the low-
rank solver, 1.03% in updating the reduced basis and associated precomputed
quantities, 7.41% in the solution interpolation, and 1.00% in the other parts
of the method.
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(a) k = 0 (b) k = 0

(c) k = 333 (d) k = 333

(e) k = 667 (f) k = 667

(g) k = 1000 (h) k = 1000

Figure 14: Sampling of the posterior probability distribution at different steps
k for the 3D FSI example. The ground truth parameter θobs is plotted in red.
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(a) Ground truth pressure p (b) Mean µq

(c) Standard deviation σq

Figure 15: Cross section of the pressure estimate at final time tk = 1 for the
3D FSI example.
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Figure 16: Solution rank and reduced basis dimension at different steps k ∈
{1, . . . , Nt} for the 3D FSI example.

5.4 Flow past a cylinder in 2D

In the last application, we consider the popular nonlinear benchmark of a two-
dimensional flow past a cylinder. Let Ω ⊂ R2 be an open set representing the
physical domain with ∂Ω = Γin∪Γcyl∪Γout. The fluid velocity u : Ω×R+ → R2
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and pressure p : Ω×R+ → R are governed by the incompressible Navier-Stokes
equations 

∂tu+ (u · ∇)u− ν∆u+∇p = 0 in Ω× R+

∇ · u = 0 in Ω× R+,

u = 0 in Ω× {0},
u = [u∞, 0] on Γin × R+,

u = 0 on Γcyl × R+,

ν∂nu− pn = 0 on Γout × R+,

(13)

where u∞(x, t) = 6νRe(H − y)y/(DH2), H = 0.41, D = 0.1, ν denotes
the kinematic viscosity, and Re denotes the Reynolds number. The physical
domain is discretized using 1,718 vertices and 3,256 triangular elements as
shown in Figure 17. We consider the time-interval [0, 1], and the time-step
size is ∆t = 10−3 (i.e., Nt = 1000). The Navier-Stokes equation (13) is then
discretized by a continuous P2 − P1 finite element method in space and the
implicit Euler scheme in time, which leads to a nonlinear discrete system (7)
having Nx = 15, 102 DOFs. The input parameters are θ = [ν,Re], and we
consider the parameter domain given in Table 4.

This application focuses on the estimation of the fluid pressure p from mea-
surements of the fluid velocity u. These observations contain 5% of noise and
were generated from the ground truth parameter θobs = [2× 10−3, 70]. Figure
18 shows the sampling of the posterior probability distribution obtained using
Nθ = 128 queried input parameters. In particular, the two parameters {ν,Re}
are accurately estimated. Figure 20 presents the pressure estimate at final
time resulting from this sampling. The standard deviation σq is two orders of
magnitude smaller than the mean µq, leading to robust confidence intervals.
In particular, the relative space-time error between the ground truth pressure
and the estimate µq delivered by the proposed method is 0.688%. Figure 21
reports the evolution of the solution rank and reduced basis dimension. The
dimension of the reduced basis tends to increase for all variables, which is
symptomatic of convection-dominated flow problems, but this increase is mit-
igated as the MC sampling starts to converge toward the posterior probability
distribution. In particular, the computational speedup factor delivered by the
proposed method compared to a sequential MCMC method using a standard
finite element solver for solving system (7) is 173. Of the time required for
sampling the posterior probability distribution, 95.25% is spent in the low-
rank solver, 0.57% in updating the reduced basis and associated precomputed
quantities, 4.17% in the solution interpolation, and 0.01% in the other parts
of the method.
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ν Re

[10−3, 10−2] [1, 200]

Table 4: Parameter domain D for the cylinder testcase.

Figure 17: Computational mesh for the cylinder testcase.
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Figure 18: Parameter estimation resulting from the sampling of the posterior
probability distribution at final step (i.e., k = Nt) for the cylinder testcase.
The ground truth parameter θobs is plotted in red.
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(a) k = 0 (b) k = 200

(c) k = 400 (d) k = 600

(e) k = 800 (f) k = 1000

Figure 19: Sampling of the posterior probability distribution at different steps
k for the cylinder testcase. The ground truth parameter θobs is plotted in red.
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(a) Ground truth pressure p

(b) Mean µq

(c) Standard deviation σq

Figure 20: Estimation of the pressure at final time tk = 1 for the cylinder
testcase.
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Figure 21: Solution rank and reduced basis dimension at different steps k ∈
{1, . . . , Nt} for the cylinder testcase.
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6 Conclusion

In this work, we have presented a low-rank framework for performing param-
eter estimation and uncertainty quantification. In this approach, a low-rank
solver, based on the fixed-point iteration method and GMRES algorithm, is
developed to significantly reduce the storage requirement associated with nu-
merical solutions of parametrized time-dependent problems. The discretisation
in the parameters, performed by a collocation method is evolved by exploiting
a MCMC method, in order to sample progressively the posterior density dis-
tribution. The efficient sampling in the Metropolis-Hastings is enabled by an
interpolator. This is constructed by Galerkin projection on a low-dimensional
basis built by exploiting the low-rank solution of the system. The interaction
between the low-rank solver and the ROM-based interpolator is beneficial for
two reasons. First, the interpolator makes it possible to sample the posterior
density distribution and hence to adapt the discretisation to be used by the
low-rank solver in an inexpensive way. Second, the low-rank solver, as it pro-
vides a low-rank solution, makes the ROM basis construction and update more
efficient both in terms of memory and number of operations.

The proposed method have been evaluated on four applications. We first
have investigated the estimation of input model parameters from noisy par-
tial observations. The results shows the robustness of the method against the
existence of local minima. Then, we have investigated the prediction of dif-
ferent quantities of interest. The results demonstrated the accuracy of the
proposed method, capable of delivering less than 1% of error, while enabling
a computational speedup factor of several orders of magnitude.

A SVD of a second-order tensor

Algorithm 2 SVD of a second-order tensor

Input: U1 ∈ RNx×r, Σ1 ∈ Rr×r, and V1 ∈ RNθ×r, such that X = U1Σ1V
T
1

Output: U2 ∈ RNx×r,Σ2 ∈ Rr×r, andV2 ∈ RNθ×r, such thatX = U2Σ2V
T
2

is the SVD of X
1: Compute the QR decompositions of U1 = QuRu and V1 = QvRv

2: Define K = RuΣ1R
T
v ∈ Rr×r

3: Compute the SVD of K = U3Σ3V
T
3

4: Set U2 = QuU3, Σ2 = Σ3 and V2 = QvV3
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B Truncated preconditioned GMRES algorithm

Algorithm 3 Truncated preconditioned GMRES algorithm

Input: A : RNx×Nθ → RNx×Nθ , Xk−1 ∈ RNx×Nθ , Bk ∈ RNx×Nθ , P ∈
RNx×Nx and εgmres ∈ (0, 1], ηtrunc ∈ [0, 1] (involved in (2) and (5))

Output: Xk ∈ RNx×Nθ

1: R = P−1T (Bk −A(Xk−1))
2: Q1 = R/∥R∥F
3: β = [∥R∥F , 0, . . . , 0] ∈ RNgmres

4: for j = 1, . . . , Ngmres do
5: R = P−1T (A(Qj))
6: for i = 1, . . . , j do
7: Hi,j = ⟨Qi,R⟩F
8: R = T (R−Hi,jQi)
9: end

10: Hj+1,j = ∥R∥F
11: Qj+1 = R/Hj+1,j

12: end
13: Find ω ∈ RNgmres minimizing ∥Hω − β∥2

14: Xk = T (Xk−1 +
Ngmres∑
j=1

ωjQj)

In order to limit memory footprint, Algorithm 3 can also be restarted using
the final iterate as initial guess if the maximum number of iterations is reached
without converging.

C Brand’s algorithm

Algorithm 4 Brand’s algorithm [64]

Input: Wk−1 ∈ RNx×sk−1 , Yk−1 ∈ Rsk−1×Nθ(k−1), Uk ∈ RNx×rk , Σk ∈
Rrk×rk , and ηproj ∈ [0, 1]

Output: Wk ∈ RNx×sk

1: Define M = Wk−1 −UkU
T
kWk−1 ∈ RNx×sk−1

2: Compute the QR decomposition of M = QR

3: Assemble K =

[
Σk UT

kWk−1Yk−1

0 RYk−1

]
∈ R(rk+sk−1)×Nθ(k−1)

4: Compute the SVD (or eigendecomposition) of KKT = VΛVT

5: Set Wk = [Wk−1 Q][v1, . . . ,vsk ]
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