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Chapter 1
On the Ore extension ring of differential
time-varying delay operators

Alban Quadrat and Rosane Ushirobira∗

Abstract In this work, we propose an algebraic method to study linear differential
time-varying delay (DTVD) systems. Our goal is to give an effective construction of
the ring of DTVD operators as an Ore extension, thanks to the concept of skew poly-
nomial rings developed by Ore in the 30s. Some algebraic properties of the DTVD
operators ring are analyzed, such as its Noetherianity, its homological and Krull di-
mensions, and the existence of Gröbner bases, all given in terms of the time-varying
delay function. The algebraic analysis framework for linear systems theory allows
us to study linear DTVD systems and essential properties such as the existence of
autonomous elements, controllability, parametrizability, flatness, etc., through meth-
ods coming from module theory, homological algebra, and constructive algebra.

1.1 Introduction

In control theory, differential time-delay systems are a vastly studied subject in the
literature, most commonly considering constant or distributed time-delays. Numer-
ous applications have been investigated in this domain. Nevertheless, the class of
differential time-varying delay (DTVD) systems has been studied mainly from a
stability analysis viewpoint, such as in incompressible fluid flows in pipes [17],
material or vehicular flows [26], metal-rolling processes [10], communication net-
works [29]. More details on linear DTVD systems can be found in [2,8,13,16,19,28]
and in their references.

In the 90s, Oberst, Fliess, and Pommaret introduced the algebraic analysis
method [1, 11, 12] for linear systems theory, see [7, 20, 22, 30]. In this context, an
intrinsic study of linear systems can be elaborated based on module theory, homo-
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logical algebra, and functional analysis. In particular, built-in properties of linear
systems can be characterized through module properties providing a representation
independent of the system representation itself. Furthermore, Willems’ behavioral
approach [21] can also be realized and developed within this framework [20].

An effective algebraic analysis method to linear functional systems was initi-
ated in [3, 6], based on properties of skew polynomials [18] and Ore algebras [5],
computer algebra methods (e.g., Gröbner or Janet bases [3, 5]) and a construc-
tive approach to both module theory and homological algebra [25]. This effective
method allows the study of large classes of linear functional systems (e.g., differ-
ential systems, constant time-delay systems, discrete systems). Moreover, this ap-
proach yields the development of the OREMODULES and OREMORPHISMS pack-
ages [4, 6], allowing a complete study of control concepts such as controllability,
observability, parametrizability, flatness, and equivalences.

In this work, our goal is to develop an algebraic analysis method for linear DTVD
systems. First, the ring of DTVD operators is shown to be an Ore extension D [18].
Important algebraic and homological properties of D are then characterized. Since
D is also a bijective skew Poincaré-Birkhoff-Witt (PBW) extension [9], Gröbner
basis techniques can be applied over D (using [14]), allowing to test effectively
standard module properties and thus system properties. The corresponding Gröbner
basis algorithms will be implemented in the future in a computer algebra system.

The outline of the paper is the following. In Section 1.2, we give basic defini-
tions of skew polynomial rings and Ore extensions and some examples. An explicit
construction of the ring D of DTVD operators as an Ore extension is provided in
Section 1.3. Algebraic properties of this Ore extension are analyzed in Section 1.4,
in particular within a homological framework. In Section 1.5, system properties are
characterized in terms of module theory and homological algebra. Finally, in Sec-
tion 1.6, we discuss some open questions concerning D.

1.2 Skew polynomial rings and Ore extensions

In the sequel, basic definitions and properties of skew polynomials rings and Ore
structures are recalled.

Definition 1 ([18]). Let A be a ring.

(i) We denote by End(A) the ring of endomorphisms of A, where a map σ : A−→ A
is an endomorphism of A if it satisfies the following conditions:

∀ a, b ∈ A,


σ(1) = 1,
σ(a+b) = σ(a)+σ(b),
σ(ab) = σ(a)σ(b).

(ii) For σ ∈ End(A), a σ -derivation δ of A is a map δ : A −→ A satisfying the
following conditions:
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∀ a, b ∈ A,

{
δ (a+b) = δ (a)+δ (b),
δ (ab) = δ (a)b+σ(a)δ (b).

Definition 2. Let A be a ring.

(i) A derivation δ : A→ A is a linear map satisfying Leibniz’s rule, that is δ is a
idA-derivation (where idA is the identity map of A).

(ii) A differential ring (A,δ ) is a ring equipped with a derivation δ .

Let us introduce the definition of an Ore extension which will play a fundamental
role in what follows.

Definition 3 ([18]). Let A be a ring, σ ∈ End(A) and δ be a σ -derivation of A.
An Ore extension A[∂ ;σ ,δ ] of A is the noncommutative polynomial ring in ∂ with
coefficients in A, formed by the elements of the form ∑

n
i=0 ai ∂ i with ai ∈ A, and

equipped with a new product given by:

∀ a ∈ A, ∂ a = σ(a)∂ +δ (a). (1.1)

The Ore extension A[∂ ;σ ,δ ] of A is also called a skew polynomial ring over A.

Example 1. Consider a differential ring (A,δ ) such as, e.g., A = K[t] (resp., K(t))
the commutative ring of polynomials (resp., rational functions) in t with coefficients
in a field K (e.g., K=Q, R) or A the ring of smooth/analytic/meromorphic functions
in t, and δ = d

dt . The Ore extension O= A
[
∂ ; idA,

d
dt

]
of A is the ring of differential

operators in ∂ with coefficients in A. An element a ∈ A acts as an operator of A by
multiplication b ∈ A 7→ ab ∈ A and an element of O can be written as ∑

n
i=0 ai ∂ i,

where the concatenation denotes the composition of the operators acting on A:

a : A −→ A
b 7−→ ab,

∂ : A −→ A
a 7−→ δ (a).

For all a ∈ A, we have

(∂ a)(b) = ∂ (ab) = δ (ab) = aδ (b)+δ (a)b = (a∂ +δ (a))(b),

showing that (1.1) is satisfied for σ = idA.

Example 2. Let h ∈R>0 =R≥0 \{0}, A be a ring of real-valued functions equipped
with σ ∈ End(A) defined by σ(a(t)) = a(t − h) for all a ∈ A. As in Example 1,
given a ∈ A, we can associate an operator a : A→ A defined by the multiplication
b ∈ A 7→ ab ∈ A of functions. The Ore extension O = A [S;σ ,0] of A is the ring of
time-delay (TD) operators with coefficients in A. An element of O can be written as
∑

n
i=0 ai Si, where the concatenation means the composition of two operators and:

S : A −→ A
a(t) 7−→ a(t−h).
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Example 3. In a discrete-time version, if A is a ring of real-valued sequences on Z,
i.e. A =RZ, then an element a ∈ A can be written as a = (ai)i∈Z. Let σ ∈ End(A) be
defined by forward (resp., backward) shift σ (ai)i∈Z = (ai+1)i∈Z (resp., σ (ai)i∈Z =
(ai−1)i∈Z). Given a ∈ A, there is an operator a : A→ A defined by the multiplica-
tion of functions: ab = (ai bi)i∈Z for all b = (bi)i∈Z ∈ A. Then, the Ore extension
A [S;σ ,0] is the skew polynomial ring of forward (resp., backward) shift operators.
An element of O can be written as ∑

n
k=0 ak Sk, where the concatenation means the

composition of two operators and:

S : A −→ A
(ai)i∈Z 7−→ (ai+1)i∈Z .

Skew polynomial rings satisfy the following important universal property.

Proposition 1 ([18], 1.2.5). Let A and E be two rings and f : A −→ E a ring ho-
momorphism (i.e., f (a+b) = f (a)+ f (b), f (ab) = f (a) f (b), for all a, b ∈ A, and
f (1) = 1). Let σ ∈ End(A), δ be a σ -derivation of A, and A[∂ ;σ ,δ ] the correspond-
ing Ore extension of A. Moreover, let e ∈ E be such that:

∀ a ∈ A, e f (a) = f (σ(a))e+ f (δ (a)). (1.2)

Then, there exists a unique ring homomorphism g : A[∂ ;σ ,δ ] −→ E extending f ,
satisfying: {

g|A = f ,

g(∂ ) = e.

In Proposition 1, considering E = A[∂ ;σ ,δ ], σ ′ ∈ End(A), and

f : A −→ E
a 7−→ σ ′(a),

we obtain the following corollary.

Corollary 1. Let A be a ring, σ , σ ′ ∈ End(A), and δ a σ -derivation of A. Moreover,
let e ∈ A[∂ ;σ ,δ ] be such that:

∀ a ∈ A, eσ
′(a) = σ

′(σ(a))e+σ
′(δ (a)). (1.3)

Then, there exists a unique ring homomorphism σ ∈ End(A[∂ ;σ ,δ ]) satisfying:

σ |A = σ
′, σ(∂ ) = e.

Proposition 1 and Corollary 1 will play an important role in what follows.
In the case of multiple σ -derivations and ring endomorphisms, for instance,

for partial differential equations, or differential-difference equations, or differen-
tial time-delay (DTD) equations, an iteration of Ore extensions can be constructed
as follows. If O = A[∂ ;σ ,δ ] is an Ore extension of A, σ2 ∈ End(O) and δ2 is a
σ2-derivation of O, then we define the following Ore extension of O:
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B = O [∂2;σ2,δ2] = A [∂ ;σ ,δ ] [∂2;σ2,δ2] .

By definition, the following equation holds:

∀ o ∈ O, ∂2 o = σ2(o)∂2 +δ2(o).

Hence, we have ∂2 ∂ = σ2(∂ )∂2 + δ2(∂ ), therefore usually ∂2 ∂ 6= ∂ ∂2 so ∂ and
∂2 do not commute. Nevertheless, in many cases, the operators might commute,
leading to the definition of an Ore algebra.

Definition 4. ([5]) If A is a K-algebra, then an Ore extension A [∂1;σ1,δ1] · · · [∂n;σn,δn]
of A is called an Ore algebra if the following conditions are satisfied{

σ j(A)⊆ A, δ j(A)⊆ A, 1≤ j ≤ n,

σ j(∂i) = ∂i, δ j(∂i) = 0, 1≤ i < j ≤ n,

and the restrictions σi|A and δ j
∣∣
A commute two by two, for all 1≤ i, j ≤ n.

Example 4. Consider the polynomial ring A = R [x1,x2]. Notice that β1 := ∂

∂x1
is a

derivation of A. The Ore extension O can be defined, O= A [∂1; idA,β1] of A consists
of the differential operators in ∂1 with coefficients in A. Now consider the following
derivation of O:

β2 :=
∂

∂x2
: O −→ O

∑
r
i=0 ai(x1,x2)∂ i

1 7−→ ∑
r
i=0

∂ai(x1,x2)

∂x2
∂ i

1.

Then we can construct the Ore extension B =O [∂2; idO,β2] of O. Since β2(∂1) = 0,
the operators ∂1 and ∂2 commute and B is an Ore algebra.

Example 5. Let A be a differential R-algebra of real-valued functions of t with sup-
port on R≥0 or on R, and δ = d

dt . The Ore extension O= A [∂ ; idA,δ ] of A is the ring
of ordinary differential operators with coefficients in A. Let h ∈ R>0 and consider
σ ∈ End(A) defined by σ(a(t)) = a(t−h) for all a ∈ A. Using (1.1), we obtain:

∀ a ∈ A, ∂ σ(a) = ∂ a( ·−h) = a( ·−h)∂ + ȧ( ·−h) = σ(a)∂ +σ(δ (a)).

By Corollary 1, there exists a unique σ ∈ End(O) such that σ |A = σ and σ(∂ ) = ∂ .
To simplify the notations, we write σ for σ . Hence, σ ∈ End(O) is defined by:

σ : O −→ O

∑
r
i=0 ai(t)∂ i 7−→ ∑

r
i=0 ai(t−h)∂ i.

Then, by Proposition 1, we can construct the Ore extension B = O[S;σ ,0] of O.
For a ∈ A, we have
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(δ ◦σ)(a(t)) =
d
dt

a(t−h) = ȧ(t−h) = (σ ◦δ )(a(t)) ,

which shows that (δ ◦σ)|A = (σ ◦δ )|A. By construction, it is clear that the remain-
ing conditions for B to be an Ore algebra hold. In particular, we have:

S∂ = σ(∂ )S = ∂ S.

Hence, B = A [∂ ; idA,δ ] [S;σ ,0] is the commutative polynomial ring of differential
constant time-delay operators with coefficients in A.

Now, we consider the ring of differential time-varying delay (DTVD) operators.
This ring is not an Ore algebra, as we now briefly explain.

In the remainder of the paper, we shall suppose that the function h : R→ R is
smooth or analytic function, and, since we only consider time-delay operators, that:

∀ t ≥ 0, h(t)≥ 0. (1.4)

Remark 1. It is usually assumed that h satisfies ḣ(t)< 1 for all t ∈R≥0. That can be
interpreted as the fact that the delay cannot be faster, or as fast as, than time itself.

Let us consider a differential ring of real-valued functions
(
A,δ = d

dt

)
equipped

with σ ∈ End(A) defined by:

∀ a ∈ A, σ (a(t)) = a(t−h(t)) . (1.5)

For instance, we can consider A =C∞(R). Then, we have:

(δ ◦σ)(a(t)) = δ (a(t−h(t))) = (1− ḣ(t)) ȧ(t−h(t))

= (1− ḣ(t))(σ ◦δ )(a(t)).

That implies:
(δ ◦σ)|A =

(
1− ḣ

)
(σ ◦δ )|A . (1.6)

If h is not a constant function (i.e., ḣ 6= 0), δ and σ do not commute, and it is then
not possible to construct an Ore algebra of DTVD operators (see Definition 4).

1.3 An Ore extension construction

In the above Section, we have seen that the ring of DTVD operators cannot give rise
to an Ore algebra. Nevertheless, it is possible to construct an Ore extension for this
operator ring, and that is the goal of the present Section.

Let
(
A,δ = d

dt

)
be a differential ring of real-valued functions (see Definition 2)

equipped with σ ∈ End(A) defined by (1.5). Generalizing the construction made in
Example 2, we can consider the skew polynomial ring O=A[S;σ ,0] of time-varying
delay operators. If we note e = (1− ḣ(t))S ∈ O, then we have:
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∀ a ∈ A, ea = (1− ḣ(t))Sa = (1− ḣ(t))a(t−h(t))S = σ(a)e.

By Corollary 1, there exists a unique σ ′ ∈ End(O) such that:

∀ a ∈ A, σ
′(a) = a, σ

′(S) = e = (1− ḣ(t))S.

Let us consider the following map:

δ ′ : A[S;σ ,0] −→ A[S;σ ,0]

o = ∑
r
i=0 ai(t)Si 7−→ ∑

r
i=0 ȧi(t)Si =

do
dt

.

In particular, we get δ ′(a) = ȧ and δ ′(S) = 0. Moreover, we have{
δ ′(Sa) = δ ′(σ(a)S) = δ ′(a(t−h(t))S) = (1− ḣ(t)) ȧ(t−h(t))S,

δ ′(S)a+σ ′(S)δ ′(a) = eδ ′(a) = (1− ḣ(t)) ȧ(t−h(t))S,

for all a ∈ A, which shows that:

∀ a ∈ A, δ
′(Sa) = δ

′(S)a+σ
′(S)δ

′(a) = eδ
′(a) = σ(δ ′(a))e.

More generally, we can check that δ ′ is a σ ′-derivation of O. Hence, the Ore exten-
sion D= A[S;σ ,0] [∂ ;σ ′,δ ′] of O can be defined. We have:

∀ o ∈ O, ∂ o = σ
′(o)∂ +δ

′(o).

In particular, we obtain:{
∂ a(t) = σ ′(a(t))∂ +δ ′(a(t)) = a(t)∂ + ȧ(t),

∂ S = σ ′(S)∂ +δ ′(S) = (1− ḣ(t))S∂ .

This last identity encodes the commutation rule of ∂ and S in terms of h (see 1.6).
An element of D is of the form d = ∑

r
i=0 oi ∂ i = ∑

r
i=0 ∑

s
j=0 ai j S j ∂ i with ai j ∈ A.

In the remaining of the paper, this ring D will be called a ring of differential time-
varying delay (DTVD) operators over A.

Remark 2. Under the hypothesis that the function h satisfies the condition

∀ t, ḣ(t) 6= 1, (1.7)

a second construction of D can be given. Note that (1.7) is satisfied if the hypothesis
of Remark 1 is assumed. Let O′ = A[∂ ; idA,δ ] be the Ore extension of A defined
in Example 1, i.e., the ring of OD operators with coefficients in A. Moreover, let
σ ∈ End(A) be defined by (1.5) and note e = (1− ḣ)−1 ∂ ∈ O′. Then, we have
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eσ(a) =
1

1− ḣ(t)
∂ a(t−h(t)) = a(t−h(t))

1
1− ḣ(t)

∂ + ȧ(t−h(t))

= a(t−h(t))e+ ȧ(t−h(t)) = σ(a)e+σ(ȧ),

for all a ∈ A. By Corollary 1, there exists a unique endomorphism of O′, simply
denoted by σ , which satisfies σ(∂ ) = e = (1− ḣ)−1 ∂ , i.e. σ ∈ End(O′) is given by:

σ : O′ −→ O′

∑
r
i=0 ai(t)∂ i 7−→ ∑

r
i=0 ai(t−h(t))

(
1

1− ḣ
∂

)i

.
(1.8)

If h(t) = h ∈ R≥0, then we note that σ(∂ ) = ∂ and we find again Example 5.
Let us interpret (1.8). First denote x(t) := t−h(t). Then, we have

d
dt

=
dx
dt

d
dx

=
(
1− ḣ(t)

) d
dx

,

and from that, it results:
d
dx

=
1

1− ḣ(t)
d
dt
.

Set ∂t := ∂ =
d
dt

and ∂x :=
d
dx

. Then, the map σ satisfies:

σ(a(t)) = a(x), σ(∂t) = ∂x.

Hence, σ is a change of time-scale, from time t to time x(t) := t−h(t), and:

σ

(
r

∑
i=0

ai(t)∂
i
t

)
=

r

∑
i=0

ai(x)∂
i
x. (1.9)

Now, thanks to σ ∈ End(O′), an Ore extension of O′ can be constructed by:

D′ = O′ [S;σ ,0] = A
[

∂ ; idA,
d
dt

]
[S;σ ,0] .

An element d′ ∈ D′ can be written as d′ = ∑
s
j=0 o′j S j = ∑

s
j=0 ∑

r
i=0 ai j ∂ i S j with

ai j ∈ A. By definition of an Ore extension, we have So = σ(o)S for all o ∈ O′. In
particular, setting o = ∂ , we get S∂ = (1− ḣ)−1 ∂ S, i.e. ∂ S = (1− ḣ)S∂ (see (1.6)).

We can check that D′ = D, which gives a second construction of the ring of
DTVD operators over A.
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1.4 Algebraic properties of the Ore extension D

In this section, general properties of the ring D of DTVD operators defined in
Section 1.3 are studied. For general concepts and structural definitions, we refer
to [3, 18, 25]. Let us start with standard results on Ore extensions.

Theorem 1. [18] Let A be a noncommutative ring and D = A[∂ ;σ ,δ ] a skew poly-
nomial ring.

1. If A is a domain2 and σ is injective, then D is a domain.
2. If A is a left Ore domain3 and σ is injective, then D is a left Ore domain.
3. If A is a left (right) Noetherian ring4 and σ is bijective, then D is a left (right)

Noetherian ring. Moreover, if A is a domain, then D is a left (right) Ore domain.

A very useful corollary of Theorem 1 can then be proven:

Corollary 2. Let D = A
[
∂ ; idA,

d
dt

]
[S;σ ,0] be the ring of DTVD operators defined

in Section 1.3, where ḣ 6= 1. Then, we have:

1. If A is a domain, then so is D.
2. If A is a left Ore domain, then so is D.
3. If A is a left (right) Noetherian ring and if σ |A is an automorphism of A, then D

is a left (right) Noetherian ring. Moreover, σ |A is an automorphism of A if and
only if the function ` defined by

` : R>0 −→ R
t 7−→ t−h(t),

(1.10)

admits an inverse `−1 ∈ A such that a ◦ `−1 ∈ A, for all a ∈ A. Finally, if A is a
domain, then D is a left (right) Ore domain.

Proof. Since idA and σ (as defined in (1.9), Section 1.3) are injective endomor-
phisms of A, then (1) and (2) are direct consequences of (1) and (2) of Theorem 1.

To prove (3), consider first that σ is an automorphism of A, so for every a ∈ A,
there exists a unique b ∈ A such that a(t) = σ(b(t)) = b(`(t)). In particular, for
t 7→ t ∈ A, we obtain t = (b ◦ `)(t). That is b ◦ ` = idR>0 , so ` is injective and thus
bijective on its image, and b = `−1 ∈ A. In addition, given a ∈ A, then σ−1(a) ∈ A,
where σ−1(a(t)) = a(σ−1(t)) = a(`−1(t)) and that implies a◦`−1 ∈ A. Conversely,
if (1.10) admits an inverse `−1 ∈ A and a◦ `−1 ∈ A for all a ∈ A, then we can define
σ ′ ∈ End(A) by:

σ ′ : A −→ A

a(t) 7−→ a(`−1(t)).

2 A ring A is a domain if A has no non-zero zero divisors.
3 A ring A is a left Ore domain if A is a domain such that for a1, a2 ∈ A \ {0}, the intersection of
the left ideals Aa1∩Aa2 6= 0.
4 A ring A is a left (right) Noetherian ring if every left (right) ideal of A is finitely generated.
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We can check that σ ′ ◦σ = idA = σ ◦σ ′, i.e., σ = σ ′−1 is an automorphism of A.
Next, we show that the automorphism σ of A extends to an automorphism of the

ring O= A
[
∂ ; idA,

d
dt

]
of differential operators. For that, we consider

σ
′ : O −→ O

a(t) 7−→ a(y)

∂t 7−→ ∂y,

where y := `−1, hence ∂y := 1
ẏ(t) ∂t . Similarly as it was proven for (1.8), it results

that σ ′ ∈ End(O):

σ
′ : O −→ O

r

∑
i=0

ai(t)∂
i
t 7−→

r

∑
i=0

a(y)∂
i
y,

Using y◦ `= id = `◦ y, we have:

`(y(t)) = t ⇒ ˙̀(y(t)) ẏ(t) = 1,

y(`(t)) = t ⇒ ẏ(`(t)) ˙̀(t) = 1.

Since ˙̀= 1− ḣ ∈ A, then 1
ẏ = ˙̀(y) ∈ A. Furthermore,

(σ ′ ◦σ)
(
∑

r
i=0 ai(t)∂ i

t
)
= σ ′

(
∑

r
i=0 ai(`(t))

(
1

˙̀(t)
∂t

)i
)
= ∑

r
i=0 ai(t)

(
1

˙̀(y(t)) ẏ(t)
∂t

)i

= ∑
r
i=0 ai(t)∂ i

t ,

(σ ◦σ ′)
(
∑

r
i=0 ai(t)∂ i

t
)
= σ

(
∑

r
i=0 ai(y(t))

(
1

ẏ(t) ∂t

)i
)
= ∑

r
i=0 ai(t)

(
1

ẏ(`(t)) ˙̀(t)
∂t

)i

= ∑
r
i=0 ai(t)∂ i

t

and it follows that σ is an automorphism of O and σ ′ = σ−1. Finally, the results are
consequences of (3) of Theorem 1.

An example of a function h as in (1.10) is given by t 7→ qt+α ∈ A with α ∈R>0
and 0 < q < 1.

Remark 3. In the proof of Corollary 2, we used the second construction of the ring
of DTVD operators given in Remark 2. But the first construction can also be used.
Note that the condition ḣ 6= 1 is also required so that σ ′(S) = (1− ḣ)S is injective.

Example 6. Consider two functions h1 : t 7→ 1
1+t2 and h2 : t 7→ 1− h1(t). Then, we

have h1,h2 : R>0→ [0, 1[. Moreover, the equations 1− ḣ1(t) = 1+ 2 t
(1+t2)2 = 0 and

1− ḣ2(t) = 1− 2 t
(1+t2)2 = 0 have no real (positive) solutions. In addition, the func-

tions `i : t ∈ R>0 7−→ t − hi(t) ∈ [0, 1[ are bijective for i = 1, 2. Given x ≥ 0, the
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equation `1(t) = t−h1(t) = x admits a unique real positive solution defined by:

`−1
1 (x) :=

x
3
+

α
1
3

1
6
− 1

3α
1
3

1

(3− x2),

where α1 = 8x3 + 72x+ 108+ 12
√

3(4x4 +4x3 +8x2 +36x+31). In a similar
way, given x ≥ 0, the equation `2(t) = t− h2(t) = x admits a unique real solution
defined by:

`−1
2 (x) =

1
3
(x+1)+

1
6

α
1
3

2 +
(x2 +2x−2)

3α
1
3

2

,

where α2 = 8x3+24x2+96x+188+
√

3(4x4 +20x3 +44x2 +80x+83). Hence,
for i = 1, 2, if Ai is a differential field such that a◦ `i ∈ A and a◦ `−1

i ∈ Ai for all a ∈
Ai, then using Corollary 2, Di = Ai

[
∂ ; idAi ,

d
dt

]
[Si;σhi ,0] are Noetherian domains.

In what follows, for a given ring A, we denote by Ap×q the A-module of p×q-
matrices with entries in A. The following Theorem provides a helpful result on the
effective study of linear systems over the ring D of DTVD operators.

Theorem 2. Every left ideal of the Ore extension D = A
[
∂ ; idA,

d
dt

]
[S;σ ,0], where

A is a field and σ an automorphism, admits a Gröbner basis for an admissible
monomial order [15] which can be computed by means of Buchberger’s algorithm
[15]. More generally, every left D-submodule of D1×p admits a Gröbner basis for
p ∈ Z≥0.

Proof. If A is a field, then the Ore extension D = A
[
∂ ; idA,

d
dt

]
[S;σ ,0] of DTVD

operators is a bijective skew PBW extension (see [9] for the definitions). The au-
thors in [14] proved that Gröbner techniques [15] hold over a bijective skew PBW
extension, so the Theorem follows.

1.4.1 Algebraic analysis framework

This subsection contains some generalities on the algebraic analysis framework for
linear systems theory. Here, D will denote an arbitrary ring.

Definition 5. Let D be a ring (of functional operators), R ∈ Dq×p and F a left D-
module. A linear functional system or a behavior is defined by the Abelian group:

kerF(R.) := {η ∈ Fp×1 | Rη = 0}.

Let us consider the left D-submodule D1×q R = {µ R | µ ∈ D1×q} of D1×p

consisting of all the left D-linear combinations of the columns of R. Let us de-
note by M = D1×p/(D1×q R) the factor left D-module. The Abelian group of
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D-homomorphisms (i.e., left D-linear maps) from M to F [25] is denoted by
homD(M,F). An important note concerns the D-module isomorphism5, following a
standard homological algebra result:

kerF(R.)∼= homD(M,F). (1.11)

More details can be found in [3, 20, 23, 30]. A remarkable consequence of (1.11) is
that a linear system can be studied by means of M (that encodes the system equa-
tions) and by F (that is the functional space where the solutions are sought)6. More
importantly, built-in properties of the linear system kerF(R.) such as controllability,
observability, and flatness can be characterized by module properties of M.

Next, we state basic module properties and definitions [25].

Definition 6. Let D be a domain and M a left D-module. The dual module M? is the
right D-module defined by M? := homD(M,D).

There is a canonical homomorphism between M and its bidual module M??:

ε : M −→ M?? = homD(homD(M,D),D) (1.12)
m 7−→ ε(m), with ε(m)( f ) := f (m), ∀ f ∈M?.

Torsion modules play an important role in the theory of D-modules.

Definition 7. The torsion submodule t(M) of a D-module M is defined by:

t(M) = {m ∈M | ∃ d ∈ D\{0} : d m = 0}.

Recall that a left D-module M is finitely generated if M = ∑
r
i=1 Dmi with mi ∈M.

Definition 8. Let D be a domain and M a finitely generated left D-module.

1. M is free if there exists r ∈ Z≥0 such that M ∼= D1×r.
2. M is stably free if there exist r, s ∈ Z≥0 such that M⊕D1×s ∼= D1×r.
3. M is projective if there exist r ∈ Z≥0 and a left D-module N such that:

M⊕N ∼= D1×r.

4. M is reflexive if the canonical homomorphism ε : M −→M?? defined by (1.12)
is an isomorphism.

5. M is torsion-free if t(M) = 0.
6. M is torsion if t(M) = M.

It is clear that a free module is stably free, and a stably free module is projective.
If M is a finitely generated free module, then M ∼= M??, so M is a reflexive module.

If M is a reflexive module, then M is torsion-free. To prove that, note that:

5 i.e., a bijective homomorphism of left D-modules
6 The space F is also called the signal space in the behavioral approach [20].
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ker(ε) = {m ∈M | ∀ f ∈M? : f (m) = 0} .

If m ∈ t(M), then there exists d ∈ D \ {0} such that d m = 0, hence d f (m) =
f (d m) = f (0) = 0 for all f ∈ M?, and so f (m) = 0, since D is a domain. That
shows t(M)⊆ ker(ε), and consequently, M is torsion-free whenever M is reflexive.

There is a strong relation between basic ideas in control theory, such as recogniz-
ing when a system is parametrizable or flat [3, 7, 23, 24], and the equivalence of the
above Definition 8. Recall that if D is a principal ideal domain7 (e.g., D=K[∂ ; id,0]
with K a field), then a torsion-free module is free (see for instance [25]).

Homological invariants concepts (defined in [18, 25]) of the ring of DTVD op-
erators are characterized in the sequel. These invariants play an important role in
the algebraic analysis approach [3, 23]. We start by recalling basic definitions of
homological algebra [25].

Definition 9. Let (Mi)i∈Z be a sequence of left (resp., right) D-modules. For i ∈ Z,
let δi ∈ homD(Mi,Mi−1).

1. The sequence (Mi,δi)i∈Z forms a complex if δi ◦ δi+1 = 0, that is, if we have
im(δi+1)⊆ ker(δi) for all i ∈ Z. This complex is denoted by:

M• : . . .
δi+2 // Mi+1

δi+1 // Mi
δi // Mi−1

δi−1 // . . .

2. The defect of exactness of the complex M• at Mi is the left (resp., right) D-module
defined by:

Hi(M•) = ker(δi)/im(δi+1) .

3. The complex M• is said to be exact at Mi if we have Hi(M•) = 0, i.e., if we have
ker(δi) = im(δi+1), and is exact if:

Hi(M•) = 0, ∀ i ∈ Z.

We also say that this sequence is an exact sequence.
4. A projective (resp., free) resolution of a left D-module M is an exact sequence of

the form

P• : . . .
δ3 // P2

δ2 // P1
δ1 // P0

δ1 // M // 0,

where the Pi’s are projective (resp., free) left D-modules. If Pi = 0 for i≥ m+1,
then the length of the resolution P• is said to be m. Similar definitions hold for
right D-modules.

5. The left projective dimension of a left D-module M, denoted by lpdD(M), is the
length of the shortest projective resolution of M (and similarly for the right pro-
jective dimension rpdD(M) of a right D-module M).

7 In a principal ideal domain D, every left (resp. right) ideal of D is generated by a single element
of D, that is, of the form Dd (resp., d D) for a certain d ∈ D [25].
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6. The left (resp., right) global dimension of D, denoted by lgd(D) (resp., rgd(D)),
is the supremum of lpdD(M) (resp., rpdD(M)) over all the left (resp., right) D-
modules M.

Theorem 3 (Auslander’s theorem, Corollary 8.28 of [25]). If A is a Noetherian
ring (i.e., both left and right Noetherian ring), then:

lgd(A) = rgd(A) .

We simply denote it by gd(A).

Definition 10. A ring A is called a left (resp., right) regular ring if every finitely
generated left (resp., right) A-module has finite projective dimension.

Theorem 4. [18] Let A be a ring with finite left (resp., right) global dimension
lgd(A) (resp., rgd(A)) and σ ∈ End(A). Then, we have:

1. lgd(A)≤ lgd(A[∂ ;σ ,δ ])≤ lgd(A)+1
(resp., rgd(A)≤ rgd(A[∂ ;σ ,δ ])≤ rgd(A)+1).

2. If δ = 0, then lgd(A[∂ ;σ ,δ ]) = lgd(A)+1 (resp., rgd(A[∂ ;σ ,δ ]) = rgd(A)+1).
3. If A is a semisimple Artinian ring (e.g., A is a field), then lgd(A[∂ ;σ ,δ ]) = 1

(resp., rgd(A[∂ ;σ ,δ ]) = 1).

1.4.2 Some properties of the ring of DTVD operators

Using the results recalled in (1.4.1), we can prove the following results:

Proposition 2. Let D=A
[
∂ ; idA,

d
dt

]
[S;σ ,0] be the ring of DTVD operators defined

in Section 1.3. Assume that the function ` : t 7−→ t−h(t) is bijective8. If A has finite
left (resp., right) global dimension lgd(A) (resp., rgd(A)), then:

lgd(A)+1≤ lgd(D)≤ lgd(A)+2

(resp., rgd(A)+ 1 ≤ rgd(D) ≤ rgd(A)+ 2). In particular, D is a left (resp., right)
regular ring. If A a semisimple Artinian ring9, then lgd(D) = 2 (resp., rgd(D) = 2).
Finally, if A is a Noetherian ring, then gd(D) = lgd(D) = rgd(D).

This Proposition is a consequence of Theorem 4.

Example 7. Considering Example 6, if D=D1 or D=D2, then we have gd(D)= 2.

Definition 11. A ring A is said to be projective stably free if every finitely generated
projective left/right A-module is stably free.

8 e.g., h(t) = qt +h with h ∈ R≥0 and 0 < q < 1.
9 e.g., A is a field.
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Theorem 5. [27] If A is a left regular Noetherian ring and projective stably free
(e.g., A is a field), then so is the ring D= A

[
∂ ; idA,

d
dt

]
[S;σ ,0].

Proof. It is a consequence of Corollary 12.3.3 of [18].

Corollary 3. Let D = A
[
∂ ; idA,

d
dt

]
[S;σ ,0] be the ring of DTVD operators defined

in Section 1.3. Assume that the function ` : t 7−→ t−h(t) is bijective. Let R ∈Dq×p

and M = D1×p/(D1×q R) be the left D-module finitely presented by R. Then, M
admits a free resolution of length less than or equal to lgd(D)+1.

Proof. This can be proved as in Proposition 8 of [3].

The reader may refer to [3, 23] and to the OREMODULES package [4] for an
explicit way to compute free resolutions of finitely generated left D-modules based
on Gröbner basis techniques.

We denote by lKdim(A) the left Krull dimension of the ring A. For more details,
see [18] and the references therein.

Theorem 6 (Proposition 6.5.4 of [18]). If A is a left Noetherian ring, σ an auto-
morphism of A and δ a σ -derivation, then:

1. lKdim(A)≤ lKdim(A[∂ ;σ ,δ ])≤ lKdim(A)+1.
2. lKdim(A[S;σ ,0]) = lKdim(A).
3. If A is a left Artinian ring, then lKdim(A[S;σ ,0]) = 1.

Corollary 4. Let D = A
[
∂ ; idA,

d
dt

]
[S;σ ,0] be the ring of DTVD operators defined

in Section 1.3, where the function ` : t 7−→ t−h(t) is bijective, then:

lKdim(A)≤ lKdim(D)≤ lKdim(A)+1.

If D is a left Noetherian domain, then we can define its total quotient field/field of
fractions K := {d−1 n | 0 6= d, n ∈ D} and the rank of a left D-module M is defined
by rankD(M) := dimK(K⊗D M), where K⊗D M is the left K-vector space obtained
by extending the scalars of M from D to K [25].

Theorem 7 (Theorems 11.1.14 and 11.1.17 of [18]). If D is a left Noetherian do-
main, then any stably free left D-module M with rankD(M)≥ lKdim(D)+1 is free.

1.5 Algebraic analysis approach

Let D be a Noetherian domain. In this Section, we briefly introduce the concept of
extension modules [25]. Let M = D1×p/(D1×q R) be the left D-module finitely pre-
sented by the system matrix R ∈ Dq×p, which is associated with the linear system:

kerF(R.) = {η ∈ Fp | Rη = 0}.

Then, we have the following exact sequence
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0 // kerD(.R)
i // D1×q .R // D1×p π // M // 0 ,

where .R ∈ homD(D1×q,D1×p) is defined by (.R)(µ) = µ R for all µ ∈ D1×q,
kerD(.R) = {µ ∈ D1×q | µ R = 0} its kernel, i is the canonical injection and π ∈
homD(D1×p,M) is the canonical projection which sends λ ∈ D1×p onto its residue
class π(λ ) ∈ M (note that π(λ ) = π(λ ′) iff λ − λ ′ ∈ D1×q R). Since D is a left
Noetherian ring, then the finitely generated left D-module D1×q is Noetherian, and
thus, kerD(.R) is a finitely generated left D-module. Therefore, there exists a fi-
nite set of generators {µ j} j=1,...,r of kerD(.R) and we have kerD(.R) = imD(.R2) =
D1×r R2 for R2 = (µT

1 . . . µT
r )

T ∈ Dr×q. Thus, we obtain the following long exact
sequence of left D-modules:

0 // kerD(.R2)
i2 // D1×r .R2 // D1×q .R // D1×p π // M // 0.

Repeating the same reasoning as above for kerD(.R2) and so on, we finally obtain a
free resolution of M

. . .
.R3 // D1×p2

.R2 // D1×p1
.R1 // D1×p0 π // M // 0,

where p0 = p, p1 = q, p2 = r and R1 = R. Applying the contravariant left exact
functor homD( · ,F) [25] to the truncated free resolution of M defined by

. . .
.R3 // D1×p2

.R2 // D1×p1
.R1 // D1×p0 // 0, (1.13)

i.e., dualizing (1.13), we get the following complex of Abelian groups

F• : . . . Fp2
R3.oo Fp1

R2.oo Fp0
R1.oo 0,oo

where (Ri.)(η) = Ri η for all η ∈ Fpi−1 for i≥ 1. The defects of exactness of F• are
characterizes by the cohomology groups of F• defined by:{

H0(F•) = kerF(R1.),

H i(F•) = kerF(Ri+1.)/imF(Ri.), i≥ 1.

Using (1.11), we obtain H0(F•) ∼= homD(M,F). More generally, an important
result of homological algebra proves that the cohomologies H i(F•) do not depend
on the choice of the free resolution of M, i.e., up to isomorphism, they depend only
on M and F [25]. They are then denoted by{

extiD(M,F) = homD(M,F),

extiD(M,F) = H i(F•), i≥ 1,
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and are called extension Abelian groups. In the case where F = D, we can prove
that the extiD(M,D) inherit a right D-module structure. Similarly, if M is a right
D-module, then the extiD(M,D) inherit left D-module structures. For an implemen-
tation of the computation of the extiD(M,D)’s for certain Ore algebras, see the ORE-
MODULES package [4].

Due to the homological nature of the main results of [3] (see also [23]), they can
directly be applied to the ring of DTVD operators.

Theorem 8. Let A be a regular Noetherian ring and D = A
[
∂ ; idA,

d
dt

]
[S;σ ,0] the

ring of DTVD operators with coefficients in A defined in Section 1.3. Assume that the
function ` : t 7−→ t−h(t) is bijective. Moreover, let R ∈Dq×p, M =D1×p/(D1×q R)
and N =Dq×1/(RDp×1) the so-called Auslander transpose of M. Then, we have:

1. t(M)∼= ext1D(N,D).

2. M is torsion-free if and only if ext1D(N,D) = 0.

3. M is reflexive if and only if ext1D(N,D) = ext2D(N,D) = 0.

4. M is projective if and only if extiD(N,D) = 0 for i = 1, . . . ,gd(D).

5. If A is a projective free ring, then M is projective left D-module if and only if M
is stably free left D-module. Moreover, M is free when:

rankD(M)≥ lKdim(D)+1.

Proof. Assertions 1 and 2 are direct consequences of Theorem 5 of [3]. The asser-
tion 3 (resp., 4) is a consequence of Theorem 6 (resp., Theorem 7) of [3]. Finally, let
us prove 5. A stably free left D-module is well-known to be projective. The converse
is proved in Corollary 12.3.3 of [18].

Within the algebraic analysis framework, the concept of an injective cogen-
erator signal space F plays a similar role as an algebraic closed field in alge-
braic geometry (think about the solutions of x2 + 1 = 0 in R). A non-trivial mod-
ule M = D1×p/(D1×q R) then defines a non-zero linear system/behavior kerF(R.).
Moreover, a complete duality exists between linear systems/behaviors and finitely
presented left modules [3, 20, 23, 30].

Definition 12. [25]

1. A left D-module F is cogenerator if for every left D-module M and m ∈M \{0},
there exists f ∈ homD(M,F) such that f (m) 6= 0.

2. A left D-module F is injective if for all left D-modules M, extiD(M,F) = 0 for all
i≥ 1.

For a given ring D, it can be shown that an injective cogenerator left D-module
F always exists (see, e.g., [25]).

According to [3, 7, 20, 22, 23, 30], we can state the following general definitions.

Definition 13. Let D be a Noetherian domain, R ∈Dq×p, F an injective cogenerator
left D-module and kerF(R.) the linear system defined by R.
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1. An observable ψ(η) of kerF(R.) is a left D-linear combination of the system
variables, i.e., ψ(η) =∑

p
i=1 di ηi, where di ∈D and η = (η1 . . . ηp)

T ∈ kerF(R.).
2. An observable ψ(η) is called autonomous if it satisfies a left D-linear relation by

itself, i.e., d ψ(η) = 0 for some d ∈D\{0}. It is called free it is not autonomous.
3. The linear system is said to be controllable if every observable is free.
4. The linear system is said to be parametrizable if there exists Q ∈Dp×m such that

kerF(R.) = imF(Q.) = QFm,

i.e., if for every η ∈ kerF(R.), there exists ξ ∈ Fm such that η = Qξ . Then, Q is
called a parametrization and ξ a potential.

5. The linear system is said to be flat if there exists a parametrization Q ∈ Dp×m

which admits a left inverse T ∈Dm×p, i.e. T Q = Ip. In other words, a flat system
is a parametrizable system such that every component ξi of a potential ξ is an
observable of the system. The potential ξ is then called a flat output.

The next Theorem explicitly characterizes the above definitions in terms of prop-
erties of modules.

Theorem 9. [3, 7] Let M = D1×p/(D1×q R) be the finitely presented left D-module
associated with the linear system kerF(R.) = {η ∈ Fp | Rη = 0}. With the hypothe-
ses of Definition 13, we have:

1. The observables of the linear system are in one-to-one correspondence with the
elements of M.

2. The autonomous elements of the linear system are in one-to-one correspondence
with the torsion elements of M. The linear system is controllable if and only if M
is torsion-free.

3. The linear system is parametrizable if and only if there exists a matrix Q ∈Dp×m

such that M ∼= D1×p Q, i.e. M is a torsion-free left D-module. Then, the matrix Q
is a parametrization, i.e. kerF(R.)=QFm. A parametrization Q can be computed
by checking that ext1D(N,D) = 0, where N = Dq×1/(RDp×1).

4. The linear system is flat if and only if M is a free left D-module. Then, the bases
of M are in one-to-one correspondence with the flat outputs of the linear system.

Combining Theorems 8 and 9, the system properties listed in Definition 13 can be
explicitly characterized in terms of module properties and in terms of the vanishing
of the extension modules extiD(N,D). Hence, the future implementation of Gröbner
basis techniques for the ring D (see Theorem 2) in the OREMODULES package [4]
will give us an effective way to check the system properties given in Definition 13.

Example 8. Let us consider the system ẋ(t) = u(t−h(t)) with ` : t 7−→ t−h(t) bijec-
tive. Let D be a ring of DTVD operators, R = (∂ −S) ∈D1×2, M =D1×2/(DR)
the left D-module finitely presented by R and N =D/(RD2×1) the Auslander trans-
pose of M. Using the identity ∂ S = (1− ḣ)S∂ = S

(
σ−1

(
1− ḣ

)
∂
)
, if we note

Q =
(
S σ

−1 (1− ḣ
)

∂
)T ∈D2×1,
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then we have imD(Q.) = kerD(R.). Thus, we obtain the free resolution:

0 Noo D
κoo D2×1R.oo D

Q.oo 0.oo

Dualizing this free resolution, we get the following complex

0 // D
.R // D1×2 .Q // D // 0,

which yields: {
ext1D(N,D) = kerD(.Q)/imD(.R)∼= t(M),

ext2D(N,D) =D/(D1×2 Q) =D/(S, ∂ ) 6= 0.

We obtain that M is torsion-free but it is not a projective left D-module since
kerD(.Q) = imD(.R) and gd(D) = 2.

If F is an injective left D-module, then applying the contravariant exact functor
homD( · ,F) to the above complex results in the exact sequence of Abelian groups:

0 Foo F2R.oo F
Q.oo kerF(Q.)oo 0.oo

We get kerF(R.) = imF(Q.), showing that Q is a parametrization of kerF(R.), so:{
x(t) = Sξ (t) = ξ (t−h(t)),

u(t) = σ−1
(
1− ḣ

)
∂ ξ (t) =

(
1− ḣ(`−1(t))

)
ξ̇ (t).

Since σ is an automorphism of A
[
∂ ; idA,

d
dt

]
, then we can define the skew Laurent

polynomial ring E = A
[
∂ ; idA,

d
dt

]
[S;σ ,0][S−1;σ−1,0] [18]. Hence, E ⊗D M is a

free left E-module of rank 1 and x is a basis of E⊗D M, i.e., the DTVD system is a
S-flat system [7].

1.6 Conclusion

In this work, an algebraic analysis framework for the ring of differential time-
varying delay operators was proposed via its realization as an Ore extension D. An
explicit construction of this ring was given, providing a novel algebraic approach for
the study of linear differential varying time-delay systems. Homological algebraic
properties of D were studied, and its global and Krull dimensions were analyzed.

Directions for future research include the possibility of D being an Auslander
regular ring or a Cohen Macaulay ring [18]. Another important point would be to de-
fine an involution of D so that Gröbner bases can be calculated for right D-modules
(see [3] for more details). As a significant issue for the constructive aspects, Gröbner
basis techniques for D will then be implemented.
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13. V. Léchappé, “Predictive Control and Estimation of Uncertain Systems with an Input Delay,”

Ph.D. Thesis, 2015, Ecole Centrale de Nantes.
14. O. Lezama and C. Gallego, Projective Modules and Gröbner Bases for Skew PBW Extensions,
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