
HAL Id: hal-03905693
https://inria.hal.science/hal-03905693

Submitted on 18 Dec 2022

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Network reliability, performability metrics, rare events
and standard Monte Carlo

Gerardo Rubino

To cite this version:
Gerardo Rubino. Network reliability, performability metrics, rare events and standard Monte Carlo.
Advances in Modeling and Simulation: Festschrift for Pierre L’Ecuyer, pp.1-20, In press. �hal-
03905693�

https://inria.hal.science/hal-03905693
https://hal.archives-ouvertes.fr


Network reliability, performability metrics,
rare events and standard Monte Carlo

Gerardo Rubino

Abstract In this chapter, we consider static models in network reliability, that
cover a huge family of applications, going way beyond the case of networks of any
kind. The analysis of these models is in general #P-complete, and Monte Carlo
remains the only effective approach. We underline the interest in moving from the
typical binary world where components and systems are either up or down, to a
multi-variate one, where the up state is decomposed into several performance levels.
This is also called a performability view of the system. The chapter then proposes
a different view of Monte Carlo procedures, where instead of trying to reduce the
variance of the estimators, we focus on their time complexities. This view allows
a first straightforward way of exploring these metrics. The chapter focuses on the
resilience, which is the expected number of pairs of nodes that are connected by at
least one path in the model. We discuss the ability of the mentioned approach for
quickly estimating this metric, together with variations of it. We also discuss another
side effect of the sampling technique proposed in the text, the possibility of easily
computing the sensitivities of these metrics with respect to the individual reliabilities
of the components. We show that this can be done without a significant overhead of
the procedure that estimates the resilience metric alone.
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1 Introduction

Network reliability refers to a large family of random graph-based models used in
multiple areas of science and technology, for different types of analysis [1]. The
reference case, and the one with which we will work in this chapter, is when we use
them to analyze a communication network composed of a setV of nodes connected
by a set E of edges (undirected links, no loops). The graph G = (V, E) is called
the underlying graph in the model. We are then interested in the communications
between nodes using paths. Graph G is assumed to be connected. With each each
link 8 we associate a given fixed probability A8 , and the interpretation is that with
probability 1 − A8 the link is removed from the graph. More formally, with each
link 8 we associate a Bernoulli or Binary random variable (r.v.) -8 with parameter A8;
this means that -8 ∈ {0, 1} and that A8 = P(-8 = 1). We call A8 the (elementary)
reliability of link 8 and -8 the state of link 8. Observe that there is no explicit time
variable. That is why we call these models static [2]. We see the system at a “typical”
point in time, or at a specific instant of interest, possibly at infinity, but there is no
stochastic process in the model. Denote by < = |E | the number of edges. Then, and
always referring to the reference model, we assume that the < r.v.s -1, . . . , -< are
independent.

With this setting, we build a random graph � with values in the set of partial
subgraphs of G (that is, � has the same nodes as G and a subset of G’s edges).
Observe that there are 2< points in �’s space of values. Informally, in a realization
of � edge 8 ∈ E exists with probability A8 . More formally, we define the distribution
of � by the following expression: for any subset � of E,

P
(
� = (V, �)

)
= Π8∈�A8Π 9∉� (1 − A 9 ).

Using this random object, we can define many connectivity-based metrics quan-
tifying different properties of � related to its capability to transport something
(information, some fluid, ...) from some nodes to other nodes in the model.
By far, the most used one is the so-called source-to-terminal reliability de-
fined as follows: two different nodes are fixed, say B and C, and the metric is
'B,C = P(B and C are connected in �), that is, the probability that B and C belong
to the same connected component of �. This is also called the 2-terminal reliability,
or simply the B-C-reliability. Another widely used metric is the all-terminal reliabil-
ity, 'all, defined by 'all = P(all nodes are connected in �), that is, the probability
that� is connected (that it has a single connected component). Formally, we usually
code the fact that the selected property holds by 1 and that it doesn’t hold by 0, and
we call system’s state that random number.

There are many variations around this melody. Instead of looking at the con-
nections between two nodes B and C or between all pairs of nodes, we can define a
 -terminal reliability ' concerning a given subset  of nodes; the corresponding
definition is

' = P(all nodes in  belong to the same connected component of �).
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The connectivity criteria can be more complicated. For instance, we can define the
distance-based 2-terminal reliability with parameter 3, '3;B,C , where 3 ≥ 1 is an
integer, by

'3;B,C = P(B and C are connected in � by at least a path having length ≤ 3),

and similarly for 'all or ' [3]. A different extension consists of associating a
non-negative integer :B with node B for all B ∈ V and defining a new metric as
the probability that there are min{:B , :C } elementary edge-disjoint paths between
nodes B and C, for all B and C [4]. All these metrics can also be defined in a similar
model where the nodes and not the edges, have random states, or both nodes and
edges are random, on directed graphs, instead of undirected ones, etc. Recently, some
works appeared which remove the independence assumption concerning the state
variables [5, 6].

The evaluation of all these reliability metrics is, in general, a computational hard
problem [7]. Formally, it belongs to the #%–complete class, a family of #%–hard
problems not known to be in#%. A #P-complete problem is equivalent to counting the
number of solutions to an #%-complete one. For this reason, #%–complete problems
are, at least, as hard as #%–complete ones. Even in very restricted classes of graphs,
the computation of the beforementionedmetrics remains in this complexity class. For
instance, it is shown in [8] that the computation of the source-to-terminal reliability
is in the #%–complete class even when the graph is planar (in fact, B, C-planar) and
has vertex degree at most equal to three. From a practical point of view, this means
that a graph with, say, more than one hundred elements (nodes, lines) can not be
exactly evaluated (except for special topologies). An efficient alternative is then to
use a Monte Carlo method, the topic of this chapter. The standard version consists
of generating an #-sample of �, say �1, . . . , �# , and to estimate the reliability
metric, say 'B,C , using the standard estimator

'̂B,C =
1
#

#∑
==1

1
(
B and C connected in �=

)
, (1)

where 1(%) is equal to 1 if the predicate % is true, 0 if it is false. In many cases, this
approach can handle medium and large size models, but, of course, it has its own
problem, namely the fact that its efficiency is sensitive to the numerical values of
data (the A8s). In particular, this standard procedure (sampling # times graph � and
checking the property used to define the desired metric on each realization) becomes
of no use in the rare event case, that is, when the system reliability metric is (very)
close to one. Unfortunately, this is often the interesting case.

For the reader unfamiliar with the area, let us finally comment that the specific
source-to-terminal model has a huge application area in the dependability analysis
of many kinds of systems. The general literature is rich in examples. Let us just
mention [9], where bounds of the metric 'B,C are proposed, applied to the analysis
of critical control subsystems of a modern aircraft.
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There is a very large literature in the network reliability area. A good review of
the main concepts and results is [1], and an older and classical text, [10]. Another
already mentioned survey is ours [2]. Specifically in the Monte Carlo side, some
papers by Pierre L’Ecuyer and co-authors are [11, 12, 13]. See also [14] on the rare
event side, in particular Chapter 7, or [15] for many technical aspects.

In the sequel of this chapter, we explore in Section 2 the interest of using per-
formability metrics to quantify the capacity of a network to provide service in spite
of failures (or equivalent events) of its components, and we focus on one of them,
called resilience. Then, in Section 3, we discuss the estimation of the resilience using
the naive Monte Carlo approach. After commenting the rare event problem, we show
that it is possible to be efficient in the use of the naive, or standard, or crude estimator,
by means of a smarter implementation (this extends old work presented in [16]). In
Section 4, we illustrate the use of the previously discussed implementation, and we
show that it allows exploring other types of metrics, written as variations on the
resilience idea. We also show that the same approach makes straightforward to eval-
uate also the gradient of the resilience with respect to the elementary reliabilities,
with almost no overhead (extension to ideas presented in [17]). Section 5 concludes
the chapter.

2 Performability metrics and resilience

Quantitative analysis of systems is mainly done following two different viewpoints.
Either we assume the system perfect (that is, we ignore its possible failures and
repairs) and we focus on measures related to the work it does, on the properties of
the service it provides, or we ignore the latter and we focus on those possible failures
and repairs, and try to analyze different related properties of the system. Around
the 80s appeared another idea, in general a much more complex one, where we
look simultaneously, that is, in the same model, at both sides of systems’ behavior.
Following the pioneering work done by Meyer [18], we call it performability. We
will consider this view here, based on the reference model presented before.

So, we have an undirected graph G = (V, E) assumed to be connected and with
no loops, with = nodes and < edges (the underlying graph), and our standard prob-
abilistic setting parameterized by the elementary reliabilities A1, . . . , A<. Consider
now the 'all metric, widely used to quantify the ability of the network to support
communications between all pairs of nodes. It measures a binary property, an all-
nothing one, the probability that all nodes can communicate. But for the system
manager, or for the users, the fact that, for instance, a single node is isolated, making
that among the total number =(= − 1)/2 of pairs of nodes, only = − 1 of them can’t
communicate, is very different than the situation where many links are failed making
that just a few pairs of nodes can talk to each other (possible none of them if all links
are failed). A way of measuring this is by directly looking at the number of pairs that
can communicate.

We thus define the central r.v. of this chapter,
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NCP = number of pairs of nodes that can communicate in �.

The analysis of this r.v. provides a much richer information about the capacity of
the network to provide communications between its nodes. We will focus on its
expectation in the sequel.

2.1 The resilience metric

The expectation of NCP has been called resilience in some works [19], in the same
context as in this chapter. It has been explored in a few other works [20, 21], always
in the setting discussed here. So, formally, the resilience Res of our model is

Res = E(NCP). (2)

Observe first that we have the following immediate properties:

• 0 ≤ NCP ≤
(
=

2

)
=
=(= − 1)

2
;

• P(NCP = 0) = Π8∈E (1 − A8);
• P

(
NCP =

(
=

2

))
= 'all;

• Res|∀8 in E, A8=0 = 0, Res|∀8 in E, A8=1 =

(
=

2

)
.

We can normalize the metric, dividing E
(
NCP

)
by

(=
2
)
, thus leading to an index

in [0, 1]. The scaled resilience of the network, ResScaled, is then ResScaled =

2Res/
(
=(= − 1)

)
.

Let us provide first a few simple examples, assuming, to simplify the presentation,
that we are in the i.i.c. case, meaning independent and identical components (here,
we refer to the links) with common elementary reliability A .

Bridge. Take first a bridge, as depicted in Fig. 1. Using brute force (listing all 25

possible links’ states), we get Res = A
(
5 + 8A − 14A3 + 7A4) .

3

1 4

2

Fig. 1 The bridge topology.

Paths. Consider now a path with = nodes (thus, with = − 1 edges), = ≥ 2. Denote
by Res= its resilience. Conditioning on the state of any of the 2 extreme edges, we
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can verify, after some algebra, that

Res= =
A
[
=(1 − A) − (1 − A=)

]
(1 − A)2

=
A
[
= − 1 − A (= − A=−1)

]
(1 − A)2

.

A few first values: (Res1 = 0,) Res2 = A , Res3 = 2A + A2, Res4 = 3A + 2A2 + A3.
Rings.Last, consider a ringwith = ≥ 3 nodes (or = ≥ 2 if we accept themultigraph

corresponding to the = = 2 case). Denote again Res= its resilience. Conditioning on
the state of any of its links, we obtain

Res= = =A
(
1 − A=−1

1 − A − = − 1
2

A=−1
)
.

A few first values of Res=: (Res1 = 0,) Res2 = 2A − A2, Res3 = 3A + 3A2 − 3A3,
Res4 = 4A + 4A2 + 4A3 − 6A4.

2.2 Some properties of resilience

The “first moment principle” says that if - ≥ 0 is an integer r.v., then it holds
that P(- > 0) ≤ E(-). Applied to E

(
NCP

)
, this means that 1−Π8∈E (1− A8) ≤ Res.

However, this is not very good, because Res is, in general, > 1, and 1−Π8∈E (1− A8)
is ≤ 1.

Now, simply by definition,
(=
2
)
'all ≤ Res ≤

(=
2
)
, which are better bounds, espe-

cially in the rare event case. For the scaled resilience, we have 'all ≤ ResScaled ≤ 1.
Now, define the r.v.

.B,C = 1
(
there is a path connecting nodes B and C

)
.

We have 'B,C = P(.B,C = 1) = E(.B,C ) and also

NCP =
∑

all nodes B,C , B < C
.B,C ,

from which, taking expectations, we have the following important relation, making
the connection between this performability approach and the classical binarymetrics:

Res =
∑

all nodes B,C , B < C
'B,C . (3)

Conditioning with respect to the state -8 of any edge 8, we can write

Res(G) = E(NCP(G) | -8 = 1)A8 + Res(G38 ) (1 − A8), (4)

where we use the notation Res(�) to make explicit the fact that we define the metric
on graph �, and where G3

8
is the graph obtained by removing edge 8 from G. If
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G2
8
denotes the graph obtained by contracting edge 8 in G, here we don’t have the

usual fact that Res(G2
8
) coincides with E(NCP(G) | -8 = 1), a relation that holds

for classical metrics such as 'B,C . This makes that Relation (4) is less useful than
for standard metrics, where it is the basis of the most powerful approach for their
exact numerical analysis. This is because of the more complex structure of Res(G2

8
)

related to Res(G). This issue is out of the scope of this paper, so, we will not pursue
commenting it here.

In the rest of this paper, we will look at the evaluation of this expectation using
Monte Carlo.

3 Using standard Monte Carlo for resilience-based analysis

First of all, consider reliability metrics such as 'B,C or 'all (or any of their many
variations). Since these metrics are typically close to 1, it is better to work with
the complementary events and target the corresponding unreliability values, which
we will denote here by W (for instance, 1 − 'B,C , or 1 − 'all). The fact that now the
target W is close to 0 makes clear that the correct way to look at the quality of these
estimations is through the analysis of relative errors and not absolute ones.

3.1 The standard estimator

Estimating an unreliabilitymetric such as 1−'B,C or 1−'all, say generically W = 1−',
and using the standard or crude estimator, means sampling the following r.v.:

Ŵ =
1
#

#∑
==1

. (=) ,

where . (1) , . . . , . (# ) are # independent copies of the Binary r.v. . equal to 1 if
the considered connectivity property doesn’t hold, and to 0 otherwise (. is the
complementary of what we called the system’s state). We have E(Ŵ) = E(. ) = W
(that is, Ŵ is unbiased). A pseudo-code corresponding to this estimator is as follows:

Algorithm A // naive implementation of standard Monte Carlo
// goal: network unreliability

// the connectivity property used is denoted here CP
set counter to 0;
execute # times:
sample �;
if the CP doesn’t hold: counter + +

return counter/N
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Using the states of the links -1, . . . , -<, this means that we repeat # times the
following: for each link 8 ∈ E, we sample a Binary r.v. having parameter A8 , and we
put the result in G8; then, we remove from the underlying graph G those links 9 such
that G 9 = 0; next step is to execute a procedure to check the connectivity property
used, for instance, to check if the obtained partial graph of G is connected or not;
at the end, we return the number of times the graph wasn’t connected divided by # ,
which is an estimator of W = 1 − 'all.

Observing first that we have V(Ŵ) = W(1 − W)/# , the corresponding standard
confidence interval is

(
Ŵ ∓ I(Y)

√
Ŵ(1 − Ŵ)/(# − 1)

)
, where 1 − Y is the confidence

level, or ideal coverage probability, with

I(Y) = Φ−1
(
1 − Y

2

)
, Φ(G) = 1

√
2c

∫ G

0
4−C

2/2dC

(e.g., I(0.05) ≈ 1.96 for a confidence level of 95%). The quantity Ŵ(1− Ŵ)/(# − 1)
is proportional to half the confidence interval length (the proportionality constant
being I(Y)), and can thus be interpreted as an absolute error. The ratio√

Ŵ(1 − Ŵ)
# − 1
Ŵ

=

√
1 − Ŵ
(# − 1)Ŵ ≈

1√
#Ŵ

can then be seen as an estimation of the (statistical) relative error we have, and we
conclude by saying that it goes to ∞ as the rarity of the event of interest increases,
that is, as W → 0. This formally show that as the system’s failure becomes rarer, the
estimation procedure becomes less accurate, and this happens without any bound.

The point to be made next is that the estimator Ŵ can be computed in a more
efficient way, especially in the frequent case where the A8s are all close to 1, and this
leads to efficient estimations, because what matters is to have a small product “mean
running time × variance of the estimator” [22]. This is the topic developed in next
subsection.

3.2 The standard estimator efficiently implemented in the rare event
case

Imagine we implement the standard estimator of W as follows. Instead of sampling�
a huge number # of times and checking the connectivity property on each sample,
we sample # times each -8 and put the # results in column 8 of a big table. The
table has < + 1 columns, one for each link plus a last one for the complement of the
system’s or network’s state, and # rows. Then, we read the table by rows and we fill
the last (< + 1)th column checking the system’s state. Since, of course, we will not
implement such a table, we will call it the virtual table from now on.
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Now, assume for a moment that # = ∞, and consider column 8. Since A8 is
usually close to 1, the column has a majority of 1s. The position of its first 0 is a
geometric r.v. �8 with values in the strictly positive integers and distribution given
by P(�8 = ℎ) = Aℎ−1

8
(1 − Aℎ), ℎ ≥ 1. The discrete point process defined by the

positions of the different 0s in that column is a Bernoulli process, where the distance
between consecutive 0s (and from the first 0 and an auxiliary initial and empty
row 0 in the table) are independent copies of �8 . Now, let � = min{�1, . . . , �<}
be the first row where there is at least one 0 in the first < columns. We have that
the r.v. � is also geometric, with values on the integers ≥ 1, and law given by
P(� = ℓ) = @ℓ−1 (1 − @), ℓ ≥ 1, where @ = A1A2 · · · A<. And in the same way as for
column 8, if we look at those rows in the infinite virtual table where at least one link
is down, the distance between consecutive rows with that property are the points of
a discrete Bernoulli process with parameter @ (that is, if*: is the :th such row, then
the sequence (*1,*2 −*1,*3 −*2, . . .) is i.i.d. with the law of �. The interest of
this type of description of the estimation procedure is that the statistical properties
of the estimator used are those of the standard one, in particular, the variance.

This suggests a different way of implementing the standard estimator of W. Sam-
ple � and add the obtained value to a first register rows. In the first � − 1 rows of the
table, we have only 1s in the first < columns, so, the r.v.s .1, . . . , .�−1 are 0 (techni-
cally, we assume coherent systems [2], so, they are always up if all the components
are up). It remains to see what happens with the �th row. For that purpose, we must
sample the -8s, but now knowing that there is at least one zero in the vector of links’
states. Consider the natural ordering 1, 2, . . . , < of the network’s links, denote by /
the r.v. “number of zeros in the vector of links’ states”, and by � the index of the first
zero in that vector. We have then the following immediate result: for 9 = 1, 2, . . . , <,

P(� = 9 | / ≥ 1) =
A1A2 · · · A 9−1 (1 − A 9 )

1 − A . (5)

Then, we sample from this distribution, obtaining some 9 ∈ E, we set the states of
links 1, 2, . . . , 9 − 1 to 1 and that of link 9 to 0, and we independently sample the
states of links 9 + 1, . . . , < using their original Binary distributions with parameters
A 9+1, . . . , A< respectively. Once known the states of all the links, we check if the
connectivity property used holds or not. In the latter case, we increase a second
register counter. We repeat the procedure, sampling a new value from �’s law,
obtaining some integer 5 ≥ 1, adding it to rows, and repeating the conditional
sampling of the links knowing that there is at least a 0 in the vector of links’ states,
until updating counter. We stop the process when we reach the condition rows ≥ # ,
and we return the estimation counter/# . In pseudo-code, this gives Algorithm B.

Algorithm B // 2nd implementation of standard Monte Carlo
// goal: network unreliability

// the connectivity property used is denoted here CP
rows = 0; counter = 0;
while rows < #: // main loop

f = sampleFrom(�);
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rows + = 5 ;
if rows ≤ #:
conditionally sample vector of links’ states;
if CP doesn’t hold: counter + +

// end of main loop
return counter/N

Recall that the instruction “sample vector of links’ states” means sam-
pling first � using (5), obtaining some value 9 , then setting -1 = -2 = · · · = - 9−1 = 1,
- 9 = 0, and sampling each remaining state variable -: , for : = 9 + 1, . . . , <, ac-
cording to the Binary law with parameter A: , and independently from each other.

Complexity analysis. Consider first Algorithm A. Sampling � needs Θ(<) in
computation time. Testing the connectivity property used has a cost$ (=+<) in most
of the cases mentioned in the chapter, in particular, for the resilience (see below)
and since < ≥ = − 1 because the underlying graph is connected, we can also write it
$ (<). Since we iterate # times, the total mean computational cost is $ (#<).

In Algorithm B, we will sample from �, for large # (almost always the case),
on average, #/E(�) times. We have E(�) = (1 − @)−1. The conditional sampling
procedure of (5) plus the test of the selected connectivity property costs $ (<), so,
the total average computational cost is $ (# (1− @)<). The time reduction in B with
respect to the naive implementation of A is, then,

#<

# (1 − @)< =
1

1 − @ .

This approach alone is modest in time reduction, but it can be improved (see below,
in Subsection 3.4).

Remark 1 Observe that what we are doing is somehow inspired by a conditional
Monte Carlo technique. The interest of the type of implementation of the estimation
procedure followed here is that we can see it as a different algorithm for the evaluation
of the standard estimator, and this can be useful, as shown below. It will be exploited
for quickly exploring other possiblemetrics of the resilience type, and also to estimate
sensitivities (gradients). The central interest in the conditioning we used is that its
effect can be seen as a significant reduction in the sampling process of the standard
estimator, but not on the estimator’s variance, that is, in the execution time instead.

Let us come back first to the estimation of the resilience.

3.3 Estimating the resilience

Recall that the resilience is defined as the expected number of pairs of nodes that
can communicate, in the random graph �, E(NCP) (Relation (2)). Observe that if
the graph is connected, we have NCP = =(= − 1)/2. Suppose now that it is not, and



Network reliability, performability metrics, rare events and standard Monte Carlo 11

let NCC be the number of connected components of �. Denote the associated node
sets as S1, . . . ,SNCC and their cardinalities by �1, . . . , �NCC. We then obviously
have

NCP =
NCC∑
ℎ=1

(
�ℎ

2

)
(6)

where
(ℎ
:

)
= 0when ℎ < : . Since computingNCC and the cardinalities�1, . . . , �NCC

needs only a DFS (Depth First Search) or a BFS (Birth First Search) [23] on �, the
cost of computing NCP is $ (<). So, the procedure for estimating Res is basically
the same in both Algorithms A and B: the only change to do is that instead of
checking one of the considered connectivity properties, we have just to decompose�
into its connected components and use (6). For instance, the resilience version of
Algorithm B is as follows.

Algorithm Bbis // 2nd implementation of standard Monte Carlo
// goal: network resilience

rows = 0; counter = 0; sum = 0;
while rows < #: // main loop

f = sampleFrom(�);
if rows + 5 ≤ #:

BD< + = ( 5 − 1)=(= − 1)/2;
conditionally sample vector of links’ states with (5);
find the connected components of �;
BD< + = #�% of � using (6)

else
BD< + = (# − 5 )=(= − 1)/2

rows + = 5

// end of main loop
return counter/N

Formally, we are using the standard estimator

R̂es =
1
#

#∑
==1

Res(=) ,

where Res(=) is Res(�=). A confidence interval for Res with confidence level of,
say, 95%, is then given by (R̂es ∓ 1.96 (), where (2 is the standard estimator of the
variance of R̂es. We have

(2 =
1

# (# − 1)

#∑
==1

NCP(=)2 − 1
# − 1

R̂es
2
.
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3.4 Improving Algorithm B

Assume you know, for instance, the breadth 1 of the underlying graph, that is, the
size of a mincut of minimal size (a set of edges whose removal disconnect the
graph [23]). This number can be computed using a max flow algorithm such as
Edmonds-Karp’s, and its cost is polynomial in (=, <). For instance, suppose that
1 = 2. This means that to transform G into an unconnected graph by removing
edges, you must remove at least 2 edges. This means that instead of checking the
connectivity property used when there is at least one zero in the row of the virtual
table, or instead of decomposing � into its connected components in the resilience
case, we can first just count how many zeros we have, and if the number is less
than 1, we know that the current realization of � is connected, so, NCP is equal
to =(= − 1)/2. This will make a supplementary gain in performance, needing only
to compute the graph breadth, which is a one shot polynomial task, executed only at
the beginning. The corresponding algorithm is presented again in pseudo-code, this
time for estimating the resilience.

Algorithm C // 3rd implementation of standard Monte Carlo
// goal: network resilience

1 = breadthOf (G);
rows = 0; counter = 0; sum = 0;
while rows < #: // main loop

f = sampleFrom(�);
if rows + 5 ≤ # then

BD< + = ( 5 − 1)=(= − 1)/2;
conditionally sample vector of links’ states with (5);
if its # of zeros is ≤ 1 then

BD< + = =(= − 1)/2
else
find the connected components of �;
BD< + = #�% of � computed using (6)

else
BD< + = (# − 5 )=(= − 1)/2

// end of main loop
return sum/N

For the improvement in reducing the computing time of the estimation process,
let us wait until next section, where some numerical illustrations are given.

Comment. The way we presented Algorithm C is to underline that it improves
version B (or Bbis). But it can be simplified, by redefining the r.v. �. Instead of being
the first row of the virtual table with at least 1 zero, we can define it as the first row
of the virtual table with at least 1 zeros. This means then to use again Algorithm B
but with this new conditioning. There are other possibilities, using a covering tree
of G, or several ones, etc. To discuss the idea here we will just keep the very simple
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idea of counting the 0s in the vector of links’ states, that is enough to describe the
methodology. More on this in Section 4, but let us look now at sensitivities.

3.5 Sensitivity analysis

The last element of the discussion given in this chapter concerns the sensitivity
analysis of resilience. This means computing the gradient of Res seen as a function
of the # variables A1, . . . , A<, that is, the partial derivatives mRes/mA8 for all 8 ∈ E.
This subsections builds on the results presented in [17], extended to handle the
resilience concept.

Define
f8 =

mRes
mA8

and fB,C;8 =
m'B,C

mA8
.

Denote, similarly as for the reliability metrics,

Res28 = Res(G | -8 = 1) (≠ Res(G28 ))

and
Res38 = Res(G | -8 = 0) = Res(G38 ).

Then, the next result is the first step toward the estimation of the gradient of the
resilience.

Proposition 1 We have

f8 =
Res28 − Res

1 − A8
=

Res − Res3
8

A8
.

Proof Let us show the steps to prove the first equality. The second one is similar.
In (3) we stated the basic identity

Res =
∑

all nodes B,C , B < C
'B,C .

Taking partial derivatives with respect to A8 , we get

f8 =
∑

all nodes B,C , B < C
fB,C ;8 .

In [17], we proved that

fB,C;8 =
'2
B,C;8 − 'B,C

1 − A8
=
'B,C − '3B,C ;8

A8
. (7)

Using the first equality, we have
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f8 =
∑

all nodes B,C , B < C
fB,C;8

=
∑

all nodes B,C , B < C

'2
B,C ;8 − 'B,C

1 − A8

=
1

1 − A8

( ∑
all nodes B,C , B < C

'2B,C;8 −
∑

all nodes B,C , B < C
'B,C

)
=

Res28 − Res
1 − A8

.

The second equality follows when using the second one in (7). �

Now, in the same paper [17], it was shown that

f̂B,C;8 =
-8 − A8
A8 (1 − A8)

.B,C

is an unbiased estimator of fB,C;8 .

Remark 2 Observe that these estimators fit precisely the idea of having at our
disposal the virtual table filled with the values of the states of all links and the
corresponding value of NCP, at each iteration of the standard method. Actually, the
idea of seeing a conditional Monte Carlo approach as described here appeared at
the same time that we developed the estimators of sensitivities of classical network
reliability metrics of the type presented in the chapter.

Observe that evaluating f̂B,C;8 adds almost no overhead to the estimation of the
reliability metrics considered (classical or of the performability type).

Based on previous result, we have the following one.

Theorem 1 The expression

f̂8 =
-8 − A8
A8 (1 − A8)

NCP

defines an unbiased estimator of f8 .

Proof In a straightforward manner,

f̂8 =
-8 − A8
A8 (1 − A8)

∑
all nodes B,C , B < C

.B,C

=
1

A8 (1 − A8)

( ∑
all nodes B,C , B < C

-8.B,C − A8

∑
all nodes B,C , B < C

.B,C

)
.

Taking expectations, and using the fact that E(-8.B,C ) = A8'2B,C ;8 , we get
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E(f̂8) =
1

A8 (1 − A8)

( ∑
all nodes B,C , B < C

A8'
2
B,C;8 − A8Res

)
=

Res28 − Res
1 − A8

= f8 ,

by means of the result of Proposition 1. �

As we can see, the estimator f̂8 consists basically of sampling simultaneously the
states of the links and the NCP variable, something explicit in the virtual table. So,
estimating the sensitivities of the resiliencewith respect to the elementary reliabilities
in the system is straightforward following the same approach as for the resilience
itself. Next section gives a few examples and discusses other possible resilience-
like metrics easily analyzed using the procedure we have described, including the
sensitivities.

4 Examples and discussions

In this section, to simplify the presentation we will only consider the i.i.c. case (inde-
pendent and identical components) in the models, that is, the case of homogeneous
links, all sharing the same elementary reliability, denoted here by A.

To provide a few illustrations of previous results, let us consider the model
depicted by its underlying graph in Figure 2.
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Fig. 2 A widely used Arpanet topology in network reliability, from the history of this famous
communication network.

This network has = = 21 nodes and < = 26 links. Its breadth is 1 = 2. The
expected reduction in the execution time, using the basic Algorithm B and written
as a factor, is 1 − @, @ = A< = A26. Taking A = 0.9999 we obtain a time reduction
denominator of ≈ 385. Using the breadth (Algorithm C), we have 1 = 2. The
supplementary factor to add is P(/ ≥ 2 | / ≥ 1), where / denotes the number of
zeros in a row, a Binomial r.v. with P(/ = I) =

(<
I

)
(1− A)IA<−I . The supplementary

factor is then P(/ ≥ 2 | / ≥ 1) = P(/ ≥ 2)/P(/ ≥ 1), and P(/ ≥ 1) = 1 − P(/ =
0) = 1 − @, so, the new global average time reduction factor becomes P(/ ≥ 2) =
1 − A< − <A<−1 (1 − A) ≈ 3.2448 · 10−6, which corresponds to a denominator of
about 300, 000. This shows that the time reduction can be considerable even when
using such a simple conditioning. The accelerations we observed in practice have
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been lower than the theoretical factors, probably due to the implementations of the
algorithms we had, but in all cases they were important. Using only Algorithm Bbis,
in the case of A = 0.999, we got accelerations of several hundreds, depending on
the tools used (C code, python alone, python with numpy). The accelerations were
higher using the breadth, but there are other possibilities in the same spirit and still
more powerful. Let us give another example here.

Assume we computed a covering tree of the underlying graph, that is, a tree
sharing with the underlying graph all its nodes. If we denote the tree as T = (V, E ′)
the probability that all its links are up is

∏
8∈E′ A8 . In case of that event, we know

that NCP = =(= − 1)/2, so, we can use the event to get a better reduction factor
than 1 − @ = 1 − A<. The sampling of the links’ states conditioned to the fact that
all links in the covering tree are working is straightforward, only the links out of the
tree must be sampled. In the Arpanet model given in Figure 2, the gain is modest.
See first a covering tree of this graph in Figure 3.
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Fig. 3 A covering tree on the Arpanet model of Figure 2.

In the case of Algorithm B with A = 0.9999, we had a time reduction factor
of about 385. Using a covering tree, always in the i.i.c. case, the factor changes to
about 1 − A20 ≈ 500. If the graph is more dense, we can have several edge-disjoint
covering trees and considering their union we can reach much higher reductions in
time. We can also use mincuts with the same purpose. This will not be explored
further here, we intend to show only the general principles.

In the general heterogeneous case, when the elementary reliabilities are not nec-
essarily all equal, we can look for covering trees with minimal total weight, where
the weight of the tree is the product of the reliabilities of its links. For that purpose,
we can use standard graph algorithms such as Prim’s or Kruskal’s (see any good
reference in the area, such as [23]). Both have complexity $ (< ln<) where < is the
number of edges in the graph.

Concerning sensitivities, we only illustrate the main interest in their evaluation, a
point underlined already in [17]. Consider the example in Figure 4.

We see that, from the connectivity point of view and when we have an i.i.c. model
(homogenous links), the link {4, 5} is the most important one, the first one to improve
if possible. For example, in the case of A = 0.999, we have the estimations given in
Table 1.
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Fig. 4 Two bridges connected by a “bridge” link.

Table 1 A few sensitivities of the resilience, on the model depicted in Figure 4. In the estimations,
the absolute error is less than half the last significant digit (confidence level: 95%).

edge {1, 2} {2, 3} {4, 5}
sensitivity 7.01 10−3 3.79 10−5 16.0

This illustrates well the fact that the order induced on the links by the gradient
of the resilience is a much more robust result than the metric itself. Of course, the
example has been chosen to amplify the effect of having links playing a more critical
role than the others, but the phenomenon is visible in any model.

Let us come back now at our resilience estimation. Considering the Arpanet
model previously shown, the resilience gets pretty close to its maximal value as A
gets close to 1. Some examples are given in Table 2.

Table 2 Some values of resilience as A increases. Same accuracy as in Table 1.
A 0.91 0.95 0.99 0.995 0.999 0.9999

Res 199.8 207.2 209.9 209.977 209.9991 209.999989

For the Arpanet model used, since we have = = 21 nodes, the maximal possible
resilience is

(=
2
)
= 210. We observe that the resilience gets very close to that value,

which is expected (the rare event effect). This leads to consider other ideas for
differentiating situations. For instance, a way of measuring the way a network reacts
face to failures, is seeing what happens when there is no more total connectivity in
the model. This means looking at the mean number of communicating pairs when the
graph is unconnected. If we denote by NCC the number of connected components
of our random graph �, observe first that the best situation is when there is only
one component, a connected graph, and the worst is when no link is working and we
have as many connected components as there are nodes, that is, NCC = =. So, we
have NCC ∈ {1, 2, . . . , =}, and on the borders, P(NCC = 1) = P(NCP =

(=
2
)
= 'all

and P(NCC = =) = P(NCP = 0) = ∏
8∈E (1 − A8).

Now, a metric capturing what happens when the graph is not connected is the
conditional resilience

E(NCP | NCC ≥ 2).



18 Gerardo Rubino

Let us illustrate this with some numerical examples. In Table 3 we show the mean
number of connected components E(NCC), and the two resiliences just discussed.

Table 3 Three metrics on the Arpanet, i.i.c. case (homogeneous links). All the shown digits are
correct (confidence level: 95%).

A 0.91 0.95 0.99 0.995 0.999
E(NCC) 1.251 1.073 1.0027 1.00066 1.000026
E(NCP) 199.8 207.2 209.9 209.977 209.9991

E(NCP | NCC ≥ 2) 160.3 167.6 174.5 175.2 175.5

The values of the conditional resilience are more separated than those of the
unconditional one. But our tools allow us to make other trials. For example, take as
central variable the number of pairs of nodes that can communicate using at least
two edge-disjoint paths. This is related to bi-connectivity in graphs, and we will
not developed the point here, but evaluating this variable needs to decompose the
graph � into its bi-connected components (also a linear computation, using a DFS
or a BFS, see again [23], for example). Denoting our variable as NCP2, we can look
at the metric E(NCP2 | NCC ≥ 2). We will not pursue these illustrations here. The
goal is to show that evaluating these types of metrics is pretty straightforward, and
only needs to be able to compute the corresponding graph analysis.

In the Appendix we provide analytical expressions to all the quantities described
here in the case of a bridge, that can be useful to check algorithms and to observe
behaviors.

5 Conclusions

In this chapter we first discuss the interest of moving to performability-like metrics
in network reliability. This allows to distinguish several performance levels when
different components fail, capturing the capacity of the system to continue to work
but possibly in degraded modes. We center the chapter around one of these met-
rics, called resilience, that has not received yet much attention in the literature. In
telecommunications, the word is being used with the same spirit but in other contexts
and associated with it, there are other technologically-oriented definitions.

Then, we considered exploring these metrics with Monte Carlo. We proposed to
see the standard or crude Monte Carlo procedure differently, leading to a way of
implementing it with much less computational effort when components, and then
systems, are highly reliable. This is just a different look at a conditional Monte
Carlo approach, but it allows testing in a straightforward manner estimators for these
performability metrics. Moreover, and this is how this viewpoint on standard Monte
Carlo developed, we can evaluate also the sensitivities of all these metrics with
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respect to the (elementary) reliabilities of the systems’ components, and with a very
small overhead with respect to the cost of the metric evaluation itself.

In future work, we will explore appropriate ways of conditioning, depending on
the metric considered, and the properties of the types of metrics we discuss here, as
well as their possible uses in the area.
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Appendix

For checking purposes, we put here analytical expressions of all the objects consid-
ered in Section 4 of the chapter, in the case of the bridge model. They are obtained
basically by brute force, given the small size of the model.

• On the number of connected components NCC, NCC ∈ {1, 2, 3, 4}:

– P(NCC = 1) = 'all = A3 (8 − 11A + 4A2)
– P(NCC = 2) = 2A2 (1 − A)2 (5 − 4A) = 10A2 − 28A3 + 26A4 − 8A5

– P(NCC = 3) = 5A (1 − A)4
– P(NCC = 4) = (1 − A)5
– E(NCC) = 4 − 5A + 2A3 + A4 − A5

• On the number of communicating pairs NCP, NCP ∈ {0, 1, 2, 3, 6}:

– P(NCP = 0) = (1 − A)5
– P(NCP = 1) = 5A (1 − A)4
– P(NCP = 2) = 2A2 (1 − A)3
– P(NCP = 3) = 2A2 (1 − A)2 (4 − 3A)
– P(NCP = 6) = 'all = A3 (8 − 11A + 4A2)
– E(NCP) = 5A + 8A2 − 14A4 + 7A5

– E(NCP | NCC ≥ 2) = A (5 + 18A − 17A2)
1 + 2A + 3A2 − 4A3

• On the number of pairs communicating through at least 2 edge-disjoint paths:

– NCP2 ∈ {0, 3, 6}
– P(NCP2 = 0) = (1 − A) (1 + A − A2 + 3A3 − 2A4)
– P(NCP2 = 3) = 2A2 (1 − A)2
– P(NCP2 = 6) = A4 (3 − 2A)
– E(NCP2) = 6A2 (1 − 2A + 4A2 − 2A3)
– E(NCP2 | NCC ≥ 2) = 6A2

1 + 2A + 3A2 − 4A3

• Sensitivities of the resilience:

– W.r.t. links {1, 2}, or {1, 3}, or {2, 4}, or {3, 4}: 1 + 3A + A2 − 12A3 + 7A4;
– w.r.t. link {2, 3}: 1 + 4A − 4A2 − 8A3 + 7A4.
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