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JENSYCTS LTIt Motivation

e Estimate using importance sampling (IS)

where X7, Xo, -+, Xy is a sequence of nonnegative independent and
identically distributed (i.i.d) random variables (RVs).

e Particularly interested in the rare event regime when N is large and/or
is small.

e Application: performance evaluation/prediction of wireless
communication systems operating over fading channels (Simon and

Alouini 2005).
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JENSYCTS LTIt Motivation

@ Need the use of variance reduction techniques as the naive Monte Carlo
(MC) estimator is computationally expensive in the regime of rare events.

@ Various variance reduction techniques have been proposed (Alouini et al.
2018, Beaulieu and Luan 2019, Ben Rached et al. 2016, Ben Rached et al.
2018, Botev et al. 2019, Asmussen et al. 2016, Gulisashvili and Tankov
2016):

e Logarithmically efficient estimator in the case of i.i.d. sums Log-normal
RVs using exponential twisting (Asmussen et al . 2016).

o Under mild assumptions, logarithmically efficient in case of sums of
correlated Log-normal RVs based on shifting the mean of the multivariate
Gaussian distribution (Gulisashvili and Tankov 2016).

o Under an assumption, asymptotically vanishing relative error for sums of
correlated Log-normal RVs by combining IS with the control variate
techniques (Alouini et al. 2018).

e Two unified IS using hazard rate twisting (HRT) for sums of independent
RVs. The first estimator is shown to be logarithmically efficient, whereas
the second achieves bounded relative error under mild assumptions (Ben
Rached et al. 2016).
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JENSYCTS LTIt Motivation

e Efficiency of previous estimators was studied when NV is fixed and v — 0.

e Efficiency is considerably affected when N increases.

o Aim: efficiently estimate (1) in the rare event regime when N is large
and/or v is small.
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Problem setting

o Let x = (w1, -+ ,x,)" and hx(x) = Hf\il fx(x;) be the joint PDF of the

random vector (X1, -+, Xn)!. We consider the estimation of
N
05(77N) = ]P)hx <ZX1 < 7) )
i=1

where P, (+) is the probability under which the random vector
X = (X1, -, Xn)! is distributed according to hx ().

e Motivating example: write the quantity of interest as

N
Phx (ZXi < 7) = Bh {(FX(W))Nl(ZLwiSU @)
i=1

where w; is equal in distribution to % conditional on the event {X; < ~v},
i=1,2,.--- N, and hy(w) = [T, fu(w;) with f,(-) is the PDF of w;.
e Estimate the right-hand side term by the naive MC method.
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Problem setting

For fixed N, it achieves the bounded relative error property with respect
to the rarity parameter v for distributions that satisfy f,(z) ~ baz? as x
approaches zero and for p > —1 and b > 0 (Ben Rached et al. 2018).

But using the Chernoff bound, we obtain for all n > 0

Ph, (Y wi <1) < exp (n+ Nlog (Ey, [exp(—nw)]))

i=1

@ The squared coefficient of variation of &(v, N) is given by

vatn, [4(3, N)] 1= P, (D wi < 1)

012 (’73 N) Phw (vazl w; S 1)

When 1 = 1, the squared coefficient of variation is asymptotically equal to
1/Pp., (Zivzl w; < 1) and is lower bounded by

exp (=1 — Nlog (Ef, [exp(-w)])).

e The efficiency of the estimator deteriorates when N is large.
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Exponential twisting

e When applicable, exponential twisting is expected to compare favorably,
in most of the cases, to existing estimators.

o For light tails i.i.d. case and under regularity assumptions, exponential
twisting is logarithmically efficient when the probability of interest is
either IP’(Z?LI X; > ) and v — 400 or IP’(Z?LI X; >~N)and N — 400
(Asmussen and Glynn 2007).

o In the left tail setting, exponential twisting achieves the logarithmic
efficiency property in the case of i.i.d. Log-normal RVs when the
probability of interest is ]P’(Zf\;l X; < Nv) and either N — 400 or v — 0
(Asmussen et al. 2016).
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Exponential twisting

e Exponential twisting PDF minimizes the Kullback-Leibler (KL)
divergence with respect to the underlying PDF under the constraint that
the rare set {x € RY, such that Ef\;l x; <~} is no longer rare (Ridder
and Rubinstein 2007)

Jnf / h (z) log (Ziiii) da
s.t /h%(w)dw =1 (3)
Eh;( li Xi] =

Wy (x) >0, z; >0forallie1,2,---,N.

@ The solution of this problem is given as

Nadhir Ben Rached - RWTH Aachen SIAM UQ 2022 April 12, 2022 8/31



Exponential twisting

o The optimal twisting parameter 6* solves

Enx {sz\; X exp (9* vazl Xﬁ)] B
Enx {GXP (9* ity Xl)} .

e By writing hj (x) = Hf\il fx(zi), the optimal density is given by
exponentially twisting each univariate PDF fx (-)

. fx (z) exp(0*x)
== ° >
with M(6) = Ey, [exp(6X)] and the optimal twisting parameter 6*
satisfies ,
M (6%) _
M*) N

@ Since the left-tail is considered, §* — —oco as v — 0 and/or N — 400
(Asmussen et al. 2016).
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Exponential twisting

Observe the following drawbacks:

e Sampling according to f%(-) is not straightforward — needs the use of an
acceptance-rejection technique, the complexity of which can be dramatic
when the probability of acceptance is relatively small.

e Computations are much simpler if the moment generating function M (6)
is known in closed-form. Such a requirement does not hold in general.

@ 6 does not have, in general, a closed-form expression, and hence, it should
be approximated numerically.

Goal

Propose an alternative IS PDF that approximately yields, for certain classes of
distributions and in the rare event regime corresponding to large N and/or
small -, at least the same performance as the exponential twisting technique
and at the same time does not introduce serious limitations.
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Gamma family change of measure

fx(x) = aPg(x) with g(z) ~ b as x goes to 0, d > —1,
and b > 0

e Distributions in this class: Exponential, Gamma, Nakagami-m, Weibull,
Generalized Gamma, Rice, Gamma-Gamma, x — u.
e The change of measure that we consider is
xP exp(Ox)

.fX(x): M(H)

@ The IS PDF corresponds to the Gamma PDF with shape parameter p + 1
and scale parameter —1/6.

, ©>0. (5)

@ The value of 0 is chosen to be equal to 6 such that MM ((éé)) S

0:—%(1)4—1). (6)

@ The proposed IS estimator of a(v, N) using M i.i.d. samples of X from
7 N f .
hx(x) = Hi:1 fx (@) is ( )
M N fx( -Uc))ex ox™
. 1 o x( p ;
Qs (7, N) = 37 ; Lo, Xf""gv) H (X '
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Gamma family change of measure

Main Result

For distributions satisfying fx (z) = 2Pg(x) with g(z) ~ b as x goes to 0,

p > —1, and b > 0 is a constant, the proposed approach achieves
approximately, as v decreases to 0 and/or N increases, the same performance
as the one given by the exponential twisting without introducing serious
limitations.
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Gamma family change of measure

Standard Log-normal case

Distributions that do not approach 0 polynomially are much more
difficult to handle and need to be tackled on a case-by-case basis.

We consider the case of the sum of i.i.d. standard Log-normal RVs whose

PDF decreases to 0 at a faster rate than any polynomials.

@ The Gamma distribution with fixed shape parameter will not recover the
results given by the use of the exponential twisting technique.

o In Asmussen et al. 2016, the exponential twisting was applied by:

@ Providing an unbiased estimator of the moment generating function.

© Approximating the value of 6.
@ Using acceptance-rejection to sample from the IS PDF.
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Gamma family change of measure

Standard Log-normal case

We propose two estimators:

e The first is based on truncating the support [0, 4+o0c] and only working on
[a, +o0] with a = dv/N
— introduces a bias that needs to be controlled.

o In the regime of rare events, the biased estimator achieves approximately
the same performances as the Gamma IS PDF with shape parameter
equal to 2
— propose a second estimator whose IS PDF is a Gamma PDF with
optimized parameters.
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Gamma family change of measure

Standard Log-normal case: biased estimator

o We rewrite the quantity of interest as

Phx (ﬁ;Xl SV) ~ (1 —Fx((j\?))

Known in closed form
N (5’}/
% Py (z;x <7‘X > N) (7)
where ¢ € [0,1).
o Let fx(-) be the PDF of X;|{X; > %}, i=1,2,--- ,N

<ZX <7‘X > ;) — Py, <§:Xi<v>7

i=1 =1

with hx(x) = vazl fx(z;). The exponential twisting change of measure
is then given by

Fo(e) & fx (2) exp(0z), o > %
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Gamma family change of measure

Standard Log-normal case: biased estimator

o The approximate exponential twisting change of measure is given by

- Fxew(ba) + (x - ) fyexp(Br) 5y
fX(x) - M(@) ;X2 N’ (8)

with fx = fX( 1) and fy = fx(ﬁ) We assume that L < exp(—1) to
ensure that fy > 0.

@ Through a simple computation, we get

~ 06~v/N) - 06~v/N) —
N(0) = _exp( 67/ )fx . eXp(ezv/ )fx-
@ The value of # that solves M(6) _ + is given by

M (6)

Fx —efy [ Ux =)+ Sxfxe
2cfx
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Gamma family change of measure

Standard Log-normal case: biased estimator

@ The question that remains is related to controlling the bias through a
proper choice of the parameter d.
N
o Let ai(y, N) = (1 . FX(%)) Py, (Zfil X; < lei > %,w)
a(y,N) — ﬁl,is,M‘ <o N) —aa(y, N) | a7, N) = Guis,me
a(’%N) a('%N) al(’)/aN)

where &1 45,0 is the IS estimator of aq(7y, N) based on M i.i.d.

, (9)

realizations sampled according to hx (x) = Hfil Fx(xs) .

Lemma: On the choice of §

The following expression of (e, N,~)

v U N (o (e (@os(r/N))
MelNom =7 p(‘I’ <2N (@(log(v)))N—l» (10)

where ®(+) is the CDF of the standard Normal distribution, ensures that the
relative bias is less than e/2.

v
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Gamma family change of measure

Standard Log-normal case: The Gamma family as an IS
PDF

e For a sufficiently small value of §, the biased estimator achieves
approximately the same performance as the Gamma IS PDF with shape
parameter equal to 2 — suggests using the Gamma family as IS PDF.

o Note that the advantage of using the Gamma family as IS PDFs is that
the estimator is unbiased.

@ Recall that the Gamma PDF is given by

. " Lexp(—2/0
Fx(z) = r(/f)(ak/)’ z >0, (11)
where 6 > 0 and k > 0 are the scale and shape parameters.

o The value of ¢ is chosen to be equal to 6 = ;- to ensure that the
expected value of each of the X;’s, i =1,2,--- , N, under the PDF fX()
is equal to .

@ The likelihood ratio is then given by

(D(k)04)Y exp(Z52 — L5 (log(w:))?)
[T, «f(vV2m)» '
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Gamma family change of measure

Standard Log-normal case: The Gamma family as an IS
PDF

@ The second moment of the IS estimator is bounded by

B 2200 Ko X)Ly 2]

2N
(k) ()" 2
< | —= exp(2kN + k“N).
< ( or p( )
e Using Stirling’s formula, we get for some constant C'
B [£2(X0, Xay o X015 )]
< Cexp(N(k?* — 2klog(N/7) — log(k))).

@ k is chosen such that it minimizes the above right-hand side term

K = % (log({j) + <1og(%))2 + 2) . (12)

e When N is large and/or «y is small, we obtain k* ~ log(%).
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Numerical results

o We define the squared coefficient of variation of an unbiased estimator
(v, N) of a(v,N) as

var [a(y, N)|

SOV (aly, N)) = g

(13)

@ From the CLT, the number of required samples to meet € relative
statistical error with 95% confidence is equal to (1.96)2SCV (a(v, N))/€2.

Weibull Case

e X;,i=1,2,--- N, are distributed according to the Weibull distribution
whose PDF is

_k,z

= X(X)kfl exp (—(1’/)\)k) , x> 0.

Ix(x)

@ The comparison is made with respect to the hazard rate twisting (HRT)
approach of Ben Rached et al. 2016.
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Numerical results

Weibull Case

When £ =1.5, A =1, v = 0.5, and N = 12, the proposed approach is approximately
270 times more efficient than the one based on HRT.

5 =B Proposed Approach é »
(%_ “’E’__E___B_E——E———E’_{ g
1]
0y 6 7 8 N 9 10 11 12 5 6 7 8 N 9 10 1 12
Figure 1: Squared coefficient of Figure 2: Squared coefficient of
variation as a function of N where X; variation as a function of N where Xj;
are i.i.d. Weibull RVs with rate are i.i.d. Weibull RVs with rate
A=1,k=1.5,and v =0.5. A=1,k=0.5 and v = 0.01.
The value of a(v, N) ranges approxi- The value of a(v, N) ranges approxi-
mately from 10~2° to 1076, mately from 10~ to 10,
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Numerical results

Weibull Case

The value of a(y, N') ranges approximately from 107" to 10° for N = 8 and
from 10722 to 10~® for N = 10.

—8_— HRT Approach N=8

=G~ HRT Approach M=10
= Proposed Approach N=8
=3 Proposed Approach N=10

—-0---0--0--0---6--0---0

Squared coefficient of variation

B-—-fg---g--g--g---g--g---g
0.2 04 0.6 0.8 1 12 14 16

i

Figure 3: Squared coefficient of variation as a function of v where X, are i.i.d.
Weibull RVs with rate A =1, k = 1.5.

Approximately 18 (respectively 64) times more efficient than the HRT one when
N = 8 (respectively N = 10) and v = 0.2.
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Numerical results

Log-normal Case

@ The standard Log-normal PDF is given by
1 1 2
fx(x) = —=exp (_(og(m))> , x> 0.
TV 2T 2

e Comparison with exponential twisting proposed in Asmussen et al. 2016.

Squared coefficient of variation

Figure 4: Squared coefficient of variation as a function of N where X; are i.i.d.
standard Log-normal RVs with v = 0.5, and € = 0.05. When N = 9, approximately
30 times more efficient than the one based on exponential twisting.

The value of a(y, N) ranges approximately from 10 2° to 10 2.
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Numerical results

Log-normal Case

The quantity of interest (v, N) ranges approximately from 10~ to 10~° for
N = 8 and from 1072! to 10~? for N = 10.

—E— Exp. Twisting N=8
T T T T ™=@~ Exp. Twisting N=10
~ —— Gamma Dist. N=8
G o — %= Gamma Dist. N=10
= 0= —B— Biased PDF N=8
Il P —DF Biased PDF N=10

Squared coefficient of variation

Figure 5: Squared coefficient of variation as a function of v where X, are i.i.d.
standard Log-normal random variables with ¢ = 0.05. Approximately 15 times
(respectively 35) more efficient that the exponential twisting one when N =8
(respectively N = 10) and v = 0.6.
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Numerical results

Log-normal Case

@ In order to include the computing time in our comparison, we define the
Work Normalized Relative Variance (WNRV) metric of an unbiased
estimator &(y, N) of a(y, N) (Ben Rached et al. 2018)

_ SCV(a(y,N))

WNRV (4(7, N)) U

x computing time in seconds.

@ The computing time is the time in seconds needed to get an estimator of
a(y,N) using M i.i.d. samples of &(vy, N).

@ When comparing two estimators, the one that exhibits less WNRYV is
more efficient than the other estimator: it achieves less relative error for a
given computational budget, or equivalently it needs less computing time
to achieve a fixed relative error.
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Numerical results

Log-normal Case

T T T T T —©— Exp. Twisting N=8

=~ Exp. Twisting N=10

—w— Gamma Dist. N=8

~- 0o — %= Gamma Dist. N=10
5] —HB— Biased PDF N=8

== —D0F Biased PDF N=10

)

[ o SR
8-__g__

= R - S = it
J—;—HJ

Figure 6: WNRV as a function of v where X; are i.i.d. standard Log-normal RVs
with e = 0.05.

For N =10 and v = 0.6, the approach based on using the Gamma IS PDF is
approximately 35 times (respectively 340 times) more efficient than the one based on
exponential twisting when using the squared coefficient of variation metric
(respectively the WNRYV metric).
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Conclusions

o Developed efficient importance sampling estimators to estimate rare event
probabilities corresponding to the left-tail of the CDF of large sums of
nonnegative i.i.d. RVs.

@ Achieved at least the same performance as the exponential twisting
technique.

e The Gamma PDF with suitably chosen parameters achieves for most of
the well-practical distributions substantial amount of variance reduction,
and at the same time avoids the restrictive limitations when using the
exponential twisting technique.

e Validated numerically the efficiency in the rare event regime
corresponding to large N and/or small ~.

A possible future direction: study the asymptotic properties of the
proposed estimators as N — oo and/or v — 0.

Further details in: N. Ben Rached, A.-L. Haji-Ali, G. Rubino, and R.
Tempone “Efficient Importance Sampling for Large Sums of Independent and
Identically Distributed Random Variables”, Statistics and Computing, vol. 31,
number 6, 2021.
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Thank you for you attention
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