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Experimental analysis on dissimilarity metrics
and sudden concept drift detection

Sebastián Basterrech, Jan Platoš, Gerardo Rubino and Michał Woźniak

Abstract Learning from non-stationary data
presents several new challenges. Among them,
a significant problem comes from the sudden
changes in the incoming data distributions,
the so-called concept drift. Several concept
drift detection methods exist, generally based
on distances between distributions, either
arbitrarily selected or context-dependent. This
paper presents a straightforward approach for
detecting concept drift based on a weighted
dissimilarity metric over posterior probabili-
ties. We also evaluate the performance of three
well-known dissimilarity metrics when used by
the proposed approach. Experimental evalu-
ation has been done over ten datasets with
injected sudden drifts in a binary classification
context. Our results first suggest choosing the
Kullback-Leibler divergence, and second, they
show that our drift detection procedure based
on dissimilarity measures is pretty efficient.

1.1 Introduction

In many real-world problems, a data stream
may suddenly change its distributions. This
phenomenon is commonly called concept drift.

One of the most commonly used approaches,
which is a reaction to the occurrence of this
phenomenon, is its detection with the use of
so-called drift detectors.

A drift detector signals that the change in
data distribution is significant and requires re-
construction or upgrade of the used model [1].
So far, a number of methods have been pro-
posed on how to construct drift detectors. How-
ever, most of them require either access to la-
bels or access to prediction metrics of the used
prediction model to make a decision. [2]. Other
concept drift detectors are based on distances
over the underlying data distributions [3–6]. A
recent experimental framework for the drift de-
tection evaluation can be found in [7]. To assess
a concept drift detector’s performance, among
the metrics measuring how different two distri-
butions are, some usually considered ones are
the number of true positive drift detections,
the number of false alarms, the drift detec-
tion delay, the confusion matrix, and so on.
One difficulty here is that there is typically a
cost-benefit trade-off to find between different
metrics [8]. The mentioned metrics are more
often arbitrarily selected, or they are selected
according to the characteristics of the data and
the specific problem at hand. Nevertheless, the
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metric choice for identifying changes in the
probability distributions is a crucial decision
addressed in this article. The contributions of
this brief paper are two-fold.

(i) First, we specify a universal drift detector
method in a supervised context without con-
sidering any assumptions about data, and we
explore the impact of the two main parame-
ters of the proposed technique.

(ii)Second, we empirically analyze the perfor-
mance of our drift detector using three differ-
ent and important dissimilarity metrics: KL-
divergence, Hellinger distance and Wasser-
stein distance. The selection of these metrics
is based on the fact that nowadays are often
used in the learning area [5, 9, 10].

Our experimental results over ten simulated
datasets with injected drifts show remarkable
differences between Hellinger distance and
the other two evaluated metrics. In addition,
it seems to be also a difference between
KL-divergence and Wasserstein distance that
makes us provide insights about the advantages
of relative entropy in cases of sudden drifts in
binary multidimensional data.

This paper also briefly describes the studied
dissimilarity metrics. Then, we present the drift
detector method and our general methodology.
We report the results in Section 1.4. Finally,
we conclude with some discussion on further
studies.

1.2 Background

1.2.1 Drift detection problem

Streaming data processing is usually related
to problems where data comes in regular data
chunks (blocks). Because we focus on the su-
pervised context, we receive a long sequence of
(input, output) values organized in chunks of
common size K.

Consider a system producing the output y ∈
Y when the input is u ∈ U. Formally, we re-
ceive a time series

(
C1, C2, . . .

)
where Ci is

the chunk i, composed of the K-length se-

quence
(
z
(1)
i , . . . , z

(K)
i

)
, with z

(k)
i =

(
u
(k)
i ,y

(k)
i

)
(that is, z(k)i is the (input,output) pair of the
kth element in the ith chunk). We see the
elements

(
z
(1)
i , . . . , z

(K)
i

)
as a sample having

size K of a random variable z over a discrete
set U × Y. The concept drift idea refers to
the phenomenon that the probability distri-
bution of z changes over time, i.e. there ex-
ists a point t such that the underlying distri-
bution of {. . . , zt−2, zt−1, zt} is different from
the distribution of {zt+∆, zt+∆+1, . . .}. We re-
fer to sudden (known also as abrupt) drift when
∆ = 1 [3, 11]. Observe that the change in the
joint distribution can be provoked either by a
change in the posterior distribution (Pr(y |u))
(referred as the real concept drift) or by a
change in the independent variables collected
in u (referred as the virtual concept drift) [11].
In this contribution, we are focusing only on
the studies of abrupt real drifts.

1.2.2 Re-visiting the concepts on
dissimilarities

Let us consider discrete probability distribu-
tions, our case of interest. The context is the fol-
lowing: we have two discrete probability distri-
butions (two probability mass functions, pmfs)
p and q, defined on some common space S, and
we want to measure how different they are. We
review three different ways proposed for this
purpose in computer science applications, pri-
marily used in data mining.

Kullback-Leibler divergence.
The Kullback-Leibler (KL) divergence (also
abusively called distance) between p and q
(better said from p to q) is [9]

KL(p ‖ q) =
∑
s∈S

p(s) log
p(s)

q(s)
. (1.1)

Observe that this is not strictly a distance as
the other dissimilarities analyzed here.It is pos-
itive and its value is zero if and only if p and
q are identical. In information theory, we know
that KL(p ‖ q) is the quantity of information



lost when we use q instead of p, or as an approx-
imation of p. The KL divergence does not sat-
isfy the triangular inequality, in general. Several
variations of the canonical KL divergence have
been introduced in the literature to reach the
symmetry property. Also, observe that the ex-
pression defining this divergence needs the sum
taken for all values s where p and q are not zero.
This leads to some technical issues relevant to
our work. In case of zero values, a correction is
proposed, see [4, 9]. Despite the mentioned in-
conveniences, the KL divergence also has sev-
eral advantages, such that: there exists a rela-
tionship with the expected value of likelihood
ratio, several hypothesis tests are equivalent to
KL divergence, and in case of some specific dis-
tributions KL divergence computation can be
performed very fast Pinsker’s inequality, and
so on. For more details, please see [4, 9, 12].

Hellinger distance. The definition is as fol-
lows [13]:

H(p, q) =

(∑
s∈S

(√
p(s)−

√
q(s)

)2)1/2

. (1.2)

This is a distance, so it is equal to zero if both
distributions are the same [5]. A particularly
interesting property of the Hellinger distance
is that it is bounded, the H(p, q) values are in
[0,
√
2].

Wasserstein distance. Let Γ = Γ (p, q)
stands for the set of pmfs on S2 having p and q
as marginals. Then, given some real ν ≥ 1, the
ν-Wasserstein distance Wν(p, q) between the
two distributions is

Wν(p, q) = inf
f∈Γ

(
Expf

([
dist(X,Y )

]ν))1/ν
,

where dist(.,.) denotes the Euclidean distance
and (X,Y ) is a pair of random variables having
distribution f ∈ Γ .

The implementation of this distance has
technical issues [10], and the usual approach is
to get approximations of the theoretical value.
This is provided by available packages, like the
one used in this paper (see below).

1.3 Methodology

Computation of dissimilarity scores. For
computing the dissimilarities between two dis-
tributions, first we need to build a descriptor
of the distribution of the data [3]. Here, we use
the standard estimator as a descriptor based
on the binning strategy. Following the previ-
ous notation, we receive in the ith chunk a K-
length sequence

(
z
(1)
i , . . . , z

(K)
i

)
, with z

(k)
i =(

u
(k)
i ,y

(k)
i

)
. Then, for the latter, that is, for

the output values of the system, the number
Pr(yi = `), for any ` ∈ Y, is naturally esti-
mated by its standard estimator

P̃r(yi = `) =
1

K

K∑
k=1

1(y
(k)
i = `),

where we denote by 1(P ) the indicator func-
tion.For an input u to the system, we apply the
binning strategy decomposing the input space
U into J disjoint “bins” b(1), b(2), . . . , b(J). For
the the Cith chunk the conditional probability
of having a class ` in a specific bin bji is esti-
mated by

P̃r
(
yi = ` | {ui : uki ∈ b

j
i ,∀k}

)
=∑K

k=1 1((u
k
i ∈ b

j
i ) ∩ (yki = l))∑K

k=1 1(u
k
i ∈ b

j
i )

. (1.3)

Then, by applying expression (1.3) for each
output class ` we may compute the probabil-
ity mass function P̃r(yi | {ui : uki ∈ bji ,∀k}

)
.

Hence, each bin has associated a pmf, and then
we evaluate a change through any two chunks
Ci and Ct as follows

dji,t = φ

(
P̃r(yi | {ui : uki ∈ b

j
i ,∀k}),

P̃r(yt | {ut : ukt ∈ b
j
t ,∀k})

)
, (1.4)

where φ(·) is any selected function for estimat-
ing the distribution dissimilarity. Finally, we
aggregate the estimated dissimilarity for cov-
ering the whole input space (for all the bins)



Φ(Ci, Ct) =
1

J

J∑
j=1

dji,t. (1.5)

Finally, we modify the previous aggregation
form using a weighted sum. We consider the
chance of sampling in a specific bin

Φ(Ci, Ct) =
1

J

J∑
j=1

γji d
j
i,t, (1.6)

where the weight γji is the probability estima-
tion of sampling in a specific region bji of the
reference chunk Si

γji =
1

K

K∑
k=1

1(uki ∈ b
j
i ).

Decision rule using a variance-
based threshold. Now, let us consider
windows of chunks W1,W2, . . . where
Wi =

(
Ci, Ci+1, . . . , Ci+N−1

)
. We employ

the previous approach again to look for
changes in the data distributions but see a
block of chunks as a sliding window on the
series of chunks, having KN instances. We
proceed as before, except that instead of
comparing two windows starting at chunks Ci
and Ci+1, we shift the blocks by N individual
chunks, which is, we compare the window
starting at chunk i with the one starting at
chunk i + N . For each N individual chunk
is possible to compute a new dissimilarity
score by collecting the chunks in batches
(windows) and computing a dissimilarity
score Φ(Wj ,Wj+1) applying expression (1.6).
Therefore, a sequence of dissimilarity scores
is generated Φ(W1,W2), Φ(W2,W3), . . . ,
Φ(Wj ,Wj+1). It is necessary to define a pro-
cedure for identifying locations where critical
points occur to make an automatic decision.
Let mj be the mean of the dissimilarity scores
until the last processed window Wj , and σk
the standard deviation of this sequence. Given
a new dissimilarity score value Φ(Wj ,Wj+1),
we decide that a drift occurs when

Φ(Wj ,Wj+1) /∈ [mk − ασk,mk + ασk], (1.7)

where α is a threshold parameter. This specific
decision rule is inspired by techniques for ar-
tifact and outliers detection [14, 15]. Window
length and α value are the main parameters of
the method. A larger αmay increase the chance
of false negatives. When α is too small, then
the chances of false positives increase. Here,
we analyze only scenarios where the windows
are disjoint, and the α values are static (we
don’t modify them according to changes in the
data). Another parameter that has an impact
on the results is the number of bins. It im-
pacts the pmf estimation. A large number also
increases computational costs. After a prelimi-
nary evaluation, we decided to present results
using J = 5×dim(U) homogeneous bins, where
dim(U) denotes the dimensionality of the input
space.

Methodological approach overview. The
concept drift detector method analyzed here
is summarized in the high-level workflow
presented in Figure 1.1. It has the following
main steps:

(i) Homogeneous partition of the input space.
We decompose the input space into disjoint
bins using parameterized range constraints.
The search for the best splitting hyper-
planes in U is out of the scope of this paper.
Here, we decided to create homogeneous
partitions following the standard binning
strategy.

(ii) Posterior probability estimation. The prob-
ability mass function is estimated by apply-
ing the expression (1.3). Note that the condi-
tional distribution is made for each partition
of the input space.

(iii) Dissimilarity metric aggregation. In this
step, we apply a weighted dissimilarity (ex-
pression (1.6)) for computing an aggregated
score among the values computed in each
partition.

(iv) Decision rule. Given a new batch of data, we
identify either a drift occurred or not using
expression (1.7).
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Fig. 1.1: High-level flowchart of investigated al-
gorithm.
1.4 Experimental study

In the previous section, we provided a frame-
work for explicitly monitoring the data stream
and detecting if a drift occurs. We hypothesize
that proposed measures could be used as the
base for a decision about drift. We designed ex-
periments to compare the performance of the
three mentioned earlier dissimilarity metrics.
We used simulated data streams where the drift
appearances are marked. In this ongoing work,
we study only binary datasets with injected
sudden concept drifts. The analyzed window
lengths are {250, 500, 1000, 2000, 4000}, and we
studied α values over a large domain (the spe-
cific range depended on the metric).

Benchmark data streams. We employed 10
datasets in our performance evaluation stud-
ies. We generated 5 binary datasets with 3 fea-
tures and 5 datasets with 5 features, all of them
were created using the stream-learn library [16].
Each data stream has 10000 chunks with 250 in-
stances and 20 induced sudden concept drifts.
The stream-learn library is useful for generating
a wide range of datasets with injected drifts, it
has the additional advantage that provides the
time-stamp where the drifts were injected. The
stream-learn simulator has a parameter that
determines how sudden the change of drift con-
cept is. We used the maximum allowed value for
this parameter. More details about the simula-
tion of data streams with sudden drift concepts
are specified in [16].

Performance evaluation. We chose the
standard metrics: sensitivity, precision, balance
accuracy score (BAC) and F1-score [7, 8].

Results. According to our empirical results,
we do not appreciate notable differences be-
tween results over data with 3 and 5 features.
However, we obviously cannot affirm similar be-
havior in larger input space dimensions. Re-
sults obtained by the KL-divergence dissimilar-
ity, the Hellinger distance, and the Wasserstein
distance are presented in the figures 1.2, 1.2,
and 1.4, respectively. Each of these figures has
two graphics, in the left graphic is presented
the specificity according to the window length,
and the right side is shown the precision ac-
cording to the window length. We present the
results of the specificity metric over datasets
with 5 features and the precision obtained over
data with 3 features. Each graphic has several
curves resulting from different experiments over
five datasets. A common behavior in the figures
is that the window length is a relevant param-
eter, which is intuitive because it directly af-
fects the distribution estimation. Another char-
acteristic is that the specificity decreases when
the window length is large. On the other hand,
the precision also is impacted by the window
length, but it seems more stable in the case of
KL and Hellinger metrics than in the case of
Wasserstein distance.

Let us note that from previously described
figures, Hellinger distance seems less com-
petitive than the other two metrics. For
illustrative reasons, the α threshold used for
creating the mentioned curves was empirically
tuned to obtain 20 drifts during the whole
stream. Figures 1.5 and 1.6 show results over
different threshold values α. From Fig. 1.2 and
Fig. 1.4 we see a minor difference between
KL and Wasserstein dissimilarities. Then, we
also present a specific comparison between
KL-divergence and Wasserstein distance for
different α thresholds using BAC and F1-score
values. We fixed the window length to 500
instances (a value that both metrics per-
form “pretty well” according to Fig. 1.2 and
Fig. 1.4). Fig. 1.5 presents two graphics with
BAC results, and Fig. 1.6 has two figures with



a comparison between KL and Wasserstein
using F1-scores. We appreciate a slight differ-
ence between both metrics from the obtained
results, indicating that KL-divergence has a
better global performance.

It also seems that KL is more robust, i.e., it
is less sensitive to the window length and the α
value. In addition, KL-divergence is faster than
the computation of Wasserstein distance.

Experimental protocol and imple-
mentation. We used python v3.9, the
libraries numpy v1.19.5, stream-learn
v0.8.16 and scipy.stats v1.5.4. We used
the scipy.stats.wasserstein_distance function
for computing the Wasserstein distance;
KL-divergence and Hellinger distance were
implemented by us based on numpy functions.

1.5 Conclusions and future work

We presented a drift detection method based on
the evaluation of changes over the empirical sta-
tistical distributions of the data. The method
does not require any assumptions about the
data. We show its performances using three
well-known dissimilarity metrics over binary
data with sudden drifts. We compare the be-
havior of each of the metrics. It is interesting
to note that the KL divergence obtains better
results globally, and with it, our proposed de-
tector achieves good performance. Further work
needs to be done exploring real data to ana-
lyze statistical differences between the results
and other types of concept drifts. Note that
the number of bins grows exponentially with
the number of dimensions. Then, the binning
strategy has well-known limitations in high-
dimensional data. For this reason, we also plan
to explore other data descriptors.

Fig. 1.2: KL-divergence: specificity and preci-
sion according to window length.

Fig. 1.3: Hellinger distance: specificity and pre-
cision according to window length.



Fig. 1.4: Wasserstein: specificity and precision
according to window length.

Fig. 1.5: Comparison using BAC between KL-
divergence and Wasserstein distance.

Fig. 1.6: Comparison using f1-score between
KL-divergence and Wasserstein distance.
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