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Abstract

The Echo State Network (ESN) is a class of Recurrent Neural Network with a large number of hidden-hidden
weights (in the so-called reservoir). Canonical ESN and its variations have recently received significant attention due
to their remarkable success in the modeling of non-linear dynamical systems. The reservoir is randomly connected
with fixed weights that don’t change in the learning process. Only the weights from reservoir to output are trained.
Since the reservoir is fixed during the training procedure, we may wonder if the computational power of the
recurrent structure is fully harnessed.

In this article, we propose a new computational model of the ESN type, that represents the reservoir weights in
the Fourier space and performs a fine-tuning of these weights applying genetic algorithms in the frequency domain.
The main interest is that this procedure will work in a much smaller space compared to the classical ESN, thus
providing a dimensionality reduction transformation of the initial method. The proposed technique allows us to
exploit the benefits of the large recurrent structure avoiding the training problems of gradient-based method. We
provide a detailed experimental study that demonstrates the good performances of our approach with well-known
chaotic systems and real-world data.

Index Terms

Recurrent Neural Networks, Echo State Networks, Genetic Algorithms, Reservoir Computing, Fourier Trans-
form.

I. INTRODUCTION

A Neural Network (NN) with a recurrent topology (RNN) is a powerful tool for modeling time series
and solving machine learning problems with sequential data. Recurrences (circuits) are relevant for the
computational power of neural architectures; thanks to them, hidden states are able to store more infor-
mation from input streams. Numerous works explain the distinct advantages presented by RNNs [1]-[4]:
good theoretical properties, biologically plausibility, success in several real-world applications. However, it
is still hard to properly define optimal network architectures in RNNs [2]]. The difficulties are even higher
when the network is large and the input signal contains long-term data dependencies [|1]. In summary, the
principal well-identified problems are: not guaranteed convergence, long training times, and difficulties in
storing information in internal states for long time periods (long-range memory) [1]], [3]], [4].

A class of single-layer RNNs called Reservoir Computing (RC) has attracted considerable attention
during the last years due to its remarkable success in the modeling of complex non-linear dynamical
systems [2]. An RC model relies on the assumption that supervised adaptation of all hidden-hidden
weights is not necessary [4]. A single-layer recurrent network (so-called reservoir) is driven by an input
signal, and projects the input information into a high-dimensional space. Reservoir weights are randomly
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initialized and scaled for satisfying technical conditions of dynamic stability [4]. A distinctive characteristic
of an RC model is that the training algorithm only adjusts the readout structure, in general recurrence-free
weights that map the reservoir projection to the output space. Nowadays, learning algorithms for adapting
the recurrence-free parameters are fast and robust.

The research community has been actively studying methods for creating efficient reservoir models [2].
Specific cyclic topologies were studied in [5], 6], and pre-training techniques with self-organized strategies
were analyzed in [7], [8]]. In [9]], [10]], reservoir units with parametric activation functions were trained for
maximizing the entropy using the Intrinsic Plasticity (IP) rule. Other approaches based on Evolutionary
Algorithms (EAs) for optimizing hyper-parameters of the reservoir structure, such as number of reservoir
units, scaling parameters, connectivity properties (density and spectral radius of the reservoir weights
matrix), have also been introduced in the literature [[11], [12]. EAs have also been used for optimizing
interconnected reservoirs [13], [14], where GAs are applied for searching hyper-parameters of hierarchical
reservoirs. Besides, Bayesian optimization for finding hyper-parameters of particular reservoirs was also
analyzed in [15]], [16]. Furthermore, a relatively new prominent research in the RC area consists of models
with interconnected reservoirs. A tree structure where the tree-nodes satisfies the reservoir characteristics
was developed in [17]. The weight connections among the reservoirs are set in order of creating a global
contractive mapping. Furthermore, layered/hierarchical architectures composed of multi-layered reservoirs
have also been studied in [[13]], [[14]], [18]—[21]].

Motivations. Defining good hyper-parameters of ESNs is still often made by experience using a grid
search strategy, partially brute force, and in general requires numerous trails [5]. Another drawback is that
different reservoir matrices with the same hyper-parameters may produce substantially different results [9].
In addition, since the reservoir is fixed during the training procedure, the computational power of the model
is not fully harnessed [1], [S].

Contributions. In this article, we introduce the EVOlutionary Echo State Network (EvoESN), a novel
computational model rooted in RC concepts. We combine ideas regarding dimensionality reduction using
the Fourier transform for searching weights of RNNs (fully connected architectures) [22], optimization
of network weights using an evolutionary search (such as in EVOLINO [23]]), and the potential of ESNs
for fast and robust temporal learning [4].

Given a reservoir with a fixed pattern of connectivity (as in standard ESNs), we apply an indirect
encoding procedure for representing the reservoir weights into the Fourier space (specifically, by means
of the Discrete Cosine Transform, DCT) [22]], [24]. Then, we perform a fine-tuning of the reservoir weights
applying genetic algorithms over the DCT coefficients. It is important to note that we are not looking for
a good reservoir directly working with the weights, that becomes changing the RC paradigm and leaving
the fast learning advantages of an RC model. Instead, we solve an optimization problem in the frequency
domain. Using this Fourier representation drastically reduces the size of the searching space, and makes
it possible to efficiently look for good reservoir weights. Our framework is a strong integration between
learning in the RC paradigm and using EAs to improve the reservoir (to find better weights) following
a global iterative process moving at each iteration between the weights space and the frequency space
using the DCT transform and its inverse.

We demonstrate the utility of EVOESN by experiments on two well-known chaotic systems (the Mackey-
Glass system and the Lorenz systems [23]], [25]) and a real-world problem (Sunspot series [26]). Prelim-
inary results of part of the content of this paper were briefly presented in the 2-page poster [27].

The rest of the article is organized as follows. In the next section we present the ESN framework.
Our main contributions are the object of Section [[II, where we discuss the reservoir encoding and
the evolutionary search approach. Experimental results are provided in Section The article ends in
Section [V] with a discussion about the presented work, its limitations and possible future research avenues.



II. PRELIMINARIES
A. The Echo State Network framework

The large recognition of ESNs comes from their record-breaking success in predicting observations
through the Mackey-Glass attractor [25]. The most common application of ESNs is time series prediction,
where the operation is divided into two phases. An initial training phase where the model is externally
driven by an input signal and the parameters are trained used supervised learning, followed by an
autonomous phase (so-called free-run prediction) where the input signal is provided by the model itself
using previous predicted values [28].

Let us consider an ESN with K input neurons, N > K hidden neurons and L output neurons. The
dynamics of the model is described in terms of a discrete-time system with an input signal u(t) € R*
and a hidden state x(#) € R". The recurrent state is computed according to the following recurrence [29]:

x(t) = f(Whu(t) + Wx(t — 1) + WPy(t — 1) + &(1)), (1)

where ¢ is the discrete time index, W™ is a Nx K matrix with input-to-reservoir weights, the NxN matrix
W has the reservoir internal weights, W™ is a weight N x L matrix with the feedback connections going
from the output neurons to the reservoir, and &(t) is a noise vector with dimension N. Function f(-) is
the activation function, usually an hyperbolic function, applied element-wise. Matrix W™ and vector &
are optional [25]]. The model’s output y(t) € R” is computed by a readout layer defined as:

y(t) = g(W* [u(t); x(t)]), 2)

where W is the Nx(K+L) reservoir-to-output weight matrix, g(-) is a coordinate-wise function (usually
an hyperbolic tangent or, in some cases, the identity) and [-; -] denotes vector concatenation. The readout
weights are trained using a classical tool such as Tikhonov regularization [4], [28]. In the case of an
ESN with feedback connections (non-null W), during the training procedure the feedback values are
teacher-forced: instead of feeding back the reservoir with the predicted value y(¢), the real target is used
as the feedback value [30]. In exploitation mode, the model’s output y(¢) is fed back to the reservoir.
Since the reservoir weights are frozen during learning, the initial reservoir design may have an impact on
the model’s performance. The most relevant hyper-parameters to be chosen are: reservoir size, input scaling
factor, activation functions and reservoir spectral radius. Most research effort has gone into understanding
the impact of those parameters. For more information, especially about the fundamental property of the
reservoir dynamics (so-called Echo State Property (ESP)), we suggest [2]], [4], [28], [31]], [32].

B. Evolutionary Algorithms applied on RC models

There has been a rising interest in large-scale neural architecture engineering using evolutionary al-
gorithms [33]. Several EAs have been developed to optimize NNs’ architectures [23]], [34]], [35]. The
RC field has also taken advantage of the recent advances in evolutionary computation. EAs have been
employed for finding the hyper-parameters of an RC model, such as: sparsity, input scaling factor, injected
noise, spectral radius, leaky rate and number of reservoir units. Particle Swarm Optimization (PSO)
and Genetic Algorithms (GAs) have been used as metaheuristics for selecting optimal hyperparameters
in [11], [12], [36]. Global parameters of an extended ESN (DRESN) were optimized using GAs for
solving medical signal prognosis [37]]. EAs have also been applied for evolving the topology of some
RC models. An evolutionary pre-training procedure based on the extreme learning approach has been
studied in [38]], where the authors applied PSO for adjusting a subset of the reservoir weights. Recently,
NEAT and HyperNEAT algorithms were also applied for evolving the pattern of connectivity of reservoirs
in [39], [40]. In [40] the evolution of the reservoir topology was made considering a fitness function
that combines the memory capacities of the model and its accuracy. HyperNEAT algorithm over a full
recurrent topology has a significant computational cost [40]. GAs have also been used for optimizing
the hyper-parameters of hierarchical reservoirs and for finding connection parameters between reservoir



structures [13]], [14]. Furthermore, a microbial GA was used for optimizing multilayered architectures of
interconnected reservoirs [13]]. It was also employed for finding good architectures of single ESNs with
leaky integrator units. Recently, a hybrid approach using swarm optimization and local search was applied
for evolving hierarchical ESNs [41]].

Differences between EvoESN and previous works. There are also other works that tune the reservoir
weights using evolutionary techniques. We identify two relevant differences between our approach and the
proposed in [40]. EVOESN performs evolution over a fixed reservoir topology and the fine-tuning is done
only over the weights, while in [40] the evolution is applied in both structure and connection weights of
the reservoirs using HyperNEAT. In addition, we perform the optimization of the weights in the Fourier
space applying a considerable reduction of the searching space. As already mentioned above, there are
also other works where was applied EA over the reservoir weights, e.g. microbial GA was used on a single
ESN [13]] and PSO in [38]. The difference between EvOESN and these previous works is the encoding
technique, in the mentioned works the evolution was applied directly over the weight connections.

ITI. EVOESN: EVOLUTIONARY ECHO STATE NETWORK
A. Dimensionality reduction of reservoir weights applying a Fourier-type transform

Genetic encoding is a fundamental aspect of EAs, with special interest when algorithms are applied
for optimizing large complex structures. A direct encoding (that is, a one-to-one mapping where every
weight is represented in the gene) is clearly unsuitable for large-scale networks [24]. Furthermore, it
has been shown that naive crossover operations present deficiencies when used for combining recurrent
networks [42]]. In [22], an indirect encoding procedure for NNs was introduced, where the network weights
are represented in the frequency domain applying a Fourier transform, more precisely, the type-1I DCT of
the weight matrix. The evolutionary search is conducted in a reduced space composed by the coefficients
of the low frequencies only [24]]. This leads to a significant dimensionality reduction. The approach has
been successfully applied over rather small fully connected RNNs, on three benchmark problems of the
area of control theory: pole balancing, ball throwing and octopus arm [22]. The authors have also applied
this procedure on computer vision problems and in reinforcement learning [24]. In [43]], the authors studied
the trade-off between non-linear mappings and memory capacity of ESNs. The authors applied FFTs to
estimate the deviation from linearity in the reservoir activations. Furthermore, the state transition structure
of the reservoir was analyzed in the frequency domain in [44].

In our case, we also exploit the well-known benefits of Fourier transform for compressing data infor-
mation. This efficient indirect encoding allows us to represent large reservoir matrices in a reduced space
using only the low frequency coefficients of the transform. As a consequence, instead of having to tune
hundreds of thousands or millions of reservoir weights, we will look for hundreds or thousands of Fourier
coefficients, which implies a huge gain in complexity.

Discrete Cosine Transforms (DCTs). Let s = (sg, $1,...,57-1) be a sequence of real numbers having
size .J. In the sequel, when we say DCT we mean the normalized DCT transform of type-II. The DCT
S of s (we write S = DCT(s)) is also a sequence of J reals S = (S, S1,...,S,-1), defined as follows:

and for / =1,2,...,J —1,



The inverse transform, going from S to s, denoted IDCT, is given by the following expression: for

(=01,...,J-1,
So \/7 mj(20+1)
2J

This IDCT transform is also called normalized DCT of type-III. So, S = DCT(s) and s = IDCT(S).

DCT satisfies some properties that make the method suitable for encoding large recurrent structures
and performing GAs. Observe that both mappings are linear, so they are continuous. Also, observe that
the fact that one is inverse of the other means that they define one-to-one mappings from the space of
vectors having size J to itself.

The DCT transform has a nice “energy compaction” property, informally meaning that if we keep in
S = DCT(s) just a first few terms (called “low frequency” terms) and replace the rest by Os, obtaining
a new vector S’, then, reconstructing the initial vector from S’ using the IDCT has a small error. That
is, IDCT(S’") =~ s. This characteristic of the DCT is strongly used in signal compression, and is a key
element of our approach in this paper.

B. Evolving reservoirs in the Fourier space

Recall that in the canonical ESN, we select a subset of weights in the reservoir to be randomly initialized
and that the rest is set to 0. We denoted by N the number of neurons in the reservoir; let M be the number
of weights randomly chosen, M < N? (for instance, M =~ 0.2N? [4], [31]).

Let us denote by p the positions of the sampled weights in the reservoir matrix W, a vector having
size M. In our approach, we will keep fixed the vector p but we will modify the corresponding weights
during the procedure. For that reason, we call these weights the “unfrozen” ones, and we call the remaining
N?%— M weights the frozen-to-zero ones. After choosing an arbitrary order on those unfrozen weights, the
kth coordinate in p corresponds to some element (i, 7) of W*, that is, p; = (7, j). Define now vector v
having dimension M, containing the value of those weights, that is, v, = W}, = W; .. The proposed
method moves the vector v to the frequency domain using the DCT, and there, a GA will produce new
vectors, always in the frequency space. Call P this population of candidates. Each vector in P (denoted
by o) will be transported to the network weights using the IDCT, occupying the fixed positions given
in p. The ESN training procedure (e.g. ridge regression over the readout structure) will then be run, and
the resulting network evaluated using a validation data set. The training can be done using the techniques
already mentioned in Section This will allow us to select the best individuals of P. If its quality is
not good enough, the best elements in P are used to start a new generation of candidates through GAs.
The selection procedure used to find the best element in P must move each C-dimensional vector « to the
weights space, in order to evaluate the corresponding ESN. For this purpose, we first extend a with zeros,
to obtain a vector with size M. This procedure is called padding, which is necessary if C' < M because
the input and output of an inverse DCT have equal dimensions. The dimension C' of the frequency space
is a control parameter. The “energy compaction” property of DCTs makes that using some C' value not
too small, those coefficients will have enough information about the corresponding weights vectors, in
spite of having much less components.

Figure || visualizes the global EVOESN procedure. Summarizing, the padding operation is performed
if necessary (if C' < M), then sent to the weight space as a new feasible solution through the inverse
DCT. The ESN is evaluated, after training, and its error is used in the evolutionary operations. Aiming
to increase the readability, we describe the proposed algorithm into two pseudo-codes. The evolutionary
search is presented in pseudo-code |1} and the computation of the fitness value of each feasible solution
by the evolutionary algorithm is given in pseudo-code [2]

IV. EXPERIMENTS

To measure the computational power of the presented approach, we have selected three well-known
benchmark problems: Mackey-Glass system, Lorenz system and monthly sunspot index data. Due to their



interesting properties both chaotic systems have been largely studied in the RC community [6], [23]], [25],
[43]], [45]—[47]. In addition, monthly Sunspot data has information of the magnetic field in the Sun’s outer
regions. It also has been analyzed using RC models in at least [6]], [14], [48]. An open source monthly
sunspot series is available at [26].

A. Benchmark problems
The Mackey-Glass system (MGS). As far as we know, ESN is still the reference RNN for modeling the
MGS chaotic time series [23]], [25], defined by the equation:

% = 1ay(t—7) —7y(t),
+y(t—71)8

where the parameters are usually o = 0.2, § = 10, v = 0.1. For these parameters’ values, the system
has a chaotic attractor if the delay 7 satisfies 7 > 16.8 [25]]. We study the system with a delay 7 = 17,
the most commonly used value. For this problem we replicate the experimental setting used in [25]. The
first 1000 time steps were discarded to washout the initial transients. The training length was 3000 time
steps. The remaining 2084 time steps were used for testing. From those, the first 2000 steps were used
in a teacher-forced mode, then the network was in exploitation mode.

Lorenz attractor. The sequence data set is based on the following equations:

ox oy 0z

S=oly—a), Lere—y-ws oo=wy—bs

The parameters used are r = 28, b = 8/3, 0 = 10, and the step size is 0.01. We replicated the pre-
processing procedure for sequence x and the experimental setting described in [25]. The sequence was
rescaled by a factor of 0.01, and the results are presented with data scaled back. There was a washout
of 1000 time steps, and the training data size had 6000 time steps. For testing, we used 1000 points in a
teacher-forced mode and 600 time steps in exploitation mode.

Monthly sunspot series. We studied the sunspot index from Jan. 1749 to Dec. 2021, a total of 3276 data
points, available at [26]. In this problem, we replicated the experimental setting investigated in [[6]. With
a minor difference that our sequence is slightly larger than the series studied in [6]]. Initial washout of
100 samples, 1600 points for training, 500 points of validation and rest of the sequence for testing.

EA operations

frequency-domain vector @
[T
r\ﬂadding predictio
extended vector =

([T -0 ..o . ]

inverse DC
weight-domain vector

reservoir weights

mapping

Figure 1: High-level visualization of the EvoESN model.



Algorithm 1: Evolutionary search for a fine-tuning the reservoir weights in the Fourier space.

// Initialization of [ individuals
// in GA population

1 Random initialization of P = {a®, ..., aD};

2 Compute fitness for each a” using Algorithm
// Apply evolutionary search

3 while convergence criterion is not satisfied do

4 Selection of best individuals;

5 Mutation operation;

6 Crossover operation;

7 Compute fitness for each a” using Algorithm

8 end while

Algorithm 2: Evaluation of a frequency-domain
C-vector o.
1 if C<M then
2 ‘ Padding operation for a;
3 end if
// Mapping from frequency domain
// to weight domain
4 v =1IDCT(av);
5 Assign v values to W' according to positions in p;
6 Train readout weights;
7 Return ESN evaluation error of the given individual;

B. Hyper-parameter selection and experimental setup

The selection of the most important hyper-parameters of the proposed EvOESN model was made
following a grid search strategy. In the case of the ESNs we also used suggestions from the literature
that are described below according to each specific benchmark problem. For all the benchmark problems
we applied a grid search in the interval [0.1,1.4] for finding a good spectral radius value. Note that we
consider spectral radius also larger than 1. As a consequence, the ESP is not guaranteed and the reservoir
can exhibit unstable dynamics. This strategy was also applied in [9], [[12], [43]. In the MGS and Lorenz
problems some parameters, such as injected noise, input bias, activation functions, and scaling feedback
connections, were directly taken from the seminal article [25].

MGS problem. We adopted the network configuration employed in [25]. We designed a reservoir with 1000
units and the hyperbolic tangent activation function. The three weight matrices W™, W* and W™ were
sampled from the uniform distribution on (—1,1). According to our results, a good candidate for the
spectral radius of the reservoir matrix is 0.8, a result coherent with [25]. Left figure in Fig. [2] shows the
relationship between spectral radius and reservoir sparsity. The curves were produced with the average
of testing errors computed over 30 independent simulations. Last, the following parameters were taken
from [25]]: injected uniform noise was scaled by 1071%, and input bias had value 0.2.

Lorenz problem. For this task we also followed the hyper-parameters selection studied in [25]. Input
scaling and data normalization was done following [25]]. We used a reservoir with 600 units, with the
hyperbolic tangent activation function. Right figure in Fig[2] shows the testing error for different values of
reservoir spectral radius and reservoir sparsity. Curves were created averaging the results of 30 independent
simulations. We observed that the best spectral radius candidates were close to 1. The reservoir matrix



had 20% of non-zero weights. Then, we set up a spectral radius to 0.97 (the same value was selected
in [25]). The input and reservoir matrices were initialized with the uniform distribution over (—1,1).
Uniform injected noise had values 410~7 [25]]. The feedback connections were sampled following an
uniform distribution in (—4,4) (this particular range was suggested in [25]).

Sunspot series problem. We adopted the setting used in [6], and we also analyzed some parameters using
grid search. An important difference in this problem with the previous task, is that the goal is to predict
only one single time-step ahead (as it was studied in [6]). In previous tasks we applied free run prediction
over large testing time windows. For this task we studied only networks without feedback connections.
Left figure in Fig. [3| shows the relationship between spectral radius and sparsity of the reservoir. Besides,
for this problem we also analyzed leaky units in the range [0.01 : 0.05 : 0.5]. For the regularization
parameter we evaluated the values 10~ with i € {3,4,5,6,7,8}, and selected 107°. The selected input
scaling was 0.1 after evaluation over the grid {0.01,0.02,0.03,0.05,0.07,0.09,0.1,0.15,0.2,0.3,0.5}.

Computational aspects. The IDCT was chosen with the orthogonal norm using the fftpack Python
package. We conducted GA as EA, and it was implemented using the DEAP package [49]. We analyzed
the impact of C' (number of coefficients in the frequency-domain vector) in a size range between 25
and 750. Besides, different numbers of generations were evaluated: 70, 150, 300, 600. After carrying out
multiple runs of the GA, we selected the hyper-parameters in order to have relatively fast convergence
and to diminish the probability of being trapped in a local minima. Here we present the results for the
following GA parameters. We used a Gaussian mutation with parameter mutpb=0.15, two-point crossover,
probability of mating two individuals of 0.5, number of individuals participating in each tournament = 3,
and population size = 20. The readout was computed using a ridge regression with a regularization factor
of 1072 (MGS task) and 10~¢ (Lorenz task) [25], and 10~ (Sunspot task).

C. Results analysis

Accuracy evaluation. It is common to see the NRMSE metric on experiments conducted with MGS
and Lorenz data [23|], [25], [43]]. Therefore, for comparison purposes we also used NRMSE for these
two tasks, and for the sunspot series problem we use NMSE as it was applied in [6]. We denote by
NMRSE(H) the error computed in the testing phase using the residuals over the whole horizon H (by
residual we mean the difference between target and predicted values). We also present another metric
denoted by NRMSEp following the notation in [23], [25]. NRMSEy is computed in the testing phase
after / autonomous steps. The error is computed only using the residual at the / time step. NRMSEg,
has become the standard metric for evaluating the MGS prediction [23]].

Accuracy comparison. Table [[| presents a non-exhaustive overview of the reported state-of-the-art results.
Previous studies have analyzed the problems using different error metrics. Then, the last column in the
table shows the information about the error measure. Furthermore, we also implemented the canonical
ESN, the ESN with leaky integrator units [S0], and one variation of ESN with feedback connections
introduced in [25]. In [25], the authors describe a learning approach for correcting the bias introduced by
the teacher-forcing schema in the case of feedback connections. Jaeger et al. obtained the best performance
for MGS prediction using this particular learning schema introduced as refined learning method. Let ESN
with FB (I) denote the ESN with feedback connections using the teacher-forcing schema, and ESN with
FB (1) denote the ESN with feedback connections using the refined learning method.

Results. We partially investigated the impact of the parameter C. Some results are shown in the right
figure in Fig. [3] where the prediction error, in a logarithmic scale, is plotted against time (generation
number), for different values of C'. The fitness function was computed using 300 points of generalization
on 12 independent prediction tasks. The curves show the evolution of the average of NRMSE across the 12
independent experiments. They also show that the accuracy is increasing with C' and with time. See that
if C > 200, for instance, then after generation 50, the performance of the method becomes roughly
independent of C'. The results are consistent, the curves behave as expected, and globally, the procedure



shows its efficiency once the frequency-domain vectors are large enough. Figure [ shows results over
Lorenz data with C' = 150. There is a group of 6 figures. The top-left figure has an example of Lorenz
testing data. Next graphics show EvoESN predictions (of a randomly selected individual) for different
generations of the GA. In a few iterations, the model is able to reproduce with significant accuracy a large
segment of the Lorenz attractor. Figure [5| shows the absolute error for different C' values on 600 time units
in the Lorenz system task. For the three values of C' the results outperform the ones reported in [25] using
different variations of ESNs. Note that the red curve (C' = 300) has a better accuracy than the other two
curves (C' = 50 and C' = 150) until the time horizon ¢ ~ 300. For longer time horizons than ¢ = 300 both
the red and blue curves seem to have similar behavior. The explanation probably lies in that the fitness
function used in the GA algorithm was computed using 200 points of generalization, i.e. the reservoir
weights are optimized for predicting the next 200 points. After that threshold limit the models behaves
similarly (independently of C'). Further possible improvements will be looked for by studying different
fitness functions in the evolutionary search.

Table [lI| summarizes the results of experiments over MGS. In the case of EVOESN, we present the results
for 500 coefficients, and 70 and 300 generations in the GA algorithm. A total of 50 randomly created
ESNs were evaluated. We show the average of the error produced by independent runs. EvVOESN reaches
much lower accuracy than the obtained with ESNs using our implementation. EvOESN also reaches the
results reported in [25]. However, even though the variance is very low, we cannot say that the difference
is significant with the error reported in [25]. We expect to do further studies using statistical analysis and
a full evaluation of the GA parameters, in order to check if the difference is statistically significant.

Table |[lII| shows the results for the Lorenz problem. The NRMSEg, error has the same order of magnitude
as obtained by Jaeger et al. using a feedback connection and a refined learning method [25]]. It also shows
the absolute error over a 600 time horizon, that was studied in [25]]. Table presents the test errors for
the Sunspot series problem. EvOESN outperforms the results reported in [6], and also the results obtained
by our implementations of ESN with leaky-integrators. We ran 50 independent simulations with the same
ESN architecture, and the standard deviation of error across simulation has been really low (= 1 x 1076
independently of the leaky rate. Standard deviation values for EVOESN experiments are shown in the table.
Regarding complexity, EVOESN has a higher cost than standard ESNs. Note that the GA performs, at each
generation, training of the readouts using linear regression, computation of reservoir spectral radius and
of inverse DCT. Other GA operations such as crossover, selection and mutation are less costly than the
mentioned above. However, it seems that a few iterations are enough for achieving much lower errors
with respect to ESNs.

MGS - 1000 reservoir units Lorenz - 500 reservoir units

NRMSE - 84 time horizon
NRMSE - 84 time horizon

\

0s oo os 1o 12 14 0z o4 oo 08 1o 12
Spectral radius Spectral radius

Figure 2: Impact of spectral radius versus reservoir sparsity.

V. CONCLUSIONS

In this article, we have presented the EvoESN, an RC-based model where the reservoir weights are
not set randomly, but are obtained by applying GA, integrated with the classical training of the ESN
readouts. The proposed algorithm projects the reservoir weights into the frequency domain using a DCT.
The optimization is performed in a frequency space whose dimension is much smaller than that of the non-
null reservoir weights. This leads to a significant dimensionality reduction, in turn producing a significant
computer time reduction, while keeping the quality of the optimization procedure. These are consequences
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Sunspot - 200 reservoir units

NMSE - 6 time horizon

R )
Generations

0z o+ oo os 1o 12 14
Spectral radius

Figure 3: Impact of hyper-parameters. Left figure shows the relationship between spectral radius and
sparsity in the Sunspot series problem. Right figure shows the impact of the number of coefficients C' in
the MGS problem.
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Figure 4: Prediction of the Lorenz attractor: convergence of the proposed method according to the GA
generations.

of the properties of Fourier-like transforms. Since we use an indirect encoding the dimension of the
searching space is basically independent of the reservoir size, an additional advantage of the proposed
technique. Another advantage is that the fine-tuning of the reservoir weights is made using the fitness
function of the evolutionary search, which can be different than the one used for training the readouts.
In addition, by applying GA we avoid the difficulties associated with the training of RNNs. The quality
of these first experiments clearly show the potential of the approach, and the first work to be done in the
close future is to push the procedure towards better performances by a careful analysis of both weight
space encoding and evolutionary search procedures.

Table I: Accuracy comparison with other RC methods.

ProblemReference Model Error Metric
H. Jaeger et al. [25] ESN-FB ~ 10742 NRMSEg,
Schmidhiiber et Evolino ~ 1.9 x NRMSEg,
MGS al. [23] 1073
J. Steil [51) BPDC 0.318 NMSE
A. Ferreira et RCDESIGN 0.00051 NRMSE
al. [12]
C. Gallicchio er RDESN 1.112 x MSE
al. [47) 1078
Lorenz Jaeger et al. [25] ESN-FB ~ —4.27 log1o(NRMSEzs,)
Suns OtRodan et al. [6] ESN ~ 0.1042 NMSE
POl odan e al. [6] DLR, DLRB, SCR 0.1039 NMSE
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