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Abstract. In this paper, we present a machine learning application for
the automotive industry. We study the use of neural networks to predict
the location of milled holes in a bumper beam using historical measure-
ment data. The overall goal of the study is to reduce the time needed
for quality control procedures as the predictions can supplement manual
control measurements. Our preliminary results indicate that the neu-
ral network can generally capture the production process variations, but
underestimates larger deviations from the specified location.
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1 Introduction

The fourth industrial revolution, commonly referred to as Industry 4.0, marks a
new era in global manufacturing, causing a rapid transformation of systems of
production, management, and governance [13]. Technological solutions and data
processing methods such as the Internet of Things (IoT), Cloud Computing, and
Big Data Manufacturing have emerged, allowing a higher degree of connectivity.
Together with advances in Artificial Intelligence and new possibilities offered by
Machine Learning algorithms, decision-makers can extract valuable information
from data and distribute it throughout entire value chains [14]. The technological
advances following Industry 4.0 also enable new approaches for quality control
by converting the collected data into manufacturing intelligence. Some of these
approaches include the ability to perform predictive analysis, real-time quality
monitoring, and corrections [16,18].

In this paper, we study the application of a neural network to predict the
location of machined holes in a bumper beam based on historical measurement
data. The produced bumper beams are measured in fixed intervals to ensure
that the produced products satisfy the quality requirements, i. e. that all mea-
surement points are within tolerance limits. In case of discovering a part that
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violates the tolerance limits, the entire production since the last measurement is
scrapped. The goal of using a neural network to predict the quality of the pro-
duced products is to address the trade-off between the frequency of carrying out
quality control procedures and the risk of waste production. High-fidelity qual-
ity predictions would increase the duration of the time interval between physical
control measurements, thus reducing downtime in the production system.

The remainder of this paper is organized as follows: In Section 2, we provide
an overview over applications of machine learning and neural networks in quality
prediction. We introduce crash management systems and the bumper beam we
develop the neural network for in Section 3. Section 4 covers the implementation
and the performance of the neural network model. We conclude in Section 5.

2 Quality Control and Machine Learning

The purpose of quality control is to ensure that the final product meets the
specified quality requirements. This is crucial for the long-term success of any
manufacturing company. Despite the complexity of the production system, multi-
factor and non-linear interactions between different processes and/or products,
a predictive model can be used to predict the end quality of products from the
available input data [15]. This information can then be used to improve the
production system, e. g. by early calibration of process parameters, resulting in
reduced waste production or stabilization of the production process.

The significant amount of data collected from sensors and other monitoring
tools has made it possible to apply machine learning in quality control, e. g.
predictive maintenance, anomaly detection, monitoring of product quality and
machine conditions, as well as process optimization [13,21]. The orientation to-
wards machine learning is, among others, pushed by the limited capacity of
classical statistic techniques against complex big data sets. Conversely, machine
learning systems tend to improve their performance as the amount of available
data grows, making machine learning an adequate tool for extracting valuable
information from mass data [1].

Neural networks are among the most widely used models in machine learn-
ing. They have been used for a wide range of applications within quality con-
trol in manufacturing environments. Notable examples include, amongst others:
Karayel [7] highlights the importance for manufacture to predict the surface
roughness before machining with a CNC lathe. The prediction can be done us-
ing a feedforward multi-layered neural network where the input parameters are
cutting depth, cutting speed, and feed rate. The predicted surface roughness
is then fed into the control system to obtain the optimal cutting parameters.
Tsai et al. [17] develop a supervised feedforward neural network for real-time
quality control of the surface roughness in milling cutting operations. Mar-
tin et al. [11] propose to automate the quality control process in resistance spot
welding. A supervised feedforward neural network is developed to replace a hu-
man expert that estimates the quality level of spot welds from ultra sonic oscillo-
grams. In a similar context, Zhao et al. [22] show that the power signal includes



useful information to determine the welding nugget states. This information
is used by a regression model and feedforward neural network to determine the
welding qualities for a real-time detection system. Wang et al. [19] propose a con-
volutional neural network to automate the process of detecting defects in parts.
This quality control process is done by visual inspections and aims at replacing
human agents to improve the production efficiency. Wang et al. [20] extend the
model for geometrically complex products using cloud-based platform.

In semiconductor manufacturing, virtual metrology is used to avoid the ex-
tra cost of physical measurements of wafers. It consists of predicting the wafers
properties using machine parameters and sensor data. Due to the high dimen-
tionality of data and complexity of the process, regression models fail to provide
good predictions. Thus, machine learning-based methods have been proposed
to detect faulty wafers [8]. Maggipinto et al. [10] propose a deep learning-based
model, Jia et al. [6] use the group method of data handling-type polynomial
neural networks, and Puggini and McLoone [12] develop an extreme learning
machine (a particular type of neural networks) for virtual metrology.

The contribution of this paper is to propose a quality prediction model in the
automotive industry where products are subject to strict requirements. Unlike
most models of the literature, the proposed neural network does not analyze the
current product on a real-time basis for validation but instead learns from pre-
viously produced and measured products to predict the quality of the following
product. By doing so, the production process is smoothed as early adjustments
can be anticipated and scrap production is reduced.

3 Quality Prediction for a Bumper Beam

3.1 Crash Management Systems

The main purpose of a car’s crash management system is to reduce the impact
of a collision; the objective is changing dependent on speed: at low speeds (<15
km/h), the goal is to minimize the cost of repairing the damage. At speeds be-
tween 15 and 40 km/h, the main aim is to protect any pedestrians involved in
the collision, while the protection of the passengers inside the car is becoming
the first priority at higher speeds [4]. Due to its role as an important passive
safety system, the crash management system has to satisfy strict requirements
regarding deflection and crash stability, set out by legislation, insurance compa-
nies, and customers [2]. To ensure that the system has the capability to absorb
the maximum amount of crash energy, the different parts are subject to rigorous
quality control throughout the production process.

3.2 Description of the Bumper Beam

The front crash management system usually consists of a fascia covering a
bumper beam and crash boxes for energy absorbance connecting the bumper
beam to the structure of the car [4]. In this study, we focus on the production
of the bumper beam.



The bumper beam is produced through stretch forming an extruded alu-
minium profile before machining holes for mounting the crash boxes and cutting
it to length. A total of 20 holes have to be milled, each of which has a narrow
tolerance range regarding its location in the beam. In predefined intervals, a
beam is taken out of production after the machining process for quality control.
During this quality control, the curvature of the beam and the location of the
holes are measured. If the measured values violate the specified tolerance limits,
the beam is rejected. Figure 1 illustrates different measurement points for the
curvature and milled holes. The location of the leftmost hole in Figure 1, hole
HH20, is predicted by the neural network discussed in Section 4.

Fig. 1: Measurement points on the beam. The blue rectangles represent the dif-
ferent measurement points of the bend. Hole HH20 is the leftmost hole in the
beam.

Hole HH20 has been selected for analysis for two main reasons: First, it serves
as a reference hole for three other holes. As such, any deviation from its dedicated
location translates into deviations for the holes referencing HH20. Being able to
predict the location of HH20 therefore allows predicting the locations of the other
holes. Second, the measure of linear correlation between the holes’ historical
measurements using the Pearson correlation matrix indicates that the predictive
potential of curvature measurements for the location of holes is largest for HH20.
The analysis of historical measurement data also shows that the measurements
of the Y-coordinate of hole HH20 are very stable. The measurements of the X-
coordinate of the same hole, however, are more volatile and vary a lot over time.
Thus, we focus our study on predicting the X-coordinate of the future locations
of HH20.

We use the available historical measurement data for the entire cluster to
train a neural network model for predicting future HH20 locations. The input
data is formed by the different measurements that showed high correlations with
HH 20. The neural network is used for the approximation of the regression func-
tion of the available data, which in this case are homogeneous and continuous.
The choice of neural networks is based on their successful application in various
domains, especially in manufacturing environments (see section 2). One of the
strengths of neural networks is their ability to handle multidimensional and mul-
tivariate data while providing high accuracy results [5,21], as well as to estimate
nonlinear functions not known analytically [3].



4 Implementation and Results

4.1 Training, Validation and Test Set

The data available includes 1,255 measurement reports that were collected over
three years at specific intervals. These time series data are then divided into two
sets. The first 70% of the data forms the first set used for training. The last
30% of the data constitutes the second set used to validate the neural network
model. K-fold cross-validation method is applied to reduce the variance in the
validation score with respect to the size of the training and validation sets. This
generates 878 samples in the training and validation set; a 5-fold split is used,
yielding a validation set size of 175 samples. We standardize the input data as the
performance of neural networks is sensitive to scale. The standardization of the
data is performed on the training, and the same scaler is later used on the testing
set. By doing so, there is no information leak between training and testing sets.
Also, the performance of the neural network is not affected by the scale between
the value of the measurements and the deviations from the nominal values.

4.2 Neural Network Implementation

The neural network is implemented in Python 3.8.6 using the multi-layer per-
ceptron regressor provided by the Scikit-Learn library. We use a neural network
with two hidden layers of 20 neurons each and use the default parameters of
MLPRegressor of Scikit-Learn. The output layer includes one neuron and con-
verts the flow of the network to the final output. For the weight optimization,
however, we use the LBFGS solver, an optimizer in the family of quasi-Newton
methods and recommended setting for small datasets for faster converge and
better performance.

The goal of the neural network model is to predict the location of hole HH20
based on past bend measurements. We compare the results from three cases
that use variations of the available input. The neural networks are trained for
each case separately. Case 1 uses 1-lagged measurements, i. e. only the last set
of measurements. In Case 2, the neural network is provided with 1-lagged and
2-lagged measurements, i. e. the last two sets of measurements. The last case,
Case 3, is fed with 1-lagged, 2-lagged and 3-lagged input data.

4.3 Model performance

We estimate the neural networks’ performance on the testing set by computing
the Mean Absolute Error (MAE), the Mean Squared Error (MSE), the Root
Mean Squared Error (RMSE), and the coefficient of determination R2 for the
different cases. The results are presented in Table 1.

We see from Table 1 that the prediction quality of the different cases is
quite similar, albeit with slightly better performance for Case 3. However, the
improvements in the different performance metrics are small, indicating that
using more lagged data has limited value for this production process.



Table 1: Performance metrics of the neural network model.
Case 1 Case 2 Case 3

MAE 0.21 0.21 0.21
MSE 0.08 0.08 0.07
RMSE 0.28 0.28 0.27
R2 0.09 0.09 0.13

Fig. 2: Performance of Case 3, comparing true and predicted location of HH20.

Figure 2 plots the true values of HH20 against the predicted values of HH20
for Case 3. Overall, the neural network manages to track the movements in the
time series quite well and predict most of the actual values with sufficient accu-
racy. However, it tends to smooth predicted values and has difficulties predicting
spikes, here values below 953.25 or above 954.25.

(a) Case 1 (b) Case 2 (c) Case 3

Fig. 3: Residual histogram for all cases of the neural network.

A good prediction should have uncorrelated residuals with zero mean [9].
The descriptive statistics for all models are presented in Table 2, with the cor-
responding histograms presented in Figure 3. Again, the different measures and
visualization confirm that the prediction quality of the three cases is comparable,
with Case 3 performing slightly better. The mean value of Case 1 is positive,



whereas the mean values of Case 2 and 3 are negative. This can be attributed
to the fact that Case 1 sometimes predicts higher values than the actual values.
Cases 2 and 3, on the contrary, are more restrictive and tend to smooth the
predicted values. This observation can be confirmed by the min and max mea-
surements. The mean is close to zero for all cases with a small deviation around
it (about 0.27). From both visualization and descriptive statistics, the residuals
appear to be close to Gaussian distribution.

Table 2: Descriptive statistics for the residuals.
Case 1 Case 2 Case 3

mean 0.10 -0.10 -0.09
std 0.27 0.27 0.26
min -0.88 -0.97 -0.79
25% -0.23 -0.24 -0.24
50% 0.07 -0.08 -0.08
75% 0.08 0.08 0.09
max 0.78 0.66 0.67

Overall, the inability to predict any of the spikes can be a challenge for using
this neural network to predict the properties of a specific product: if extreme
measurements cannot be predicted, the neural network will be overly optimistic
regarding the production system’s ability to produce parts that are within the
specified tolerance limits. It might still be possible though, to use the neural
network to detect trends indicating that the production process is no longer
stable. Unfortunately, the available measurement data is currently not sufficient
for such a study.

5 Conclusion

This paper studies the use of a neural network to predict the location of milled
holes in a bumper beam. Three different cases have been analyzed where the
neural network is trained on different amounts of historical measurement data.
The predicted values match the true locations of the holes on the beam quite
well. However, the neural network generally underestimates more extreme devi-
ations from the dedicated position, both in terms of frequency of occurrence and
magnitude of deviation.

As a first extension to the work presented in this paper, we will use the neural
network for the multivariate case, i. e. to predict the coordinates of multiple
holes. An important aspect that needs to be investigated further is also the
ability to predict more extreme values to get a more accurate estimation of the
probability of producing a beam violating its specifications. A data analysis could
help to identify outliers (anomalies) in the production process and thus improve
the ability to predict extreme values. Finally, the effect of including other data



than measurement data, e. g. alloy or temperature variations in storage, on the
quality of the prediction will also be investigated.
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