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Abstract. An increasing variety of products contributes to the challenge of effi-

cient manufacturing on production lines, e.g. in the Fast Moving Consumer 

Goods (FMCG) sector. Due to the complexity and multitude of adjustment levers, 

the identification of economic actions for improvement is challenging. Rein-

forcement learning offers a way to deal with such complex problems with little 

problem-specific adaptation. This paper presents a method for decision support 

for economic productivity improvement of production lines. A combination of 

discrete event simulation and reinforcement learning is used to identify efficient, 

sequential trajectories of improvements. The approach is validated with a fill-

and-pack line of the FMCG industry. 

Keywords: Manufacturing System, Production Line, Machine Learning, Simu-

lation 

1 Introduction 

Manufacturing companies are facing customer demand for high quality products in a 

large number of variants. The resulting small batch sizes and frequent product changes 

lower the average Overall Equipment Effectiveness (OEE) [1] especially for companies 

that manufacture at high speed on production lines, such as the Fast Moving Consumer 

Good (FMCG) industry [2, 3]. Moreover, some companies allocate products in produc-

tion networks back to western countries with high automation available due to a higher 

standard of digitalization [4]. This leads to consolidation and hence to increased 

planned utilization of production lines. As a result, the demands on the productivity and 

stability of production lines are increasing. Thus a growing focus on increasing the OEE 

can be observed within the industry sector leading to raising attention in research as 

well [5, 6].  

The configuration of the production system, consisting of several machines, buffers, 

conveyors, etc., has a fundamental influence on its productivity and stability, and there-

fore on the OEE and ultimately on the production costs [7]. Improving such systems is 

a complex problem, the complexity of which increases dramatically with the number 

of machines. The buffer allocation subproblem alone is an NP-hard problem [8, 9].  
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To meet this challenge, Discrete Simulation-Based Optimization (DSBO) is widely 

used in the industry to improve the configuration of production lines because most real-

world problems cannot be solved analytically due to their stochastic nature [8, 10]. 

However, studies show that companies need more help in conducting simulation stud-

ies, interpreting the results and deriving feasible step-by-step actions from them [11, 

12]. 

Additionally, the identification of effective adjustment levers to improve brownfield 

production lines is challenging because the restraining element of the system shifts dy-

namically, due to the mutual dependencies of the systems elements. Because of this, 

and because different actions incur different costs, the identification and prioritization 

of efficient actions for improvement only make sense by considering the overall system 

behavior and costs, not only by focusing on the bottleneck-orientated OEE [5, 13, 14]. 

In the context of Cyber Production Management Systems (CPMS) [15], giving deci-

sion support in such complex but well-defined optimization problems, artificial intelli-

gence (AI) methods, especially reinforcement learning (RL), are receiving more and 

more attention [16, 17]. The motivation for applying RL is that the RL agent learns to 

react efficiently to the dynamics of the environment, without any prior knowledge of 

the system dynamics. [18].  

This paper presents a method for improving the productivity of production lines effi-

ciently using RL. The aim is not to find an optimal configuration but to discover trajec-

tories of sequential improvements, which could be interpreted and implemented step 

by step and thus create the basis for practical decision support. 

This paper is structured as follows: In section 2, the advantages of using RL for opti-

mizing production lines are presented. In Section 3, a comprehensive literature review 

on the state of the art is presented and the challenges of improving production lines are 

described. In section 4, the methodology and experimental setup considering a fill-and-

pack line of a FMCG manufacturer are described. The findings are discussed in Section 

5. 

2 Chances of optimizing production lines using RL 

Discrete-event simulations (DES) are suitable for the evaluation of complex, stochas-

tic systems, where a closed-form mathematical model is hard to find. Although simu-

lation is not an optimization technique on its own, it can be combined with complemen-

tary optimization to improve real-world systems effectively by integrating in metaheu-

ristics [19]. Instead of using the simulation as a black box solution, it is advisable to 

closely integrate optimization with simulation, statistically extract information from 

existing simulation runs to guide the parameter-search [10, 20]. Thus, metaheuristics 

may need to be adapted to the specific characteristics of the problem [20, 21]. The same 

applies to specific mathematical models. 

For this reason, more and more approaches use AI for optimization in combination 

with simulation [12]. What makes RL an attractive solution candidate is that it does not 

require holistic a-prioiri knowledge of the problem or a dedicated mathematical model 
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of the target production setup. RL is model-free in the sense that the RL agent learns 

about its environment simply by interacting with it [19]. 

RL can be understood as learning from a sequence of interactions between an agent 

and its environment, where the agent learns how to behave in order to achieve a goal 

[18]. The default formal framework to model RL problems is the Markov Decision 

Processes (MDP), a sequential decision process modeled by a state space, an action 

space, and transition probabilities between states and rewards [18, 19]. 

In an MDP, the agent acts based on observations of the states of the environment – in 

our case, these are the observations returned by the DES. The rewards received by the 

agent are the basis for evaluating these choices. The agent learns a policy, which may 

be understood as a function from state observations to actions. The agent’s objective is 

to maximize the future cumulative discounted reward received over a sequence of ac-

tions [18]. 

Below, we will explain how improving a production line sequentially can be modeled 

as an MDP. This said, several challenges for the simulation-based optimization of pro-

duction lines exist, which will be discussed in the following section. 

3 State of the art 

The improvement of production lines has been the subject of research for decades. 

Due to the large number of publications, only the most relevant and recent approaches 

are listed here. For more detailed references, the reader is advised to refer to [8, 12, 22, 

23]. The approaches can be roughly divided into analytical or mathematical models and 

simulation-based approaches [23]. Even though analytical approaches usually cannot 

cover the complexity of real use cases [8, 10, 19], there are a variety of specific analyt-

ical models for subproblems [24, 25]. Especially the optimization of buffer allocation 

has received much attention from researchers [22], such as in [9, 26]. There are further 

approaches, which solve other specific subproblems. For example, [25] designs an al-

gorithm for the optimization of split and merge production and [27, 28] focus on down-

time reductions (affected by Mean-Time-to-Repair). 

However, since the combination of several small actions on different machines is ex-

pected to yield higher efficiency gains than major improvement on single machines 

[29], an isolated consideration of subproblems is therefore of limited benefit. [8, 13, 

14] also argue, that due to the complex dependencies, optimization is only possible by 

considering the entire system and not by focusing on improvement actions on the bot-

tleneck. At the same time, after a certain point, optimizing cycle times is more econom-

ical than further improving the availability of all machines [14]. 

[2, 30] explicitly consider fill-and-pack lines in the FMCG industry. However, they 

do not present an optimization approach, but rather simulation case studies. On the 

other hand, they underline the potential of optimizing such lines and show the need for 

a combined consideration of improvement costs and increased productivity. 

[13, 23] show that without considering the overall system, prioritizing improvement 

activities such as maintenance activities is not advisable and that this is not adequately 
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addressed in the literature. None of the approaches listed systematically considers im-

provement trajectories, i.e. a sequence of independently realizable actions to improve a 

production system. Rather, they focuses on finding an (near-) optimal overall solution 

rather than looking at the path to get there, i.e. the improvement trajectories. 

[12] gives an overview of DSBO approaches in manufacturing in general and shows 

that machine learning approaches for optimizing production systems are getting more 

and more attention in research. [10] sees the need for further research combining sta-

tistical learning in combination with DSBO. [16] predicts a vast increase in the im-

portance of automated decisions based on AI in production management. 

4 Methodology and experimental setup 

The methodology to identify superior improvement trajectories for production lines 

via DSBO with RL consists of three steps. First, we describe the used DES. Second, we 

introduce the MDP formulation to apply RL in order to optimize the simulation. Finally, 

we address the algorithm used to learn this MDP. 

The underlying research hypothesis is that by making available observations 𝑋(𝑠) on 

the status of the production line, and by supplying the agent with the profit of an action 

(reward 𝑅𝑎), the agent is able to learn policies which lead to efficient improvement 

trajectories for production lines. 

The overall goal is to discover interpretable and implementable trajectories of param-

eter changes, including those affecting availability and cycle time, starting from the 

status quo of the production line and leading to increased productivity efficiently. This 

is measured by the profit resulting from the additional products produced and the costs 

of the necessary improvement actions. Hence, the goal is not only finding (near-)opti-

mal parameter sets, which could be harder to interpret and unrealistic to implement in 

a real-world setting.  

4.1 Discrete Event Simulation (DES) 

We consider a simplified fill-and-pack-line of the FMCG industry, consisting of four 

machines (blower, filler, case packer, shrinker) linearly linked by accumulative con-

veyors. The third machine, the case packer, combines six of the produced goods with 

one tray (packaging material) from a case erector (see Fig. 1). 

 

Fig. 1. Modelled production line with five machines and four conveyors 

 

The failure probabilities of the machines are described with Mean-Time-To-Repair 

(MTTR) and Mean-Time-Between-Failures (MTBF), using an Erlang distribution [31]. 

The cycle times of the machines are given in pieces/min. The second machine, the filler, 

represents the bottleneck in terms of cycle time. The speed of the conveyors is not 

Blower Filler Case Packer

Case Erector

Shrinker

MTTR, MTBF, speed
length
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changed, but it is always higher than the surrounding machines. Due to the constant 

size of the products, the buffer size is determined by the length of the conveyor. There-

fore, 19 parameters of four different types (5x MMTR, MTBF, speed and 4x length, 

see Fig.1) result in the state 𝑠 ∈ 𝑆  (see section 4.2). 

The simulation logs the time that each machine stands still due to its own failure 

(failure time), as well as the time that a machine is blocked due to a downstream failure 

(blockage time). In addition, the blockage time of the conveyors is logged. These 14 

times are added to the observation vector 𝑋(𝑠) and are thus seen by the agent (see 

section 4.2). Each run of the simulation is 500 minutes. 

For each adjustment of a parameter resp. each improvement measure, machine-spe-

cific costs are incurred. These costs are based on assumptions, which depend on the 

application-specific context, as in [14]. To calculate the earnings from an improvement 

measure, the quantity of additional goods produced is set in relation to the speed of the 

bottleneck machine, as proposed by [1]. An increase of this relation is equated with 

correspondingly positive earnings. The profit for the company is the difference between 

the earnings from the increased output and the costs for the corresponding improvement 

action. This profit forms the reward 𝑅𝑎 (see section 4.2). For a reinforcement learning 

agent, this reward function incentivizes profit maximizing behavior. 

The simulation environment used is a customized version of the DES ManPy based 

on SimPy [32].  

4.2 Framework for reinforcement learning: Formulation of MDP 

The standard formal framework for reinforcement learning problems is a MDP, as 

mentioned above [18]. An MDP is a 4-tuple (𝑆, 𝐴𝑠, 𝑃𝑎 , 𝑅𝑎), where 𝑆 is a set of states 

called the state space, 𝐴𝑠is a set of actions in the state 𝑠 ∈ 𝑆  called the action space, 

𝑃𝑎is the probability that at time 𝑡 action 𝑎 ∈ 𝐴𝑠 in state 𝑠 ∈ 𝑆 will lead to state 𝑠′ at time 

𝑡 + 1, 𝑅𝑎 is the immediate or expected reward received for transitioning from state  

𝑠 ∈ 𝑆 to state 𝑠′ by taking the action 𝑎 ∈ 𝐴𝑠. Importantly, an MDP is characterized by 

the Markov property, meaning that transition probabilities between states and states, 

and between state-action pairs and rewards, depend only on the present state, but not 

on past states. 

In this case, the set of states is a subset of ℝ20 where the first 19 entries are observa-

tions from the line simulation (see Section 4.1) and the last entry is the time step given 

by an integer. Each state 𝑠 yields an observation vector 𝑋(𝑠) composed of the 19 pa-

rameters, the failure and blockage time for each element, the costs of the last improve-

ment action, and an integer entry, which counts the steps of the optimization procedure. 

The action space is parametrized by a discrete and a continuous parameter, where the 

first represents which machine and which parameter to manipulate next, and the latter 

represents the delta to the current parameter of the machine currently being optimized. 

State transitions are governed by the stochastic simulation and the deterministic cost 

function for the improvement actions resp. parameter changes. The reward is the change 

in profit output by the simulation (as defined in section 4.1) in going from state 𝑠 ∈ 𝑆 

 to state 𝑠′ ∈ 𝑆 via action 𝑎 ∈ 𝐴𝑠. The resulting MDP has the Markov property for the 

obvious reason that the results of a simulation run, and hence the reward and next state, 
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are only affected by properties of the simulation and the present configuration, but not 

on any configurations of previous simulation runs. 

An episode, i.e. a possible improvement trajectory, consists of five improvement op-

portunities. That is, the agent is allowed to change five parameters in sequence, choos-

ing both the parameter to change next, and the delta. 

4.3 Training the agent 

There are multiple ways to learn a successful policy, i.e. a probability distribution 

over action given state observations; see [18] for an introduction. An important class of 

methods, which proved to be very successful by using deep neural networks, are so-

called policy gradients [33]. The goal of policy gradient methods is to learn a probabil-

ity distribution over actions, given a state observation 𝑋(𝑆), such that future discounted 

rewards are maximized. In order to choose an action given a state observation (in our 

case, an action changing the configuration of the production line) at a step in time t, the 

agent samples from a probability distribution parametrized by the outputs of the neural 

network. Policy gradient methods all have in common that the agent learns to optimize 

future expected rewards at each step, in formulae, Ε[𝐺𝑡|𝑠, 𝜋] =  Ε[𝑅𝑡 + 𝛾 ∗ 𝐺𝑡+1|𝑠, 𝜋], 
where 𝐺𝑡 is the total future reward received by the agent from time 𝑡 on, and 𝛾𝜖[0; 1] 
is a discount factor for future rewards. We set 𝛾 = 0.9. In practice, this means that at 

𝑡 = 0, present and future rewards 𝑟0. . 𝑟4 are discounted at rates <
1, 0.9, 0.81, 0.72, 0.65 >. Unlike in a continuous MPD, in a finite-horizon MDP like 

ours, the expected value of total future rewards for the agent is finite even if the  𝛾 = 1, 

i.e. even if no discount is applied to future rewards. But as is often the case, we have 

found that, by applying a significant discount to future rewards and hence by incentiv-

izing more greedy behavior, convergence is achieved much more quickly.  

In this setup, we use Proximal Policy Optimization (PPO), a class of algorithms de-

veloped at OpenAI, which yields state-of-the-art results for a wide range of problems. 

The main motivation for using PPO as opposed to classical Policy Gradient methods 

lies in the fact that the latter are very sensitive to choices of step size, whereas PPO 

adapts the step size by taking into account the Kullback-Leibler divergence of the pre-

vious policy and the updated policy. [34]  

5 Application and key findings 

Performing the described methodology with the set-up outlined, it can be observed, that 

the reward over the training episodes increases on average, i.e. the agent learned opti-

mizing the reward and thus the production line considering the complex dependencies 

and the assumed costs without any prior knowledge of the system (s. Fig. 2a). It can be 

further stated that the presentation of the observations of the line (blockage times) to 

the agent accelerates the learning and improves the achieved reward. 
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Fig. 2. Cumulative Reward (left) and changed parameters (right) over training episodes  

 

Fig. 2b shows that in the beginning, parameters are changed randomly (note that pa-

rameters are combined as other), but as the training progresses, a few parameters 

(shown on the very right of Fig.2b) are selected significantly more often, as these are 

the most successful in terms of increasing productivity for the modelled production 

line. The most successful trajectory found consists of adjustments to reduce the MTTR 

of the filler, the reduction of MTTR of the blower, the increase of the speed of the filler, 

the adjustment of the conveyor 2 and the speed of the blower. This trajectory earns a 

reward of 64.3 Mio. €.  

The advantage of this approach is that several trajectories with different combina-

tions of parameters but comparable rewards were found. These interpretable improve-

ment trajectories can thus be used for step-by-step decision support in the optimization 

process of production lines to prioritize alternative improvement actions and their com-

bination. In this way, the use of DSBO becomes more easy for the user to interpret and 

thus more practical. 

6 Conclusion and further research 

In this paper, a methodology for identifying alternative improvement trajectories for 

production lines with RL has been presented. An RL agent with policy gradient method 

was able to learn policies from a DES and generate alternative trajectories without a-

priori knowledge. Thus, a practical and interpretable assistance for the prioritization of 

improvement actions is presented. The promising results motivate further research. A 

fixed budget for an optimization could be specified and given to the agent as another 

constraint. Additionally production knowledge in the form of heuristics could be added 

to the RL agent to further improve the quality of trajectories or reduce computational 

effort. An extension of the validation to a larger industrial use case in combination with 

the comparison with other optimization methods like [8] is intended. 
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