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LSTM-based generation of cellular network traffic

Anne Josiane Kouam∗, Aline Carneiro Viana∗, Alain Tchana†,
∗ Inria, France † ENSIMAG, France

Abstract—Domain-wide recognized by their high value in
human activity and network monitoring studies, cellular network
traffic (i.e., Charging Data Records, named CDRs), however,
present accessibility and usability issues, restricting their ex-
ploitation and research reproducibility. This paper tackles such
challenges by modeling CDRs that fulfill real-world data at-
tributes. Our designed framework, named Zen leverages LSTM
to realistically model network users’ traffic behavior through
a 4-stage generative pipeline. Results show that Zen’s models
accurately capture individual and global distributions of a fully
anonymized real-world traffic CDRs dataset. Finally, we validate
Zen CDRs ability of reproducing daily cellular behaviors of
the urban population and its usefulness in practical networking
applications such as Radio Access Network’s power savings, and
anomaly detection as compared to real-world CDRs.

Index Terms—Cellular traffic modeling, CDRs, LSTM

I. INTRODUCTION

Cellular network datasets are a standard tool for studying
users’ traffic behavior on a large scale. Such datasets have been
leveraged in various literature domains, such as sociology [1]
and networking [2]. Most complete traffic datasets (including
data usage, voice calls and SMS) provide an understanding of
users’ mobile traffic demands, which is of fundamental im-
portance to improve the quality of communication service and
better foreseen timely planned network resource allocation. We
refer to such datasets as Charging Data Records (CDRs).

The exploitation of real-world CDRs for research faces two
main limitations. First, accessibility: CDRs datasets are not
publicly available, imposing strict mobile operators’ agree-
ments. Second, usability: CDRs are usually available in an
aggregated form (i.e., users flows and coarse temporal in-
formation), limiting related analyses’ preciseness. This paper
addresses such limitations by enabling the autonomous gen-
eration of realistic traffic CDRs by scientific community, thus
providing new avenues for research advances.

Our generative framework aims at producing complete net-
work traffic behaviors, described per user. Indeed current
literature has modeled cellular traffic based on a unique
event type: voice calls [3], [4] or data [5]. Such models,
unfortunately, lack the richness provided by both social in-
teractions (in voice calls and SMS) and data usage included
in complete network traces. Moreover, we differ from the
literature contributions modeling network usage aggregated by
geographical area [6], [7], periods, or user profiles [5], [3].
Instead, we reproduce individuals’ traffic behaviors required
for generated traces’ realisticness; which implies coping with
the notable heterogeneity in user traffic habits.
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Fig. 1: Zen generative pipeline.

To the best of our knowledge, this is the first work in liter-
ature producing realistic Charging Data Records (CDRs) that
fulfill the above-mentioned attributes. Our designed frame-
work, named Zen employs the following methodology:
(1) Leveraging on a real-world fully anonymized CDRs
describing individual traffic behaviors (event type – data,
call, and SMS –, duration, and pairwise information, etc),
we propose the first modeling that captures long-range and
inter-CDRs feature correlations, while addressing the traffic
behavior heterogeneity. We use three separate Long-Short-
Term Memory neural networks (LSTM) to model event types
generation (i.e., what), inter-event duration (i.e., when), social
interactions (i.e., whom), and leverage statistical analysis to
model CDRs metrics such as calls duration (i.e., how). We
show Zen traffic modeling presents significant high perfor-
mance values, with for 80% of users (i) more than 95% (for
event-type) and 75% (for inter-event) of modeling accuracy,
and (ii) less than 6.68% (for inter-event) and 12.5% (for social)
of Mean Absolute Error’s maximum values.
(2) Zen implements a real cellular structure for the generation
of realistic CDRs traffic while providing configuration flexibil-
ity (e.g., number of users, duration). Upon publication, we will
make Zen publicly available, i..e, code and generated dataset.
(3) We validate Zen capability of reproducing daily urban
cellular behaviors and its usefulness in two practical network-
ing application: Radio Access Network’s power savings and
anomaly detection.

II. DATASET DESCRIPTION

Zen is built from a real-world reference dataset, which
we name RefCDRs. RefCDRs refers to a fully-anonymized
CDRs dataset collected by a major mobile network operator. It
describes 1-month (from 2018-06-01 to 2018-06-30) per-user
traffic resulting in about 3 million timestamped events gener-
ated by 186,738 distinct phone numbers, where about 17,000
are from the RefCDRs’ operator. RefCDRs lacks incoming-
SMS traffic type (i.e., only have outgoing SMS) and provides



no information on data events’ session sizes. First, we only
consider events of users subscribed to the RefCDRs’s operator.
Then, we filter out users having less than 3 generated events
in the whole period of 4 weeks and those with more than one
event at the same timestamp. Those manipulations result in
the selection of nearly 6000 users totalizing 1,782,829 events
or CDRs entries, i.e., 77.8% of the RefCDRs’ initial size.

III. DESIGN

This Section describes the generative model used to re-
produce CDRs traffic behavior, as depicted in Fig. 1. Our
generative model has enough expressive power to capture
inter-CDRs feature correlations while considering individual
users’ behavior. In particular, we leverage an enhanced recur-
rent neural network (RNN), named Long-Short-Term Memory
(LSTM), known for its ability to generate complex, realistic
long-range sequences.

Our models are trained from RefCDRs which report a set of
timestamped events generated by several users. Each CDRs’
event (or a line) includes the following information: start time,
user id (i.e., phone number), event-type (i.e., data, SMS, call),
corresponding user id (for calls and SMS), call duration (for
calls only), and data volume (for data only).

We organize RefCDRs by user: the set of events chrono-
logically generated by the user u throughout the trace forms a
sequence of events (eu1 , e

u
2 , e

u
3 , ...e

u
Nu

) of size Nu, which is the
model basis. Hence, data reproduction is done in a sequential
order, i.e., from time step 1 to Nu; and the generation of each
event of the sequence is a four-stage process, where each stage
relies on the previous output.

Stage 1: at step t, we predict the next event-type eut+1 a user
will perform, using the event-type model (cf. §III-A).
Stage 2: given the event-type, the inter-event time (IET) model
generates the IET value used to deduce the starting time for
the predicted event-type eut+1 (cf. §III-B).
Stage 3: the contact model predicts which of its contact a user
will interact with for the next event eut+1 (§III-C). This model
is executed only if eut+1 is a call or SMS, i.e., the only events
requiring contact interactions.
Stage 4: Finally, the metric model refers to how the events
are generated: For call events, it generates its duration, while
for for data events, it produces the data volume (§III-D). Note
that the temporal information is not constant throughout the
pipeline. From stages 1 to 2, we use the temporal information
of the event-type at step t to predict the one of the event-type
at step t+ 1, then used in stage 3.

A. Event-type modeling

The event-type model predicts the next event-type a user will
generate from four types of events: data, local call (uniquely
outgoing), international call (outgoing or incoming), and local
SMS (uniquely outgoing). Local incoming calls and SMS
are modeled here as they are induced from outgoing calls
and SMS during the generation. Modeling international calls
separately from local calls, rather than having a unique ”call”

event-type and determining probalistically if it is local or
international, allows distinguishing different user behaviors
towards international calls. Indeed, some users may not make
international calls while others make them frequently. Finally,
we did not model international SMS event-type because it is
rare and not present in RefCDRs.
The event-type model. We model sequences of event-types
using an LSTM. At step t, the LSTM takes as input a
vector of features xt and generates a vector of four scores,
yt = (y1t , y

2
t , y

3
t , y

4
t ). These scores parameterize a multinomial

distribution Pr(êut |yt) for the next event-type êut+1, through
a softmax function: Pr(êut |yt) =

exp(yk
t )∑4

k′=1
exp(yk′

t )
.

When training, the true previous event-types at step t are en-
coded as input for the next step. Network parameters’ training
is done according to the standard approach of minimizing the
negative-log-likelihood of the training data. We compute the
gradient of this loss with respect to our network parameters
through backpropagation.
Features xt. At step t, we distinguish four features for pre-
dicting eut+1: the event-type at step t (one-hot encoded) and its
temporal features, i.e., Day-of-Week (DOW, one-hot encoded),
Hour-of-Day (HOD, one-hot encoded), and Second-of-Day
(SOD, cyclical encoded). A one-hot encoding represents the
ith of N features using a N-sized vector of all zeros, except for
the ith element, which is set to 1. A cyclical encoding maps
a continuous inherently-cyclical feature into two dimensions
using a sine and cosine transformation. The HOD and DOW
features capture the seasonality and regularity of mobile traffic
(less activity at night and during weekends). The fine-grained
encoding of time as SOD is used to capture the very short
temporal difference between consecutive events (e.g., tens of
seconds for data events).

B. Inter-event time modeling

The IET model returns the possible time values between a
sequence’s events with a confidence interval. It works in two
steps: first, we use an LSTM to parameterize a multinomial
distribution over a discrete set of time bins. Then, we use
statistical methods to sample a continuous value inside a pre-
dicted time bin. In the following, we present our considerations
for discrete IET estimation, then the detail of our LSTM
network, and finally, our methodology for sampling an IET
value given an IET bin.
Discrete IET estimation. We divide IET into discrete bins,
b1, .., bJ , representing J consecutive time intervals. We found
that setting the bin boundaries at evenly-spaced quantiles of
time in training data was not ideal in our case. Indeed, it
results in tiny intervals for the smallest values of IET due to
the IET’s heavy-tailed distribution. For instance, considering
the 4-quantiles, there are as many elements in [1s − 20s) as
in [20s−72s). A division at the 20s could distort the model’s
accuracy while being acceptable for realistic CDRs. Thus, we
chose the IET bins empirically to make the model less complex
and easier to train without increasing the error in mapping



TABLE I: IET distribution and parameters per bin

IET bin Distribution Parameters
[0s− 30min] Lognormal σ = 1.798, µ = 4.04, x0 = 0.99
(30min− 24h] Lognormal σ = 1.731, µ = 8.59, x0 = 1749.08
> 24h Exponential λ = 6.21e− 06, x0 = 86401

back to continuous values. We, therefore, divide IET into three
intervals: [0s− 30min] (30min− 24h], and > 24h.

The IET LSTM model. The LSTM network takes at each
step, t, as input a feature vector, xt and generates as output
a vector of scores yt, with one score for each possible IET
bin. As with the event-type model, these scores are used as
logits in a softmax to get a multinomial distribution over the
time bins. To train the network parameters, we minimize the
negative-log-likelihood of the training data.

Features xt. At each step t, we consider as features, the
temporal information of eut (§III-A) as well as the predicted
event-type eut+1, one-hot encoded.

Continuous estimation. Generating CDRs traffic requires
knowing the precise starting time of the next event of the
sequence, which is used for further predictions. Therefore, we
convert the predicted discretized IET bins to real-values. We
apply to each IET bin the KS statistic test to estimate the
distribution and related parameters best fitting the correspond-
ing empirical distribution in RefCDRs. Table I shows the fitted
distributions to sample an IET value per bin. The model returns
the median value and the confidence interval of the values
obtained after n sampling (by default n = 1).

C. Contact modeling

The contact model applies only for event-types requiring
interaction with a contact (i.e., SMS and local or international
calls). We first define the notion of friendship degree (fd),
intuitively capturing the friendship strength of a user with each
of its contacts. Let u be a user, with #cu contacts over the
considered period, we then call #euc the number of events
the user u had with his contact c. We increasingly order the
contacts of u according to their corresponding number of
events such that #eu1 ≤ #eu2 ≤ .. ≤ #euj ≤ .. ≤ #eu#cu

.
The friendship degree of the contact c of u is the rank j of
c in this order. Hence, at step t, the contact model returns a
predicted friendship degree f̂d

u

t for the contact with whom
the event eut is done.

Contact LSTM model. The contact model is also a LSTM
network that takes as input at step t, a feature vector xt per
user. It generates as output the predicted friendship degree
f̂d

u

t . The network parameters training minimizes the Mean
Absolute Error (MAE) of the training data.

Features xt. At step t, the features are: the temporal informa-
tion of eut (cf. §III-A) except the SOD, the one-hot encoded
event-type eut , and the number of contact of u, #cu. This later
is constant throughout a user sequence and is essential to help
the model captures that f̂d

u

t ≤ #cu. Accordingly, it is not
encoded and is left to its actual value.
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Fig. 2: (a) Avg call duration (s) per hour and friendship degree
(b) Call duration CDF for RefCDRs.

D. Metric modeling

This section presents the models used to generate the
metrics (i.e., a model per metric) associated with events
generation, namely the call duration and the data volume.
Call duration. We use a statistical method to model the call
duration. In fact, contrary to the previously modeled param-
eters, there is no explicit features dependency or variability
(and therefore, no complexity) regarding call durations, which
implies that a used RNN could hardly train. This is confirmed
in Fig. 2a, which shows the variation of the average call
duration per hour and per friendship degree over the entire
dataset. We can see that overall, call duration does not vary
much, and thus, there is no particular correlation between
these parameters. Moreover, the per-user behavior regarding
call duration (easily assessed through the average call duration
per user) closely depends on the number of calls each user
makes over the CDRs duration, which is opportunely already
captured by the IET model. Accordingly, the call duration
model corresponds to the estimation of the parameters of the
continuous distribution that best fits the empirical distribution
of call duration, as shown in Fig. 2b. From a statistical test,
we found this distribution to be Lognormal of parameters
σ = 1.29, µ = 3.78, x0 = −0.47.

Data volume. The data volume model returns a data volume
value for each data event. According to 3GPP standards,
each data-typed CDRs line corresponds to the generation of
a data session by a user. Unfortunately, as RefCDRs lack this
information, we rely on the study done in [5] to design the data
volume model. To the best of our knowledge, [5] is the only
work that conducts a thorough characterization of data volume
usage per session and per user over time extracted from real-
world CDRs, as well as designs a generator of realistic CDRs
that conforms to these characterizations.
[5] profiled users’ data usage over time according to their
generated amount of data (volume profile, i.e., Light, Medium,
or Heavy) and to how often they generate data sessions
(frequency profile, i.e., Occasional or Frequent). Besides, it
extracted from real-world CDRs the distributions of data
session volume according to a user’s profile and the day
period (peak or off-peak hours) and the percentage of users
per profile. We use such percentages to first assign a volume
profile to each user in Zen. As the frequency profile could be



inconsistent with the frequency of data event-type as predicted
by the event-type model, we attribute to each user, in Zen
the Occasional frequency profile. In fact, the distribution of
the number of data sessions per day and user from RefCDRs
shows the majority of the population to be of this latter profile.
Finally, we sample from the distributions found in [5] to get
a data volume.

IV. IMPLEMENTATION DETAILS

Generating CDRs from Zen’s trained models first requires
defining a network structure by setting users phone numbers
and defining contacts. Then, through model inference, each
well-defined user produces a sequence of timestamped events
over the total duration.
Network structure. First, we generate a phone number in the
format <MCC><MNC> <5 random digits> for each user.
MCC and MNC respectively describe the mobile country code
and the mobile network code, taken as parameter.

Then, we create the social graph of users’ interactions.
Here, we rely on the distribution of contacts per user from
RefCDRs. Let u ∈ U be a user with #cu contacts; we
consider the non-parametric distribution P#c = P (#cu =
#c) ∀ #c ∈ [1,MAX]. For each generated user u′, its
number of contacts #cu′ is obtained with the multinomial
distribution of parameters P#c. We further define four dis-
joint categories of contacts: international contacts (cinter),
outgoing local contacts (cout), incoming local contacts (cin),
and both outgoing and incoming local contacts (cboth). Thus,
∀ u ∈ U, #cu = #cinter,u +#cout,u +#cin,u +#cboth,u =
(xinter,u + xout,u + xin,u + xboth,u) × #cu. We export the
average values xcat,u ∀ cat ∈ {inter, out, in, both}.
and use the multinomial distribution of P = xcat,u to induce
the number of contacts, in each category, for each user.
Such categories allow us to distinguish users generating only
mobile data events (i.e., with no contacts), or users making
no international calls (i.e., no international contacts), etc. By
implementing a variant of the configuration model algorithm,
we obtain a graph from given users degrees, describing users
likely to interact through voice calls or SMS.
Model inference. Using event-type and IET models traffic
models, we first generate timestamped sequences of events
over the total duration. Then, each sequence is associated with
a user based on its number of contacts per category, indicating
which event-types the user can generate. Next, the contact
model inference gives a contact friendship degree per user
event that is later associated with the corresponding contact’s
phone number from users’ phonebooks. At last, we add com-
plementary metrics to users’ events. For all calls events, the
call duration metric relates only to available contacts of users.
We do not consider unavailable users’ contacts (i.e., already
in an ongoing communication) at the caller-callee association.
Hence, for available contacts, a call duration value is sampled
from the call duration model distribution. This value is upper-
bounded by the time to the closest scheduled call. As well, for
data events, the data volume metric is assigned according to
the data volume model.

V. EVALUATION RESULTS

This section confirms Zen’s validity by evaluating traffic
models performance and generated CDRs applicability.

A. Traffic Models

Hereafter, we evaluate the accuracy and performance of
Zen’s traffic models. As there is no similar contribution in
the literature, we make comparisons with designed baseline
predictors. Table II summarizes all comparison metrics and
provides their distributions on the right of each result.

1) Experimental datasets: We consider as training set the
first two weeks of the RefCDRs dataset, the 3rd week as
validation set, and the 4th week as the test set.

2) Models training and Hyper-parameters: We used a 2-
layer LSTM with 50 hidden units per layer for the event-
type model and 100 hidden units per layer for the two other
models. To avoid over-fitting the training dataset, we used a
dropout regularization with p = 0.2. The LSTM losses are
iteratively minimized using mini-batch gradient descent with
the Adam optimizer. Each mini-batch contains 64 sequences of
events (i.e., users). We chose event sequences’ lengths of 302
for training, 157 for validation, 159 for test, sampled from
the distribution of the number of events generated by users
in each experimental set. Therefore, we pad all sequences to
the sequence length in each experimental set to homogenize
datasets and ease the training. We use a masking layer to tag
added values in each sequence to ignore them in the loss
calculation. Besides, we fixed a gradient clip value of 0.01
to avoid ”exploding gradients” prone to affect RNN.

3) Event-type model: We compare our event-type model’s
predictions (cf. §III-A) to the ones of the following baselines:
Uniform – each event-type is equally likely to occur at each
time step; Multinomial – each event-type probability is given
by its empirical count in training data; RepeatEvt – the next
event-type is always predicted to be the same as the previous
one. We use the following evaluation metrics: (NLL) Negative-
log-likelihood of next-step probabilities, and (Accuracy) next-
step 1-best correct classification rate (for this metric, the
traditional Multinomial approach always output the most fre-
quent event-type). Results are presented in Table II. Selecting
event-type according to the Multinomial is significantly more
predictive than the Uniform, but worse than RepeatEvt. Our
Zen’s event-type model works the best. For both NLL and
Accuracy, Zen is significantly better than RepeatEvt, i.e., the
most probable event-type is not always the previous one.

4) IET model: As before, we compare the acuteness of
our model in predicting the next IET Bin (cf. §III-B) with
the corresponding above-defined baselines. Table II shows
that for both metrics, NLL and Accuracy, the performance
of Zen’s IET model is much higher than RepeatBin (that
simply repeats the previous IET Bin), followed by the Uniform
and the Multinomial baselines. Disregarding the prediction
approach, we compute the discretized probabilities of IET Bins
and map them to IET values in a continuous domain: named
Bin sampling mapping. To evaluate how efficient Zen’s and



TABLE II: Traffic LSTM models evaluation results.

Event-type model

Predictor type NLL Accur.

Uniform 0.27 2.91%

Multinomial 0.21 38.97

RepeatEvt N/A 43.27

Zen 0.037 91.82

IET model

Predictor type NLL Accur. MAE MAE MAE MAE

]0, 30 min] 
(82.8%)

]30min, 24h]
(15.45%)

>24h
(1.75%)

Uniform 0.215 64.56 1097 1033 1120 2319

Multinomial 0.165 64.56 231 68 334 2877

RepeatBin N/A 58.05 239 73 347 2871

Lognormal N/A N/A 249 78 361 2973

Zen 0.118 69.25 185 16 295 2904
Contact model

Predictor type MAE (time-based) MAE (user-based)

All [1,6] ]6,21] >21 All [1,6]
(50%)

]6,21]
(30%)

>21
(20%)

Ranged-
Uniform

25.12 1.17 5.04 29.57 26.38 1.08 4.53 31.17

Ranged-
Multinomial

15.78 0.91 3.87 18.42 17.28 0.81 3.41 20.38

Zen 11.81 0.65 3.02 13.77 13.23 0.63 2.57 15.68

baselines’ Bin sampling are, we compare them to the Overall
sampling mapping, both described next.

- Bin sampling: At each Bin, the IET value is obtained after
averaging n = 500 samplings of the corresponding continu-
ous IET distribution (see §III-B). We apply this approach to
all the previously Bin-based models, i.e., Zen’s IET model,
Uniform, Multinomial, and RepeatBin predictors.

- Overall sampling: We perform a fitting of the empirical
IET distribution (i.e., with no bins) and obtain a Lognormal
distribution with σ = 2.67, µ = 4.97, x0 = 1. Then, we
straightly predict continuous values by sampling the resulted
fitted IET distribution. We name this prediction Lognormal.

The Mean Absolute Error (MAE) of the IETs in minutes
is used as the comparison metric. It estimates the average
distance between actual and predicted IET.

From Table II, we can notice that the Bin-sampling of Multi-
nomial and RepeatBin have comparable MAE performances,
followed by the Overall-sampling Lognormal predictor. This
behavior is also verified per Bin (three last columns). Overall,
Zen works the best. In the first bin ]0, 30min], which is the
most sensitive, we note that except for the Zen, all models on
average predict an IET value outside the initial interval.

5) Contact model: We evaluate the contact model (cf.
§III-C) by comparing its predictions to the following baselines:

- RangedUniform: Per user u, contacts ci, ∀i = 1, 2, ...,#cu
are equally likely to be predicted at each sequence step.

- RangedMultinomial: Per user u, each contact ci is chosen
with a probability (pui , 1 ≤ i ≤ #cu) extracted from the
procedure as follows:

Let U be the set of users and u a user in U . We recall that
#euci refers to the number of events u made with his contact
ci. From this definition, we derive Pu

ci the proportion of
events made by u with its contact ci : Pu

ci = #euci/
∑

i #euci .
For all i = 1, 2, ...,MAX(#cu) we extract the mean values
Pci = Pu

ci ∀u ∈ U . Hence, for a user u, the probabilities
(pui , i = 1, 2, ..#cu) is obtained by normalizing the first #cu
mean values (Pci , i = 1, 2, ..#cu) such that

∑
i p

u
i = 1.

The evaluation metric is the MAE of the predictions f̂dt in
the test dataset. We found that as we train the contact model
with chronologically-separated experimental windows (defined
in §V-A1), the MAE loss value continually increases in the
validation dataset. This is due to the fact that in the training
period (i.e., first two weeks), users only interact with some of
their contacts, making it difficult for the model to generalize.
To fix this issue, we instead split training, validation, and test
datasets by selecting users traffic over the whole dataset period
(4 weeks). The training dataset includes 60% of the users,
while the validation and test datasets each represent 20%.
Results in Table II show the RangedMultinomial predictor has
significantly better results compared to RangedUniform.

Overall, Zen is the modeling that best performs, showing
its ability to capture users interaction with their contacts. In
particular, the detailed distribution plots show Zen presents
for 80% of users (i) more than 95% and 75% of accuracy for
respectively, the event-type and IET models, and (ii) less than
6.68% and 12.5% of MAE maximum values for respectively,
the IET and contact models.



B. Zen CDRs use cases

We evaluate CDRs resulting from Zen framework as com-
pared to RefCDRs when applied to two use cases. We generate
for a week period Zen CDRs with 6000 users, corresponding
to the same number of users in RefCDRs (see §V-A1).

Data-Driven Micro BS Sleeping. Numerous works studied
power savings in Radio Access Networks (RAN). We inves-
tigate how a traffic-aware Base Station (BS) on/off-switching
strategy [8] performs when informed with Zen CDRs com-
pared to RefCDRs. To this end, we enrich both CDRs datasets
with emulated user trajectories in the Helsinki UE city, using
the realistic Working Day Mobility model [9]. Such process
supplies each CDRs dataset with users’ cell Id position at
each event generation. We assume a heterogeneous RAN
deployment where each cell is served by a separate micro BS,
whereas macro BSs provide umbrella coverage to a larger area.
Specifically, we consider a grid tessellation of 5X5 macro BSs
in the considered zone. The power needed to the operation
of a BS at time t is P (t) = Ntrx(P0 + ∆pPmaxρ(t)),
0 ≤ ρ(t) ≤ 1, where ρ(t) is the relative traffic load at time t
with P0, Ntrx, Pmax and ∆p being constants defined for micro
and macro BSs in [7]. Then, if ρ(t) ≤ ρmin = 0.37 the micro
BS offloads its local traffic to the macro BS and goes into sleep
mode, where it consumes negligible power. Accordingly, Fig.
3 shows the power consumption (P (t) values in the color bar)
of each cell’s micro BS at two hours in Helsinki (a zoomed-
in area of 2.2km × 1.6km) with and without such a strategy
implemented. We can see that comparable cells are kept on,
while the strategy brings similar energy savings.

Anomaly detection. The fine-grained state of Zen CDRs allows
for the investigation of per-user temporal behavior for cellular
anomaly detection. For instance, SIMBox fraud is a prevalent
scam in telecommunication networks consisting of ”fake” user
accounts re-injecting diverted international calls as local calls
to a country [10]. We assess the utility of Zen CDRs for
investigating such fraud by applying a user profiling method
where traffic or mobility users’ behaviors are leveraged to
classify a user as fraudulent or not. To this end, we apply
for both Zen and real ones, a DBSCAN clustering to a set
of per-user traffic-related features specific to detect SIMBox
fraudulent behavior as described in Table 1 of [11]. Results
show a similarity between Zen CDRs and real-world ones:
while RefCDRs’ estimated number of clusters and outliers are
10 and 1241, Zen CDRs’ confidence intervals for these metrics
are 9.1±1.66 and 1122.3±35.02 for 10 samples of Zen CDRs’
call duration feature (ref. §III-D).

VI. CONCLUSION AND DISCUSSION

This paper presented Zen, the first framework allowing
the autonomous generation of complete and realistic traffic
CDRs in an individual basis. We relied on a fully anonymized
traffic CDRs to provide the first model that captures long-
range and inter-CDRs traffic features correlation, individuals
heterogeneity and social-ties in communication. Finally, we
validated Zen realisticness in reproducing daily traffic be-

(a) Always-active micro BS. (b) Cell-sleeping strategy.

Fig. 3: Power consumption per cell (a) for always-active micro
BS and (b) with a cell-sleeping strategy.

haviors of individuals and usefulness in practical networking
applications. Next, we provide some extra discussions.
Generalization: Though Zen provides realistic traffic behavior
models trained from a unique real-world traffic CDRs, the
modeling methodology of this paper is general and can be
applied to other CDRs with different cultural traffic habits.
Future improvements: Zen is still open for improvements,
such as adding complementary mobility features to the gener-
ated CDRs. Yet, this implies coping with privacy issues related
to individual-based mobility modeling of real-world CDRs.
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