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Abstract. Biophysically detailed mathematical modeling of cardiac elec-
trophysiology is often computationally demanding, for example, when
solving problems for various patient pathological conditions. Further-
more, it is still difficult to reduce the discrepancy between the output
of idealized mathematical models and clinical measurements, which are
usually noisy. In this paper, we propose a fast physics-based deep learning
framework to learn cardiac electrophysiology dynamics from data. This
novel framework has two components, decomposing the dynamics into
a physical term and a data-driven term, respectively. This construction
allows the framework to learn from data of different complexity. Using
0D in silico data, we demonstrate that this framework can reproduce
the complex dynamics of transmembrane potential even in presence of
noise in the data. Additionally, using ex vivo 0D optical mapping data
of action potential, we show the ability of our framework to identify the
relevant physical parameters for different heart regions.

Keywords: Physics-based learning · Deep Learning · Electrophysiology
· Simulations.

1 Introduction

Multi-physics phenomena involved in cardiac function can be studied using
mathematical models of different complexity. Among them, several electrophysi-
ology (EP) models can accurately reproduce the electrical behaviour of the heart
at cellular, tissue or organ level. For instance, in order to describe the dynamics of
transmembrane voltage, current and different ionic concentrations in the cardiac
cell, detailed biophysical models such as the Ten Tusscher-Panfilov model [21, 22]
have been proposed. However, these models are intricate and computationally
expensive, and have numerous hidden variables which are nearly impossible to
measure all, making the model parameters difficult to personalise.
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Alternatively, one can use phenomenological models that involve simplified
descriptions derived from biophysical models. Examples of such models are the
FitzHugh-Nagumo, Aliev-Panfilov, and Mitchell-Schaeffer models [6, 13, 1, 14,
12], which all employ fewer variables and parameters, and are therefore espe-
cially useful for rapid computational modelling of wave propagation at tissue and
organ level. However, these are less realistic and, consequently, need a comple-
mentary mechanism to enable their fitting to measured data. Machine learning
and in particular deep learning (DL) approaches could help provide such correc-
tion mechanisms. Thus, the combination of rapid phenomenological models and
machine learning components may allow the development of rapid and accurate
models of transmembrane dynamics.

For this reason, researchers have started to use coupled physico-statistical
approaches for cardiac electrophysiology simulations with a high precision and
at low cost. For example, one group designed a neural network that approxi-
mates the FitzHugh-Nagumo model [5], others used a physics-informed neural
network for cardiac activation mapping accounting for underlying wave propaga-
tion dynamics [20], while another group proposed an approach to create a nonlin-
ear reduced order model with the help of deep learning algorithms (DL-ROM)
designed for cardiac EP simulations [7]. Lastly, other researchers presented a
physics-informed neural network for accurate simulation of action potential and
correct estimation of model parameters [9]. However, the majority of these cou-
pled approaches is based on high-fidelity physical models. Fitting those to the
data could be not only computationally expensive but also difficult to properly
manage large discrepancies between simulated and real data.

To alleviate this limitation, here we propose to use the APHYN-EP frame-
work, a DL framework based on a fast low-fidelity (or incomplete) physical
model. This framework has two components, decomposing the dynamics into
a physical term and a data-driven term, respectively. Notably, the data-driven
deep learning component is specifically designed to capture only the information
that cannot be modeled by the incomplete physical model. In our previous paper
[10] we showed that this framework is able to reproduce with good precision the
2D dynamics simulated by the Ten Tusscher – Noble – Noble – Panfilov ionic
model. But we applied the framework only on simulated data and on the depo-
larisation part of a cardiac action potential cycle, neglecting the repolarisation
part.

In this paper, we specifically explore the capability of APHYN-EP framework
to learn the full cardiac action potential cycle (i.e., depolarisation and repolari-
sation phases). Using 0D in silico data, we demonstrate that our framework can
reproduce the complex dynamics of transmembrane potential even in presence of
noise in the data. Additionally, using ex vivo 0D epicardial optical fluorescence
mapping data, we show the capability of this framework to identify relevant
physical parameters for different anatomical zones of the heart.
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2 Learning Framework

In order to learn the cardiac electrophysiology dynamics (Xt), here we solve an
optimization problem via our physics-based data-driven APHYN-EP framework.
This particular framework combines a physical model (Fp) representing an in-
complete description of the underlying phenomenon with a neural network (Fdl),
where the latter complements the physical model by capturing the information
that cannot be modeled by the physics-described component:

min
Fp∈Fp,Fdl∈Fdl

‖Fdl‖ subject to ∀X ∈ D,∀t, dXt

dt
= F (Xt) = (Fp+Fdl)(Xt). (1)

Our incomplete physical model is the two-variable (v, h) model by [12] for
cardiac EP simulations (2). The variable v represents a normalised (v ∈ [0, 1])
dimensionless transmembrane potential while the “gating” variable h controls
the repolarisation phase (i.e, the return to initial resting state):

dv

dt
=
hv2(1− v)

τin
− v

τout
+ Jstim(t)

dh

dt
=

{
1−h
τopen

if v < vgate
−h
τclose

if v > vgate

(2)

where Jstim is a transmembrane potential activation function, which is equal
to 1 during stimulation time (tstim). This physical model has been successfully
used in patient-specific modelling [19], covering general EP dynamics. Further-
more, in contrast to very detailed ionic/cellular models, this model is flexible in
terms of spatial and temporal steps. Thus, assuming the initial conditions for
this system (2) v(t = 0) = 0 and h(t = 0) = 1 we can calculate an approximation
of h for any time point t with the help of a simple integration scheme.

The framework’s deep learning component (Fdl) is a Residual Network (Res-
Net) [8], because it can accurately reproduce a complex dynamics due to residual
connections in its architecture. The choice of data-driven component is not lim-
ited by ResNet architecture. We performed preliminary experiments with other
types of networks (out of scope for this paper), but overall the ResNet model
was the most stable along the different simulations.

In APHYN-EP framework the physical and the data-driven components are
trained simultaneously using automatic differentiation tools provided by the Py-
torch library [17]. Here, the Loss function (L) for training consists of 2 parts:
trajectory-based loss and loss on norm of Fdl, being represented as following:

L = λ ∗ Ltraj + ‖Fdl‖ = λ ∗
N∑
i=1

T/∆t∑
h=1

||X(i)
h∆t − X̃

(i)
h∆t||+ ‖Fdl‖

where each state X̃(i)
h∆t =

∫X(i)
0 +h∆t

X
(i)
0

(F
θp
p + F θaa )(Xs) dXs is calculated from the

initial stateX(i)
0 via a differentiable ODE solver [4, 3]. The role of the λ coefficient
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is to balance the two parts of the loss. During training, we use λ in the dynamic
mode as λj+1 = λj + γLtraj(θj+1) (j is an epoch number) to artificially increase
the importance of Ltraj at the beginning of training and gradually decrease it,
changing the focus of optimization on norm of Fdl. This training algorithm is
described in detail in [23, 10].

3 Experimental settings

To test the performance of APHYN-EP framework, we chose two types of ex-
periments. First, using in silico data, we tested the ability of the framework
to reproduce the complex dynamics of transmembrane potential even in the
presence of noise in the data. Second, using ex vivo optical mapping data, we
showed that our framework can identify the relevant physical parameters for
different anatomical zones of the unhealthy heart. The details of data collection
and training settings used for the experiments are included below.

3.1 In silico data

Data collection To evaluate our method, we used a dataset of transmembrane
potential activation simulated with a monodomain reaction-diffusion equation
and the Ten Tusscher – Panfilov ionic model [22], which represents 12 different
transmembrane ionic currents. The simulations were performed with finetwave
software7, described in detail in the second chapter of [15]. The computational
domain represents a 2D slab of cardiac tissue (isotropic), with 24 × 24 elements
in size. One stimulation was applied for 1 ms in the selected area (left top
corner for training and near the center for validation datasets, see Figure 1) for
transmembrane potential activation. Simulations were conducted for 400 ms (of
a heart beat) to achieve full depolarization-repolarization cycle (videos showing
simulated dynamics across time can be seen in the Supplementary Material).
Next, we saved a time sequence for each pixel of the cardiac slab in separate files,
creating two databases: for training and validation, respectively. To simplify the
workflow for our framework, we removed the section of time sequences where the
potential is equal to zero (Figure 1(c)). To test the ability of the framework to
operate with noisy data we add to each time sequence a 5 percent random noise
with normal Gaussian distribution.

The data simulated via the Ten Tusscher – Panfilov model with added noise
were considered here as the ground truth. The objective was then to learn the
complex dynamics generated via this model with the APHYN-EP framework,
combining a simplified physics description with a deep learning component. This
should result in a low computational cost surrogate model of the computationally
intensive biophysically detailed Ten Tusscher – Panfilov model.

7 https://github.com/TiNezlobinsky/Finitewave
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Fig. 1: (a,b) 2D cardiac slab with transmembrane potential activation (yellow)
and resting phase (dark blue), for train and validation dataset, respectively.
(c) Typical temporal sequence for the experiment (without noise), normalised
amplitude of the transmembrane potential on the Y-axis and time (ms) on the
X-axis.

Training settings The physical model (Fp) of Eq. (2) was implemented with
a standard finite-difference scheme. We estimated only τin, τout and τclose as
unknown parameters in (2), since they control the major part of model dynam-
ics and thus the main difference between the Mitchell–Schaeffer and the Ten
Tusscher – Panfilov models in our simulations. The initial Mitchell-Schaeffer
model parameters were taken as in the original paper [12]: τin = 0.3, τout = 6,
τopen = 120, τclose = 150, vgate = 0.13 and tstim = 1. For the deep learning
component (Fdl) of the framework, we used a ResNet with 8 filters at the ini-
tial stage and 3 intermediary blocks, and started with a re-weighted orthogonal
initialisation for its parameters.

We used a time resolution of 0.1 ms to compute the forecast given by APHYN-
EP framework. The training was performed using a horizon of 350 ms. We trained
the framework until full model convergence (about 100 epochs) using an ADAM
optimiser [11] with initial learning rate of 10−3. The hyper-parameters λ0 and γ
of the algorithm were set to 1 and 10, respectively.

It is important to notice that, while the framework takes a few hours to train
(about 2h on Nvidia Quadro M2200 GPU), once this is done the inference is
quick (less than 10 sec to compute 350 ms of forecasting) and does not require
any recalibration.

3.2 Ex vivo data

Data collection We tested APHYN-EP framework performance on ex vivo
datasets from optical fluorescence imaging of action potential. Briefly, the optical
signals were recorded ex vivo on an heart explanted from a juvenile swine ( 25kg
in weight). The heart was attached to a Langendorff perfusion system and a
voltage sensitive dye (i.e., di-4-ANEPPS) was injected into the perfusate. In
order to avoid cardiac motion artifacts during the electrophysiological recordings,
the heart contraction was suppressed by a bolus of saline and Cytochalasin D
(an electro-mechanical uncoupler). All optical images were acquired epicardially
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using a high-speed CCD camera (MICAM02, BrainVision Inc. Japan), with high-
temporal resolution (3.7ms) as well as a high-spatial resolution (i.e., pixel size
0.7mm). The action potential was then derived at each pixel from the relative
change in the intensity of fluorescence signal. The experiments are described
in more detail in [18]. The recorded signals were exported from the BV-Ana
acquisition software and further signal analysis was performed using in-house
scripts written in Matlab and Python.

For this experiment, we used a heart with an ischaemic region. We manually
selected two rectangular regions of interest (ROIs) with different action potential
dynamics across time (see Figure 2). Next, we normalised the optical signal, to
obtain a [0, 1] min/max interval for transmembrane potential (while keeping the
noise in the data). We took a first full cardiac cycle and removed the parts with
zero potential keeping only time-sequences of 300 ms per experiment. Then, we
saved a time sequence for each pixel from each ROI in separate files, creating two
databases (ROI A and ROI B) containing each about 10 and 5 time-sequences
for training and validation respectively.

Fig. 2: Example of optical mapping data (tracings of action potential waves)
recorded ex vivo in a porcine heart. ROI B represents an ischaemic region char-
acterized by a shorten action potential duration (APD) compared to the normal
APD recorded in ROI A.

The optical data were considered here as the ground truth. Our specific
objective was to learn the complex dynamics of measured action potential, and
then to identify the relevant physical parameters for different parts of the heart.

Training settings The training settings for this experiment were similar to the
ones described in section 3.1, except for training horizon (300 ms) and parameter
γ, which was set to 1 for better equilibrium.
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4 Results

4.1 In silico data

Results demonstrated that APHYN-EP framework was able to accurately re-
produce several key features, the wave morphology and the electrical conduction
properties of the trasnmembrane potential generated by the Ten Tusscher –
Panfilov model (see Figure 3), even in presence of noise in data. Figure 3(a)
shows that in absence of parameter τclose (controlling the repolarisation), the
data-driven component (ResNet model) completed the dynamics generated by
physical component. In the presence of τclose the error of dynamics learned by
data-driven component is minimal (Figure 3(b)). The predicted dynamic was
generated via an Euler integration scheme, by assimilating only one first mea-
surement of the transmembrane potential dynamics. The framework showed ro-
bust resistance to noise in the data, and, as a result, it neglected rapid changes
in transmembrane potential activation (see Figure 3, first 40 ms).

0 50 100 150 200 250 300 350

0.0

0.2

0.4

0.6

0.8

1.0

GT
Prediction FW
Prediction Fp
Prediction Fdl
GT data

(a)

0 50 100 150 200 250 300 350

0.0

0.2

0.4

0.6

0.8

1.0

GT
Prediction FW
Prediction Fp
Prediction Fdl
GT data

(b)

Fig. 3: Validation results of trained framework with learning of (a) 2 (τin and
τout) and (b) 3 (τin, τout and τclose) physical parameters. Ground truth (GT),
prediction of the framework (Prediction FW), decomposition of prediction on
physical (Fp) and DL (Fdl) parts.

4.2 Ex vivo data

Using optical imaging mapping data, APHYN-EP framework was able to repro-
duce the observed action potential dynamics for different ROIs within the heart,
identifying the 3 major physical dynamics parameters (τin, τout and τclose). Fig-
ure 4 demonstrates that the framework correctly estimated the difference in value
of parameter τclose which increases APD or shortens it, respectively.

Table 1 shows the mean squared error (MSE) results for our framework fore-
casting on train and validation data samples. To calculate this error, for each
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Fig. 4: Validation results of the framework trained on: (a) ROI A data and (b)
ROI B data. Ground truth (GT) data, prediction of the framework (Prediction
FW), decomposition of prediction on physical (Fp) and DL (Fdl) parts.

data sample, we fed the framework with only one initial measurement, then let
it predict 300 ms forward without any additional information. We also added for
comparison a baseline model corresponding to the “incomplete” physical model
trained alone on the same dataset as APHYN-EP framework, described in 3.2. As
we can observe, our framework outperform the physical model for every dataset,
while the contribution of Fdl component is still minimal.

Table 1: Mean-squared error (MSE) of normalised transmembrane potential fore-
casting (forecasting horizon of 300 ms).

ROI A ROI B
Train Validation Train Validation

APHYN-EP 9.12 ∗ 10−3 5.72 ∗ 10−3 1 ∗ 10−2 8 ∗ 10−3

framework (||Fdl||2) (1.6 ∗ 10−4) (8 ∗ 10−5) (8 ∗ 10−5) (7 ∗ 10−5)

Physical model only 1.4 ∗ 10−2 1 ∗ 10−2 1.45 ∗ 10−2 9.3 ∗ 10−3

It is important to notice that we cannot use the Ten Tusscher – Panfilov ionic
model [22] applied on ex vivo data as a baseline model due its parameter person-
alisation difficulties [2]. Despite the expectations and suggestions indicated in [2,
16], these difficulties have not been overcome. Complex biophysical models have
too many parameters and instabilities to enable robust parameter estimation
from such data.

5 Discussion and Conclusion

In this work, we presented a learning framework that is able to learn the consid-
ered dynamics. Overall, our results suggest that automated learning of cardiac
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electrophysiology dynamics is feasible and has great potential. We showed that
APHYN-EP framework can learn and forecast the EP data of different origin
(i.e, data simulated via the Ten Tusscher – Panfilov ionic model, as well as real
optical mapping data), even in presence of noise in the data. This may be useful
for applications concerning fast parameterization of computational heart models.

The main advantage of our proposed framework is its coupled architecture,
which allows us to use a simplified low-fidelity electrophysiological model as a
physical component of the framework. Such framework opens up possibilities in
order to introduce prior knowledge in deep learning approaches through explicit
equations, as well as to correct physical model errors from data.

However, we acknowledge some limitations of our model. For instance due
to data-driven architecture of the framework, its training is not regular. This
could lead to the local minimum for the parameters of the physical component
and additional involvement of the deep learning component. A solution for this
problem may be given by a more advanced training protocol, rigid boundaries
on physical model parameters and performing ablation studies including deep
learning component architectural changes, which will be addressed in our future
work.
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