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1 Introduction

In this preliminary paper we report on the development of a new form of term rewrite system, called the graph-embedded term rewrite systems, and motivate the study and use of such rewrite systems by demonstrating their usefulness in the application of security protocols.

The research area of cryptographic protocol analysis contains a number of innovative algorithms and procedures for checking various security properties of protocols, see for example [1, 3, 7, 9, 11]. These procedures consider protocols modeled in a symbolic way, typically via a rewrite system or equational theory. Often the procedure is proven sound and complete for specific classes of theories. One of the most common classes are those theories that can be represented by subterm convergent term rewrite systems. That is, term rewrite systems where the right-hand side of the rules are constants or strict subterms of the left-hand side. For example, see the procedures developed in [1, 9]. Interestingly, many of these same procedures also work for theories that are “beyond subterm”, that is they are not strictly subterm convergent. However, since these examples don’t fit into a known class of theories for which soundness and completeness proofs already exist, they must be proven on an individual bases. For example, the procedures of [1, 9] are shown to work on the theory of blind signatures, see Example 1 below. However, the theory is not subterm convergent, notice in the final rule, \( unblind(sign(blind(x, y), z), y) \rightarrow sign(x, z) \), that \( sign(x, z) \) is not a strict subterm of \( unblind(sign(blind(x, y), z), y) \). Thus, in each case a unique proof is needed to show applicability of the procedure on the theory of blind signatures. Several additional examples of beyond subterm theories are given throughout the paper. This begs the question of whether there is a syntactic definition of a class of term rewrite systems such that the definition encapsulates these beyond subterm examples yet still maintains some of the useful properties needed to ensure applicability of the above procedures.

This paper has begun the exploration of the above question by introducing and studying the new notion of graph-embedded term rewrite systems. The graph embedded systems encompass most of the beyond subterm examples from many of the protocol analysis procedures [1,7,9,11]. As an initial step, in this paper we concentrate on the procedure developed in [1] and the notion of locally stable theories, an important property in the decidability of deducibility. With the new definition of graph-embedded system we are now able to easily identify a symbolic class of term rewrite system which are beyond subterm, encompass most of the beyond subterm examples of [1,7,9,11], and are locally stable.

Finally, this paper represents the initial exploration of graph-embedded term rewrite systems and their application to protocol analysis. We hope that the formulation proves useful in areas beyond security protocols as homeomorphic embeddings have proven useful in many areas.
2 Preliminaries

We use the standard notation of equational unification [5] and term rewriting systems [4]. The size of a term \( t \) is denoted by \( |t| \) and defined in the usual way as follows: \( |f(t_1, \ldots, t_n)| = 1 + \sum_{i=1}^{n} |t_i| \) if \( f \) is a \( n \)-ary function symbol with \( n \geq 1 \), \( |c| = 1 \) if \( c \) is a constant, and \( |x| = 1 \) if \( x \) is a variable. Let \( VP(t) \) denote the set of leaf nodes in the term-graph of a term \( t \) labeled by a variable. Notice that two distinct positions could be labeled by the same variable. Let \( FP(t) \) denote the set of nodes in the term-graph of \( t \) labeled by a function symbol. Notice that two distinct positions could be labeled by the same function symbol. Let \( FS(t) \) denote the set of function symbols in the term \( t \).

The above type of embedding, \( G' \) in \( G'' \), provides flexibility while preserving required features. In particular, when translated to terms, it will preserve a more flexible type of subterm.

Example 2. [10] \( G \) is an MG', denoted \( G = MG' \), if \( G' \) can be obtained from \( G \) by a series of edge contractions. That is, if there exists graphs \( G_0, G_1, \ldots, G_n \) and edges \( e_i \in G_i \) such that \( G = G_0, G_n \cong G', G_{i+1} = G_i / e_i \) for all \( i < n \). If \( G = MG' \) and \( G \) is a subgraph of another graph \( G'' \), we call \( G' \) a graph minor of \( G'' \), denoted as \( G' \preceq G'' \).

The above type of embedding, \( G' \) in \( G'' \), provides flexibility while preserving required features. In particular, when translated to terms, it will preserve a more flexible type of subterm.

Example 2. Notice that \( G' \) is obtained from \( G \) via a edge contraction. In addition \( G \) is a subgraph of \( G'' \), thus \( G' \preceq G'' \).
3 Graph-Embedded Systems

The key to translating from the graph theory setting to the term setting is to use the same methods, contractions, but require that the final term graph constructed in this fashion represent a well-formed term. That is, we need to enforce the notion of a well-formed term. We develop a set of rewrite schema which preserve a type of graph minor relation. This set of schema then induces a graph-embedded term rewrite system. This is very similar to what is done with homeomorphic embeddings.

Definition 3. Consider the following reduction relation, \( \rightarrow_{\text{gemb}}^* \), induced by the set of rewrite rules create after instantiating the following rule schema with \( \Sigma \):

\[
R_{\text{gemb}} = \begin{cases}
1 & f_j(x_1, \ldots, x_n) \rightarrow x_i \\
2 & f_j(x_1, \ldots, x_{i-1}, x_i, x_{i+1}, \ldots, x_n) \rightarrow f_j(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n)
\text{ and for any } f_j, f_k \in \Sigma \\
3 & f_j(x_1, \ldots, x_{i-1}, f_k(z), x_{i+1}, \ldots, x_m) \rightarrow f_k(x_1, \ldots, x_{i-1}, z, x_{i+1}, \ldots, x_m) \\
4 & f_j(x_1, \ldots, x_{i-1}, f_k(z), x_{i+1}, \ldots, x_m) \rightarrow f_j(x_1, \ldots, x_{i-1}, z, x_{i+1}, \ldots, x_m)
\end{cases}
\]

We say a term \( t' \) is graph embedded in a term \( t \), denoted \( t' \succ_{\text{gemb}} t \), if \( t' \) is a well-formed term and \( t \rightarrow_{\text{gemb}}^* s \approx t' \).

Remark 1. Notice that the rules in \( R_{\text{gemb}} \) ignore function arity, thus intermediate terms between \( t \) and \( t' \) may not be well-formed. It is only the final term for which function arity and the relation between variables and functions must obey the standard term definition requirements.

We can now introduce the notion of graph-embedded term rewrite system.

Definition 4. A TRS \( R \) is a graph embedded TRS if \( \forall l \rightarrow r \in R, r \succ_{\text{gemb}} l \).

Example 4. Theory of malleable encryption is defined by \( R_{\text{mal}} = \{ \text{dec}(\text{enc}(x, y), y) \rightarrow x, \text{mal}(\text{enc}(x, y), z) \rightarrow \text{enc}(z, y) \} \). For the final rule, \( \text{mal}(\text{enc}(x, y), z) \rightarrow_{\text{gemb}} \text{enc}(x, y, z) \rightarrow_{\text{gemb}} \text{enc}(y, z) \approx \text{enc}(z, y) \). Thus \( \forall l \rightarrow r \in R_{\text{mal}}, r \succ_{\text{gemb}} l \). Notice that \( \text{enc}(x, y, z) \) is not a well-formed term since it violates the arity of \( \text{enc}(\)\). However, the final term is well formed, as required.

Example 5. The theory of trap-door commitment, from [9], is also graph-embedded: \( R_{\text{tdc}} = \{ \text{open}(\text{td}(x, y, z), y) \rightarrow x, \text{open}(\text{td}(x, y, z), f(x_1, y, z, x_2)) \rightarrow x_2, \text{td}(x_2, f(x_1, y, z, x_2), z) \rightarrow \text{td}(x_1, y, z), f(x_2, f(x_1, y, z, x_2), z, x_3) \rightarrow f(x_1, y, z, x_3) \} \).

Example 5. The theory of blind signatures from Example 1 is also a graph-embedded TRS. All but the final rule are subterm. For the final rule, \( \text{unblind}(\text{sign}(\text{blind}(x, y), z), y) \rightarrow_{\text{gemb}} \text{sign}(\text{blind}(x, y), z) \) via rule (1). \( \text{sign}(\text{blind}(x, y), z) \rightarrow_{\text{gemb}} \text{sign}(x, y, z) \) via rule (3). Notice again that this intermediate term is not well-formed. Finally \( \text{sign}(x, y, z) \rightarrow_{\text{gemb}} \text{sign}(x, z) \approx \text{sign}(x, z) \) via rule (2).

Similar to the class of subterm TRSs, the graph-embedded TRSs have several nice properties such as termination. They are also useful for modeling many beyond subterm theories found in security protocols, we explore that application next.

4 Applications to Security Protocols

In this section we focus on theories with the local stability property as introduced in [1]. For this purpose, it’s useful to consider a restricted form of graph-embedded.
**Definition 5.** Let $R$ be a graph embedded TRS such that for all $l \rightarrow r \in R$ one of the following is true: $r$ is a variable or constant, or: $l \rightarrow R_{gemb}^* r' \approx r$ s.t. $R_{gemb}$ consists of all the rules of Definition 3 except rule (3) is replaced by the following rule: $f_j(x_1, \ldots, x_{i-1}, f_k(\bar{z}), x_{i+1}, \ldots, x_m) \rightarrow f_k(\bar{z})$. Then, $R$ is a contracting graph-embedded TRS.

The motivation behind this definition is to disallow moving layers of a term that are at the same or higher positions as a function symbol under that symbol.

**Example 6.** Consider the following TRSs. The theory of blind signatures from Example 1 is a contracting graph-embedded TRS. The theory of trap-door commitment from Example 4 is a contracting graph-embedded TRS. The theory of malleable encryption from Example 3 is not a contracting graph-embedded TRS. Notice that for the rule $\text{mal} (\text{enc}(x, y), z) \rightarrow \text{enc}(z, y)$, the node labeled with $z$ is moved under the enc node on the right-hand side. This violates the requirements of Definition 5. The theory, consisting of the rule $f(g(x)) \rightarrow g(h(x))$, from [9], which is also non-terminating in the procedure from [9], is not graph-embedded and thus not contracting graph-embedded.

**Remark 2.** One could naturally ask if the above definition just leads to systems with the Finite Variant Property (FVP), another useful property for some decision procedures [7, 11]. However, one can easily construct contracting graph-embedded systems that do not have the boundedness property (a TRS has the FVP iff it has the boundedness property [6, 8, 12]). For example, $R = \{f(h(x)) \rightarrow f(x)\}$.

We need to introduce a few notions needed when considering local stability and computing a saturation set for a frame. Let $ar(\Sigma)$ denote the maximal arity of any function symbol in $\Sigma$. Define the context bound of a graph-embedded TRS, $R = \{l_i \rightarrow r_i\}, 1 \leq i \leq n$, as $c_R = \max_{1 \leq i \leq n}(|l_i|, ar(\Sigma) + 1)$.

**Example 7.** For the theory of malleable encryption from Example 3, $c_{R_{\text{mal}}}=5$. For the theory of blind signatures, $R_{\text{blind}}$, from Example 1, $c_{R_{\text{blind}}}=7$.

**Definition 6.** Let $R$ be a contracting graph-embedded TRS and let $st(t)$ be the set of subterms of a term $t$. Then, the set of graph-embedded subterms of a term $t$, denoted as $gst(t)$, is defined as: $gst(c) = c$, where $c$ is a name or a constant, $gst(t) = \{t' | t \rightarrow R_{gemb}^{*} t' \approx t\} \cup \bigcup_{v \in st(t)} gst(t')$. Let $\phi = \nu \bar{n}. \{M_1/x_1, \ldots, M_k/x_k\}$ be a frame, then $gst(\phi) = \bigcup_{i=1}^{\bar{n}} (gst(M_i))$.

Notice that for any term $t$, $gst(t)$ is a finite set. This is due to the fact that when recursively constructing $gst(t)$ in the second rule of Definition 6, $t'$ is strictly smaller than $t$, and any term $t'' \in st(t)$ must also be strictly smaller than $t$. Based on the extended definition of subterms, $gst$, we can now construct a saturation set for frames which is critical to modeling attacker knowledge and deciding deducibility [1].

**Definition 7.** Let $\phi = \nu \bar{n}. \{M_1/x_1, \ldots, M_k/x_k\}$ be a frame, and $R$ a contracting graph-embedded TRS. Define the set $sat(\phi)$ to be the smallest set such that: (1) $M_1, \ldots, M_k \in sat(\phi)$, and $n \in sat(\phi)$ for every $n \in fn(\phi)$, (2) if $M_1, \ldots, M_l \in sat(\phi)$ and $f(M_1, \ldots, M_l) \in gst(\phi)$, then $f(M_1, \ldots, M_l) \in sat(\phi)$, (3) if $M_1, \ldots, M_l \in sat(\phi)$, $C[M_1, \ldots, M_l] \rightarrow R^* M$, where $C$ is a context, $|C| \leq c_R$, $fn(C) \cap \bar{n} = \emptyset$, and $M \in gst(\phi)$, then $M \in sat(\phi)$.

This set is also finite and this finiteness is critical to computing the possible attackers knowledge. In addition, it can be shown that if $M \in sat(\phi)$ for some frame $\phi$, then $\phi \vdash M$. This is a required condition for the establishment of local stability. The following definition and two lemmas establish the remaining requirements for local stability.
Definition 8. Let \( R \) be a TRS, \( C \) a context, and \( S_1, S_2, \ldots, S_n \in \text{gst}(\phi) \), for some frame \( \phi \) and \( n > 0 \). If whenever \( C[S_1, \ldots, S_n] \rightarrow_R t \) we have that \( t = C'[S'_1, \ldots, S'_m] \) for some context \( C' \) and some \( S'_1, \ldots, S'_m \in \text{gst}(\phi) \), then we say that \( \text{gst}(\phi) \) is closed under context by \( R \).

Lemma 1. Let \( \phi = \nu \tilde{n}.\{M_1/x_1, \ldots, M_k/x_k\} \) be a frame. If \( R_{\text{gemb}} \) is the modified set of graph-embedded rules of Definition 5. Then, \( \text{gst}(\phi) \) is closed under context by \( R_{\text{gemb}} \).

Lemma 2. Let \( \phi = \nu \tilde{n}.\{M_1/x_1, \ldots, M_k/x_k\} \) be a frame. Let \( R_{\text{gemb}} \) be the modified set of graph-embedded rules of Definition 5. Let \( S_1, \ldots, S_l \in \text{gst}(\phi) \) and assume \( C[S_1, \ldots, S_l] \rightarrow_{R_{\text{gemb}}} M' \approx M \), where \( C \) is some context and \( M \) is a well formed term. Then, \( M = C'[S'_1, \ldots, S'_k] \), where \( S'_1, \ldots, S'_k \in \text{gst}(\phi) \) and \( C' \) is a context with \( |C'| \leq |C| \).

One method for ensuring the decidability of deduction is for the saturation of a frame to produce a set that is closed under the application of “small” context. This condition, called locally stable, is introduced in [1] and improved in [3]. A simplified version of this definition is introduced below. It is simplified because we don’t consider AC-symbols as in [1, 3].

Definition 9. (locally stable [1]). A convergent TRS, \( R \), is locally stable if, for every frame \( \phi = \nu \tilde{n}.\{M_1/x_1, \ldots, M_k/x_k\} \), where each \( M_i \) is a closed term in \( R \) normal form, there exist a finite set \( \text{sat}(\phi) \) such that: (1) \( M_1, \ldots, M_k \in \text{sat}(\phi) \) and \( n \in \text{sat}(\phi) \), for all \( n \in \text{fn}(\phi) \); (2) if \( M_1, \ldots, M_k \in \text{sat}(\phi) \) and \( f(M_1, \ldots, M_k) \in \text{st}(\text{sat}(\phi)) \), then \( f(M_1, \ldots, M_k) \in \text{sat}(\phi) \); (3) if \( C[S_1, \ldots, S_l] \rightarrow_R M \), where \( C \) is a context with \( |C| \leq c_R \) and \( \text{fn}(C) \cap \tilde{n} = \emptyset \), and each \( S_i \in \text{sat}(\phi) \), then there exists a context \( C' \), and \( S'_1, \ldots, S'_k \in \text{sat}(\phi) \), such that \( |C'| \leq c_R \), \( \text{fn}(C') \cap \tilde{n} = \emptyset \), and \( M \rightarrow_R M' = C'[S'_1, \ldots, S'_k] \); (4) if \( M \in \text{sat}(\phi) \) then \( \phi \vdash M \).

Theorem 1. Let \( R \) be a convergent contracting graph-embedded TRS. Then, \( R \) is locally stable.

Combining the locally stable property with the property of locally finite allows for the decidability of not only deduction but static equivalence. Let \( \phi = \nu \tilde{n}.\sigma \) be a frame and let \( \text{Eq}(\phi) \) be the set of equalities, \( s = t \), such that \( s \sigma =_E t \sigma \) and \( \tilde{n} \cap \left( \text{fn}(s) \cup \text{fn}(t) \right) = \emptyset \). The difficulty is that \( \text{Eq}(\phi) \) is not always finite and computable. The property of locally finite says that \( \text{Eq}(\phi) \) is always equivalent to another set that is finite and computable. See [1] for further discussion and the proof that convergent theories without AC symbols are locally finite. Static equivalence captures properties important to security protocols not captured by deducibility. Two frames, \( \phi_1 \) and \( \phi_2 \), are static equivalent when \( \text{Dom}(\phi_1) = \text{Dom}(\phi_2) \) and \( \text{Eq}(\phi_1) = \text{Eq}(\phi_2) \).

Example 8. Continuing Example 6, since blind signatures is a contracting graph-embedded TRS, it is locally stable by Theorem 1. The theory of blind signatures doesn’t contain an AC-symbol thus it is locally finite [1]. Therefore, blind signatures is both locally stable and locally finite and thus both deduction and static equivalence are decidable [1].

Directly from Theorem 1 and the result in [1], we obtain the following corollary.

Corollary 1. Let \( R \) be a convergent and contracting graph-embedded TRS. Then deduction and static equivalence are decidable for \( R \).

Finally, in continuing this line of research we would also like to consider termination conditions of various procedures [1, 7, 9, 11] for graph-embedded systems. We would also like to see if the graph-embedded idea could be extended. For example, not all theories considered in [1, 7, 9, 11] are graph embedding. It would be interesting to see if such systems could be considered or if additional graph theory concepts such as topological minors could be useful.
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