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Abstract—In the literature, there are few studies describing how to implement Boolean logic functions as a memristor-based crossbar architecture and some solutions have been actually proposed targeting back-end synthesis. However, there is a lack of methodologies and tools for the synthesis automation. The main goal of this paper is to perform a Design Space Exploration (DSE) in order to analyze and compare the impact of the most used optimization algorithms on a memristor-based crossbar architecture. The results carried out on 102 circuits lead us to identify the best optimization approach, in terms of area/energy/delay. The presented results can also be considered as a reference (benchmarking) for comparing future work.
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I. INTRODUCTION

Today’s computing devices are based on the CMOS technology, that is subject to the famous Moore’s Law [1]. Despite the advantages of the technology shrinking, we are facing the physical limits of CMOS. Among the multiple challenges arising from technology nodes lower than 10 nm, we can highlight the high leakage current (i.e., high static power consumption), reduced performance gain, reduced reliability, complex manufacturing process leading to low yield and complex testing process, and extremely costly masks [2].

Several emerging technologies are under investigation, among them the memristor is a promising one [3]. The memristor is a non-volatile device able to act as both storage and information processing unit that presents many advantages: CMOS process compatibility, lower cost, zero standby power, nanosecond switching speed, great scalability, high density, and non-volatile capability [4], [5]. Thanks to its nature (i.e., computational as well as storage element), the memristor is used in different kinds of applications, such as neuromorphic systems [6], non-volatile memories [7], or computing architecture for data-intensive applications [8].

A fundamental component of any kind of computing architecture is the implementation of Boolean logic functions. In [9], the authors proposed a methodology for the synthesis of Boolean logic functions on a memristor crossbar. Their work showed that it is possible to implement any kind of Boolean function on a memristor crossbar. However, the experimental results have been carried out only on a couple of small circuits owing to the lack of a model with high abstraction level and also to the lack of an automated synthesis framework. In fact, they used a SPICE level model of the memristor crossbar that actually limits the possibility of dealing with realistic Boolean functions and of course the logic synthesis.

As defined in [10], the overall problem of logic synthesis is the one of finding “the best implementation” of a Boolean function. The term “best” corresponds to a trade-off between several metrics such as the area, delay, and power consumption. Today, with the rising of alternative technologies to CMOS, we are facing new challenges for logic synthesis. It is therefore mandatory to well understand the logic gates built on top of emerging technologies and identify the available opportunities. In [11], we presented an automatic tool for mapping a given Boolean function into a memristor crossbar. Thanks to this tool, it is possible to analyze two kinds of logic synthesis (i.e., 2-level and multi-level). In this paper, we extend [11] by considering additional approaches for logic synthesis and present a massive exploration phase. More in detail, the contributions can be summarized as follows:

- We analyze the impact of the different kinds of technology mapping to identify the best one for memristor based crossbars;
- We quantify the circuits implementation w.r.t. area/energy/delay and we made a comparison with a CMOS based implementation;
- The experimental results can be useful as a reference (benchmarking) for comparing future work. Results are published as open access repository [12].

The remainder of the paper is structured as following. Section II presents the state-of-the-art and provides the required background about the memristor based computation. Section III details the proposed memristor and crossbar model as well as the synthesis framework, while Section IV gives the experimental results. Finally, Section V draws the conclusions.

II. BACKGROUND AND STATE-OF-THE-ART

In this section, we provide an overview of the state-of-the-art about memristor-based circuits and the existing automatic synthesis approaches.

A. State-of-the-art overview

Memristors are currently under investigation and used in different types of computing architectures: from analog computation mainly exploited in neuromorphic computing [13], [14], [15], up to

...
digital architectures where the memristors are used to implement Boolean functions.

In [16], the authors described the memristor-based IMPLY logic gate and proposed a methodology for designing it. Then, in [17], the authors presented an approach to synthesize memristor-based combinational logic circuits based on such logic. They proposed an evolutionary algorithm for obtaining a reduced number of working memristors. Also Raghuvanshi et al. considered implication-logic-based memristor circuits in [18]. Indeed, they illustrated new logic synthesis methods which aim at minimizing the number of implication gates, and thus the delay. Furthermore, in [19], the authors addressed the memristor-based stateful logic problems (i.e., sequential voltage activations, result stored by one of the inputs, additional circuit components required) proposing a memristor-only logic family, i.e., memristor-aided logic (MAGIC). The authors of [20] took into account implication-logic-based memristor circuits. They represented Boolean functions as Reduced Ordered Binary Decision Diagrams (ROBDDs) and mapped them to 2-to-1 multiplexers implemented with memristors.

In [21], the authors presented an approach for the synthesis of memristive-based logic circuits using the Majority-Inverter Graphs (MIGs). They proposed optimizations of MIGs to reduce the number of memristive and computational steps in both MAJ-based and IMP-based realizations. Xie et al. in [9] proposed a methodology that led to the synthesis of any kind of Boolean logic function on a memristor crossbar architecture. Afterwards, in [22], they proposed a generic synthesis framework to map logic circuits on memristor crossbars. In particular, it performs the synthesis of both combinational and sequential circuits. The framework takes HDL descriptions as input and generates circuits that can be simulated using electronic circuits simulators (i.e., SPICE). Furthermore, in [23] they illustrated a methodology to map large Boolean logic circuits on a memristor crossbar. Specifically, they presented efficient place-and-route solutions and several optimization layouts for area, delay, and power consumption. They are able to apply their methodology to large logic circuits and to evaluate the performance of the design.

The scope of this work is in the latter category: digital crossbar-array circuits. Solutions proposed in [9], [22], [23] are very useful for the automation of the Physical Synthesis process that appears in [24]). However, since there is no well-defined strategy for optimizing at the best a given Boolean function aiming to have the best memristor-based circuit according to design requirements, a massive and quick exploration phase is still needed. Thus, a higher level of abstraction is needed in order to speed up such process. We intend to investigate Logic Synthesis in order to have a comprehensive view of the optimization opportunities.

Next subsections describe the memristor model that we designed in our work. For this purpose, firstly we have to describe how the memristor is exploited in a crossbar architecture to perform a computation.

B. Memristor model

A memristor is a non-linear electrical component whose electrical resistance is not constant but depends on the history of the charge flowed through the device itself. Since we intend to implement a digital circuit, we refer to the memristor Voltage-Current relation depicted in Figure 1, detailed in [25], as the best solution for modeling the memristor’s behavior (i.e., thanks to the ideal response to a pulse-wave). Thus, as depicted in Figure 1, the voltage applied to the memristor’s terminals does not change its resistance until it crosses a threshold. In the adopted ideal model, the upper and the lower thresholds have the same absolute value.

We resort to the Snider Boolean Logic (SBL) [25] convention whereby a lower resistance (steeper curve denoted as $R_{ON}$) represents a logic ‘0’ while a higher resistance (lower slope curve denoted as $R_{OFF}$) represents a logic ‘1’.

Two basic operations can be performed, defined as SET and RESET. The first one allows to program the memristor to $R_{ON}$ and thus at logic ‘0’, while the second one programs the memristor to $R_{OFF}$ that corresponds to logic ‘1’. The Figure 1 depicts SET and RESET operations as described by Xie et al. in [9].

![Memristor ideal Voltage-Current relation](image)

**Fig. 1: Set and Reset operations [9]**

\[ O = AB + \overline{A}B + A\overline{B} = A\overline{B} \cdot AB \cdot \overline{AB} \]  \hspace{1cm} (1)

The left member of the Equation 1 can be easily manipulated through transformation rules (i.e., De Morgan’s laws). The obtained form (right member of the Equation 1) can be computed by using three Boolean operations: NAND, AND and NOT.

Then, as sketched in Figure 2-a, the FBLC implementation of $1$ is divided in blocks:

- **Input block:** it stores the inputs, in the example A, B and their complements;
- **Minterm block ($\bar{M}$):** it configures and evaluates the minterms, in the example we have three minterms, one per row;
- **AND block:** it stores the results of the minterms and performs the AND between them;
- **Output block:** it stores the results of the AND block and performs the inversion operation to obtain the output value $O$ in our example.

C. Fast Boolean Logic Circuits

Snider proposed in [25] a design methodology to implement Boolean functions on memristor-based crossbars. This design was then improved by Xie et al. in [9]. Let us briefly recall their proposition, by referring to it as Fast Boolean Logic Circuit (FBLC). Let us resort to an example by considering the following Boolean function:

\[ O = AB + \overline{A}B + A\overline{B} = A\overline{B} \cdot AB \cdot \overline{AB} \]  \hspace{1cm} (1)
To drive and control the different blocks a control circuitry is required. All the details can be found in [9].

III. TOWARDS AUTOMATIC CROSSBAR SYNTHESIS

This section presents the synthesis framework and the behavior model of the memristor-based crossbar.

A. XbarGen

XbarGen [11], [12] analyzes the given input function to determine its levels. We refer to a “level” as a subset of the Boolean function having inputs and outputs such that:

- inputs are independent of each other; the inputs of a given level can be either the primary inputs or intermediate values;
- each output depends only on inputs (i.e., there are no intermediate nets); the outputs can be either primary outputs or intermediate values.

Secondly, the framework performs a mapping to one or more crossbars, depending on the number of levels the input function is made of. For each level, inputs, outputs, and related minterms are mapped to a FBLC crossbar, as explained in [9] and briefly reminded in the previous section. When multiple crossbars are produced, they must be connected together in series, according to what was proposed by Snider in [25]. Consequently, the latency (i.e., the computational time) of the circuit grows proportionally to the number of serially connected crossbars.

In this work, we study how different expressions of a Boolean function (i.e., logic synthesis) lead to different FBLC implementations. In turn, this will lead to different trade-offs between performance (i.e., computational time) versus costs (i.e., area and energy consumption). The goal of the exploration is determining the best logic synthesis approach to obtain a Boolean function expression leading to the best FBLC implementation.

IV. EXPERIMENTS AND RESULTS

To the best of our knowledge, this is the first work comparing the effectiveness of existing logic minimization approaches for the synthesis of Boolean functions as memristor-based crossbars. In this section, we provide experimental results showing the impact of minimization approaches in terms of area/energy/delay.

We performed experiments following the flow described in Figure 4. Specifically, given a Boolean function, we employed different logic minimization (i.e., Logic Synthesis) approaches available in the state-of-the-art synthesis tool ABC [26]. In particular, we have run these processes:

- **Collapse**: Collapsing into a two-level form by using the ABC collapse command
- **Collapse-E**: Collapsing into a two-level form by using the ABC collapse command, followed by the two-level minimization by Espresso [27]
- **Collapse-Eso**: Collapsing into a two-level form by using the ABC collapse command, followed by the two-level minimization by Espresso [27] with the -Dso option (single-output minimization)
- **LUTa**: LUT mapping optimized for area by using the ABC command sequence
  
dch; if -a -K K; mfs -W 10; st; dc2; if -a -K K; mfs -W 10
- **LUTd**: LUT mapping optimized for delay by using the ABC command sequence
  
dch; if -K K; mfs -W 10; st; dc2; if -K K; mfs -W 10

Both LUT-mapping scripts were iterated 20-times, for different $K$, $2 \leq K \leq 31$. Also, note that the synthesis with $K = 2$ performed mapping using arbitrary 2-input gates. We adopted such solution since a $K$-LUT can be easily mapped as a crossbar by using XbarGen [11], [12]. The flow is depicted in Figure 3. Then, we employed XbarGen for obtaining statistics: occupied area, delay, and estimated energy consumption (switching activity) [28].

![Fig. 2: FBLC example](image)

![Fig. 3: Synthesis flow using K-input LUTS](image)

We carried out experiments over 102 different combinational circuits from the LGSynth’91 [29], IWLS’93 [30], ISCAS’85 [31], ISCAS’89 [32], ITC’99 [33], EPFL [34], and IWLS 2005 [35] benchmark sets, with up to 452 inputs, 256 outputs, and up to 78 thousands literals. It is worth to mention that some circuits were obtained by extracting the combinational logic of sequential circuits.

We first detail how we compute statistics. Table I reports the three metrics that we used: Area, Delay, and Energy. Area depends on the number of inputs, outputs, and minterms of each level in the Boolean function. These parameters depend on the applied logic synthesis. We do not report absolute values since we do not target any specific memristor technology. Therefore, the Area is measured as “units”, where each unit corresponds to the size of a memristor. The Delay depends on the number of steps ($N_{Steps}$) required to evaluate the Boolean function implementation. In the case of a single crossbar implementation, it corresponds to 7 (see Section II). The absolute time is related to the memristor technology and it is expressed as $t_M$: the time required to change the status of a single memristor. $T_C$ is thus the absolute time required to obtain the output values for a single crossbar. Finally, in
the case of several crossbars, the overall Delay time is computed as $T_C$ multiplied by $N_C$. Again, the number of crossbars is provided by the logic synthesis. The last metric is the Energy. As for previous ones, it is related to the number of memristors used for implementing the given Boolean function. To quantify the energy consumption, we do not perform any simulations, we simply apply the methodology described in [28] allowing to estimate the average case (i.e., the average energy consumption).

The black dot always refers to the “Collapse” solution (i.e., the two-level synthesis). Last information about the charts is related to the fact that each dot (blue, red and black) corresponds to the average of the metrics extracted by synthesizing and mapping to the FBLC all 102 circuits (i.e., the overall number of syntheses is thus 3,366).

A. Area Vs. Delay

Figure 6 reports the trade-off between Area and Delay. First of all, it is clear from the results that the applied logic synthesis has a huge impact on the resulting circuit. Indeed, by using K-LUT mapping with $K = 11$ we obtained the best area. Increasing the K value makes the area larger while the delay drops. By collapsing the design to 2 levels, the best delay is obtained, but also the larger area. In this sense, we find the well-known area-delay trade-off characterizing the standard CMOS digital circuits. On the contrary, for K-LUT mappings with $K < 11$, both area and timing increase/decrease at the same time, thus not following the area-delay trade-off.

B. Energy Vs. Area

Figure 7 reports the relation between Energy and Area. First of all, the Collapse logic synthesis appears not to be the ideal solution. On the other hand, the LUT based synthesis with $K = 11$ provides one order of magnitude less energy consumption than the Collapse solution, with also smaller Area. For $K > 11$, both area and energy increase. This is expected, since bigger circuits usually consume more energy. On the contrary, for $K < 11$, energy consumption stays roughly constant around $10^3$ while area changes in the range $10^5 - 10^6$.

C. Energy Vs. Delay

Figure 8 reports the relation between Energy and Delay. This chart is qualitatively similar to Figure 7 (i.e., for $K < 11$, energy consumption stays roughly constant and for $K > 11$, it increases while the delay decreases). Again, this was expected, since Delay

---

**TABLE I: Legend**

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Expressed as</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_{ij}$</td>
<td>Whether the $i$-th minterm is in the $j$-th level (Boolean)</td>
<td>Given by Logic Synthesis</td>
</tr>
<tr>
<td>$N_{in}(l_j)$</td>
<td>Num. of input for the $j$-th level</td>
<td>Given by Logic Synthesis</td>
</tr>
<tr>
<td>$N_{out}(l_j)$</td>
<td>Num. of output for the $j$-th level</td>
<td>Given by Logic Synthesis</td>
</tr>
<tr>
<td>Area</td>
<td>Total area</td>
<td>$\sum_{j} \left{ 2 * N_{in}(l_j) + 2 * N_{out}(l_j) + \left(1 + \sum_{i} (p_{ij}) + N_{out}(l_j) \right) \right}$</td>
</tr>
<tr>
<td>$t_M$</td>
<td>Memristor switching time</td>
<td>Given from technological characterization</td>
</tr>
<tr>
<td>$N_{Steps}$</td>
<td>Num. of steps of a Crossbar computation</td>
<td>Given by the architecture (equal to 7)</td>
</tr>
<tr>
<td>$T_C$</td>
<td>“Latency” of a single Crossbar</td>
<td>$t_M * N_{Steps}$</td>
</tr>
<tr>
<td>$N_C$</td>
<td>Num. of Crossbar in the circuit</td>
<td>Given by Logic Synthesis</td>
</tr>
<tr>
<td>Delay</td>
<td>Needed Cycles to complete while computation</td>
<td>$T_C * N_C$</td>
</tr>
<tr>
<td>Energy</td>
<td>Computed as the worst case of memristors switching activity</td>
<td>Given from XbarGen, details available in [28]</td>
</tr>
</tbody>
</table>
D. Comparison with CMOS

Finally, Figure 9 wants to give an idea of the obtained results w.r.t. the CMOS counterpart, in terms of area and area-delay product. CMOS implementations were obtained by synthesizing the circuits with a standard 45nm 2-input gate library [36]. To achieve a meaningful comparison, we needed technological parameter for the memristors: we used the following parameters, according to [37], $3\text{nm} \times 3\text{nm}$ cell-size and 1 ns switching delay. As shown in the figure, the memristor implementations outperform the CMOS in terms of area. Furthermore, also in terms of area-delay product, we observe a similar result. Finally, since we did not model the system level, we do not compare memristor and CMOS implementations w.r.t. energy consumption and delay. Indeed, both should be measured while taking into account also data movement, which strictly depends on the system level.

V. CONCLUSION

The memristor is one of the most promising technologies which are able to deal with the CMOS limitations. In particular, since the memristor is inherently able to behave also as a non-volatile device, it allows overcoming the bottleneck of the data transfer to the computational unit and back to storage elements. The research community is facing the synthesis of Boolean functions by utilizing memristor-based crossbars. In order to speed up the exploration of new memristor-based crossbar architectures, our proposition is to move the analysis to a higher level (i.e., Behavioral).

The main goal was the analysis of the well-known logic optimization techniques such as the 2-level and the multi-level optimizations. Moreover, we also identified the best technology mapping process to further improve the optimization of logic synthesis for memristor-based crossbars. To achieve these results, we presented a Synthesis framework flow to explore the optimization process targeting a memristor-based architecture (i.e., FBLC). In the first phase, we applied Logic Synthesis to obtain a two-level (Collapse) or a LUT based implementation. Then, we map the results of Logic synthesis in memristor crossbar(s) and we quantified the final implementation by using Area, Delay and Energy as metrics. The above framework has been applied to a set of 102 benchmarks leading to 3,366 different implementations.

Results prove that $K$-LUT optimization approach provides the best results when considering Area/Energy/Delay as metrics. Finally, we believe that all the presented results, tool and HDL model can be considered as a valid benchmark set for comparing future work. For this purpose, it is possible to download all the presented material in [12].
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### Optimizations

<table>
<thead>
<tr>
<th>K-LUT opt area</th>
<th>K-LUT opt delay</th>
<th>CMOS opt area</th>
<th>CMOS opt delay</th>
<th>2-level collapse</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 9:** Comparison w.r.t. CMOS in terms of average area and average area-delay product
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