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ABSTRACT

Graph data management and querying has many practical appli-
cations. When graphs are very heterogeneous and/or users are
unfamiliar with their structure, they may need to find how two or

more groups of nodes are connected in a graph, even when users are
not able to describe the connections. This is only partially supported
by existing query languages, which allow searching for paths, but
not for trees connecting three or more node groups. The latter is re-
lated to the NP-hard Group Steiner Tree problem, and has been
previously considered for keyword search in databases.

In this work, we formally show how to integrate connecting tree
patterns (CTPs, in short) within a graph query language such as
SPARQL or Cypher, leading to an Extended Query Language (or EQL,
in short). We then study a set of algorithms for evaluating CTPs;
we generalize prior keyword search work, most importantly by
(𝑖) considering bidirectional edge traversal and (𝑖𝑖) allowing users
to select any score function for ranking CTP results. To cope with
very large search spaces, we propose an efficient pruning technique
and formally establish a large set of cases where our algorithm,
MoLESP, is complete even with pruning. Our experiments validate
the performance of our CTP and EQL evaluation algorithms on a
large set of synthetic and real-world workloads.

1 INTRODUCTION

Graph databases are increasingly adopted in a wide range of ap-
plications spanning from social network analysis to scientific data
exploration, the financial industry, and many more. To query RDF
graphs, one can use the W3C’s standard SPARQL [13] query lan-
guage; for property graphs, Cypher [35] is among the best known.
An interesting but challenging query language feature is reacha-
bility: a SPARQL 1.1 query can check, e.g., if there are some paths
along which Mr. Shady deposits funds into a given bank ABC. Such
queries are important in investigative journalism applications [5],
in the fight against money laundering, etc. SPARQL allows checking
for the existence of a path, but does not return the matching paths
to users. In contrast, a Cypher query may also return the paths
between two given sets of nodes.

Unfortunately, none of these languages support finding trees,
connecting three (or more) sets of nodes, while the latter can be
very useful. For instance, when investigating ill-acquired wealth,
one may want to find “all connections between Mr. Shady, bank
company ABC, and the tax office of the DEF republic”: an answer
to this query is a tree, connecting three nodes corresponding to the
person, bank, and tax office, respectively.

Searching for connections among𝑚 sets of nodes is closely re-
lated to the Group Steiner Tree Problem (GSTP), which asks for the
least-cost, e.g., fewest-edges, tree; the problem is NP-hard. The data-
base literature has studied many variants of this problem under the
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name of keyword search in databases, for e.g., [1, 4, 10, 12, 16, 26, 30,
39, 40, 44]. To cope with the high complexity, existing algorithms
(𝑖) consider a fixed cost function and leverage its properties to limit
the search, (𝑖𝑖) propose approximate solutions, within a known dis-
tance from the optimum, and/or (𝑖𝑖𝑖) implement heuristics without
guarantees but which have performed well on some problems.
Requirements Our recent collaborations with investigative jour-
nalists [5, 6] lead to identifying the following set of needs. First, (R1)
graph query languages should allow returning trees that connect𝑚

node sets, for some integer𝑚 ≥ 2; (R2) it must be possible to search
for connecting trees orthogonally to (or, in conjunction with any)

score functions used to compare and rank the trees. This is because
different graphs and applications are best served by different scores,
and when exploring a graph, journalists need to experiment with
several before they find interesting patterns. For instance, in the
example above, if Mr. Shady is a citizen of DEF and ABC has offices
there, the smallest solution connects them through the DEF coun-
try node; however, this is not interesting to journalists. Instead, a
connection through three ABC accounts, sending money from DEF
to Mr. Shady in country GHI, is likely much more interesting. An
orthogonal requirement is (R3) to treat graphs as undirected when

searching for trees. For instance, the graph may contain “Mr. Shady
hasAccount−−−−−−−−−→ acct1”, or, just as likely, “acct1

belongsTo
−−−−−−−−→ Mr. Shady”.

We cannot afford to miss a connecting tree because we “expected”
an edge in a direction and it happens to be in the opposite direction.
Further, (R4) all answers need to be found (within a time and/or

space budget) for several reasons: (𝑖) continuity with the seman-
tics of standard graph query languages, that also return all results
(unless users explicitly LIMIT the result size); (𝑖𝑖) to remain indepen-
dent of, and thus orthogonal to, the cost function (recall (R2)); and,
(𝑖𝑖𝑖) for practical reasons, given the problem complexity, which is
further exacerbated by (R3), and renders complete search on large
graphs unfeasible. Finally, (R5) the extended queries should be effi-

ciently executed, even when graphs are highly heterogeneous, as in
investigative journalism scenarios, where text, structured, and/or
semistructured sources are integrated together.
Contributions To address the above requirements, we make the
following contributions:

(1) We formally define an Extended Query Language (EQL, in

short), which combines together Basic Graph Pattern (or conjunc-
tive) queries at the core of both SPARQL and Cypher, and Connect-
ing Tree Patterns (CTPs, in short). A CTP allows searching for trees
that connect𝑚 groups of nodes, for𝑚 ≥ 2. BGPs and CTPs can
be freely joined. This addresses requirements (R1), (R2), and also
(R3), since our CTP semantics returns trees regardless of the edge
directions (Section 2).

(2)We provide a scalable EQL query evaluation strategy, which
leverages existing algorithms for the well-studied problem of eval-
uating conjunctive queries, contributing to (R5) (Section 3).
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Figure 1: Sample data graph.

(3) For CTP evaluation, we study a set of baseline algorithms,
and explain that their performance suffers due to repeated (wasted)
work and/or the need to minimize the trees they find; GAM [6]
algorithm is more efficient, but it does not scale in all cases. We
introduce a powerful Edge Set Pruning (ESP) technique, which signif-
icantly speeds up the execution, but can lead to incompleteness. We
then bring two orthogonal modifications which, combined, lead to
ourMoLESP algorithm, for which we formally establish complete-

ness for𝑚 ∈ {2, 3}, which are most frequent, as well as for a large
class of results for arbitrarily large𝑚. This addresses requirement
(R4) and contributes to (R5) (Section 4).

(4)We experimentally show that: (𝑖) baseline algorithms inspired
from breadth-first search are unfeasible even for small graphs;
(𝑖𝑖) the optimizations we bring here over the GAM algorithm [6]
strongly reduce the search time; (𝑖𝑖𝑖) integrating our MoLESP al-
gorithm with a simple conjunctive graph query engine allows to
efficiently evaluate queries in our extended language (Section 5).

2 EXTENDED QUERY LANGUAGE (EQL)

Definition 2.1 (Graph). A graph G(N, E) consists of a set of nodes
N and a set of edges E ⊆ N × N. Each node 𝑛 ∈ N carries a label
𝑙 (𝑛) from a label set L, which includes the empty label 𝜖 . Similarly,
each edge 𝑒 ∈ E has a label 𝑙 (𝑒) ∈ L.

The two main graph data models are RDF graphs, and property
graphs (PGs). To illustrate, in the following, we will rely on RDF
graphs; our work can be transposed with only surface changes to
PGs. Figure 1 introduces a sample graph, assigning an integer ID
and label to each node and edge. We will refer to nodes as 𝑛1, 𝑛2,
etc., e.g.,𝑛1 is the node whose ID is 1 and label is OrgB, and similarly
to edges as 𝑒1, 𝑒2, etc. Labels of literal nodes, e.g., 𝑛11, are enclosed
in quotes; the other nodes are URIs.
Node and edge propertiesGraph nodes and edges may have other
properties beyond labels; for instance, an RDF node may have 0 or
more types. In our example, types are shown in parentheses under
the nodes. In a PG, nodes and edges can have multiple properties.
We denote by P the set of all properties that nodes and edges may
have; each property 𝑝 ∈ P is a function 𝑝 that, given a node 𝑛
(or edge 𝑒), returns 𝑝 (𝑛), the value of property 𝑝 on node 𝑛 (and
similarly for 𝑒). Without loss of generality, we consider that 𝑙 :N→L
belongs to P, that is, the label is a node and/or edge property.

Let V be a set of variable names, to be used in queries. Let
Ω = {=, <, ≤,∼} be a set of comparison operators, where ∼ denotes
pattern matching such as SQL’s like operator. They are used to
express predicates over nodes and/or edges, as follows:

Definition 2.2 (Predicate). A condition over a variable 𝑣 ∈V is of
the form 𝑝 (𝑣) 𝑜𝑝 𝑐 where 𝑝 ∈ P, 𝑜𝑝 ∈ Ω and 𝑐 is a constant such
that the operator 𝑜𝑝 is well-defined on any value of property 𝑝

together with 𝑐 . A predicate over 𝑣 is a conjunction of conditions
over 𝑣 . An empty predicate (no conditions) over 𝑣 is simply 𝑣 .

A node 𝑛 ∈ N (or edge 𝑒 ∈ E) satisfies the predicate if and only
if, in every condition of the predicate, replacing 𝑣 with 𝑛 (respec-
tively, 𝑒) and evaluating 𝑜𝑝 yields true. For instance, 𝑙 (𝑣)∼"*lice" ∧
𝜏 (𝑣)=𝜏entrepreneur is a predicate consisting of two conditions, one on
the label (which must end in the string “lice”) and one on the type,
which must be entrepreneur. This predicate is true on the node
𝑛3 in our example, and false on the other nodes and edges. Any
node or edge satisfies the empty predicate. For readability, when
a predicate consists of exactly an equality between a node or edge

label and a constant, we simply use the constant to denote the predi-

cate, thus, 𝑙 (𝑣) = "Alice" can be simply written "Alice", when this is
unambiguous. However, each predicate always involves exactly one

variable (𝑣 in our example), even when the short syntax hides it. We
will revert to the longer syntax when we need to make the variable
explicit, e.g., use it several times in the query.

Definition 2.3 (Edge Pattern). An edge pattern is a triple (𝑝1, 𝑝2, 𝑝3)
of three predicates: 𝑝1 holds over the source node of an edge, 𝑝2
over the edge itself, and 𝑝3 over the target node.

For instance, (𝑙 (𝑠)="Alice", 𝑙 (𝑒)="citizenOf", 𝑑) states that the
source node 𝑠 is labeled "Alice" and the edge 𝑒 is labeled "citizenOf".
The third predicate is a variable. With the above simplification, we
can also write this pattern as ("Alice", "citizenOf", 𝑑).

A core construct of graph query languages is:

Definition 2.4 (Basic Graph Pattern). A Basic Graph Pattern (BGP)
𝑏 is a set of edge patterns that are connected in the following sense.
If the BGP contains at least 2 edge patterns, each pattern must have
a common variable with another edge pattern.

A sample BGP𝑏1 is: {(𝑥, "citizenOf", "USA"), (𝑥, "founded", "OrgB")}.

Definition 2.5 (CT Pattern). A connecting tree pattern (CTP, in
short) is a tuple of the form:𝑔 = (𝑔1, 𝑔2, . . . , 𝑔𝑚, 𝑣𝑚+1) where each𝑔𝑖 ,
1≤𝑖≤𝑚 is a predicate and 𝑣𝑚+1 is a variable. All variables occurring
in 𝑔1, . . . , 𝑔𝑚, 𝑣𝑚+1 are pairwise distinct.

CTPs are used to find connections among nodes, as follows.
When replacing each 𝑔𝑖 with a graph node, 𝑣𝑚+1 is bound to a
subtree of G, having these nodes as leaves (we formalize this below).
To visually distinguish BGPs from CTPs, we always underline the
last variable of a CTP.

Definition 2.6 (Core query). A core query𝑄 has a head and a body.
The body is a set of 𝑘 BGPs, 𝑘 ≥ 0, and 𝑙 CTPs, 𝑙 ≥ 0, such that
𝑘 + 𝑙 > 0, and each underlined (last) variable from a CTP appears
exactly once in 𝑄 . The head is a subset of the body variables.

An example core query, 𝑄1, consists of 3 BGPs and a CTP:
(𝑥,𝑦, 𝑧,𝑤):- (𝜏 (𝑥) = 𝜏entrepreneur, "citizenOf", "USA")

𝑄1 (𝜏 (𝑦) = 𝜏entrepreneur, "citizenOf", "France"),
(𝜏 (𝑧) = 𝜏politician, "citizenOf", "France"), (𝑥,𝑦, 𝑧,𝑤)
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𝑄1 asks: “What are the connections𝑤 between some American
entrepreneur 𝑥 , some French entrepreneur 𝑦, and some French
politician 𝑧?” We denote the CTP of this query by 𝑔1. To define core
query semantics, our first notion is:
Definition 2.7 (BGP embedding). Given a BGP 𝑏 = {𝑡1, . . . , 𝑡𝑘 }, an
embedding of 𝑏 into G is a function 𝜙 , associating to each variable
𝑣 in 𝑏, a node 𝑛 ∈ N or an edge 𝑒 ∈ E, such that (𝑖) 𝜙 (𝑣) satisfies all
the predicates on 𝑣 in 𝑏; and (𝑖𝑖) for every edge pattern (𝑠, 𝑒, 𝑑) in 𝑏,
the edge 𝜙 (𝑒) ∈ E goes from 𝜙 (𝑠) to 𝜙 (𝑑).

A sample embedding 𝜙 for the first BGP of 𝑄1 maps 𝑥 to 𝑛4,
"USA" to 𝑛10, "citizenOf" to 𝑒6, etc.

Next, we define:
Definition 2.8 (Set-based CTP result). Let 𝑔 = (𝑔1, . . . , 𝑔𝑚, 𝑣𝑚+1)
be a CTP pattern and 𝑆1, . . . , 𝑆𝑚 be sets of G nodes, called seed

sets, such that every node in 𝑆𝑖 satisfies 𝑔𝑖 , for 1≤𝑖≤𝑚. The result
of 𝑔 based on 𝑆1, . . . , 𝑆𝑚 , denoted 𝑔(𝑆1, . . . , 𝑆𝑚), is the set of all
(𝑠1, . . . , 𝑠𝑚, 𝑡) tuples such that 𝑠1∈ 𝑆1, . . ., 𝑠𝑚∈ 𝑆𝑚 and 𝑡 is aminimal

subtree of G containing the nodes 𝑠1, . . . , 𝑠𝑚 . By minimal, we mean
that (𝑖) removing any edge from 𝑡 disconnects it and/or removes
some 𝑠𝑖 from 𝑡 , and (𝑖𝑖) 𝑡 contains only one node from each 𝑆𝑖 .

In our sample graph, let 𝑆1 = {𝑛2, 𝑛4} (US entrepreneurs), 𝑆2 =
{𝑛3, 𝑛6} (French entrepreneurs), and 𝑆3 = {𝑛9} (French politicians).
Then, 𝑔1 (𝑆1, 𝑆2, 𝑆3) includes (𝑛4, 𝑛6, 𝑛9, 𝑡𝛼 ) where the tree 𝑡𝛼 con-
sists of the edges 𝑛4

𝑒10−−→ 𝑛7
𝑒9←−− 𝑛6

𝑒11←−− 𝑛9, also denoted by
{𝑒10, 𝑒9, 𝑒11} for brevity. Another result of this CTP is (𝑛2, 𝑛3, 𝑛9, 𝑡𝛽 ),
with 𝑡𝛽 = {𝑒1, 𝑒2, 𝑒17, 𝑒16}. This result is only possible because
Def. 2.8 allows trees to span over G edges regardless of the edge
direction. Had it required directed trees, 𝑡𝛽 would not qualify, since
none of its nodes can reach the others through unidirectional paths.

The above definition allows arbitrary seed sets, in particular, an
𝑆𝑖 can be N, the set of all graph nodes. We adjust Def. 2.8 to allow
a connecting tree to have any number of nodes from those seed sets

equal to N (otherwise, only 1-node trees would appear in results).
Difference wrt path-based semantics Consider a simple CTP
𝑔′ = (𝑣1, 𝑣2, 𝑣3) and two seed sets 𝑆1, 𝑆2. 𝑔′ (𝑆1, 𝑆2) may differ from

the set of all paths between an 𝑆1 node and an 𝑆2 node: for instance,
a path going from 𝑠1∈ 𝑆1 through 𝑠′1∈ 𝑆1 to 𝑠2∈ 𝑆2 cannot appear in
𝑔′ (𝑆1, 𝑆2), because of our minimality condition (𝑖𝑖), requiring direct
connections between seeds from different sets. Further, consider a
CTP 𝑔′′ = (𝑣1, 𝑣2, 𝑣3, 𝑣4) and some seed sets 𝑆1, 𝑆2, 𝑆3. One may try
to compute 𝑔′′ (𝑆1, 𝑆2, 𝑆3) by a three-way join of the paths from a
common root node 𝑟 , to a node from 𝑆1, one from 𝑆2 and one from
𝑆3; we call this approach path stitching. The results may differ
even more: (𝑖) for each tree of 𝑛 nodes that appears in 𝑔′′ (𝑆1, 𝑆2, 𝑆3),
the three-way join produces𝑛 results, that need deduplication; (𝑖𝑖) if
a path from 𝑟 to 𝑠1 has common nodes or even common edges with
a path from 𝑟 to 𝑠2 and/or the one from 𝑟 to 𝑠3, the join of these
paths is not a tree, thus it cannot appear in a CTP result. This is why
in this work, we compute CTP results directly (not via stitching).

Note that a CTP can have a very large number of results, as
illustrated by the graph in Figure 2. A CTP (1, 𝑁 + 1, 𝑣3), asking
for all the connections between the end nodes, has 2𝑁 solutions,
or 2 |𝐸 |/2, which grows exponentially in |𝐸 |, the number of graph
edges. This is why complete CTP result computation may be

unfeasible in some cases, and we will include in our language
CTP filters for limiting the CTP result computation effort.
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Figure 2: Sample “chain” graph.

We call simple variable in a query a variable that does not occur
in the last position in a CTP. For a core query 𝑄 , we define:

Definition 2.9 (Simple embedding). A simple embedding of 𝑄 in
G is a function 𝜙 mapping each simple variable into a G node or
edge, such that:

(1) The restriction of 𝜙 to each BGP pattern 𝑏 of 𝑄 is an em-
bedding of 𝑏 into G (Def. 2.7);

(2) For each query CTP of the form 𝑔 = (𝑔1, . . . , 𝑔𝑚, 𝑣𝑚+1),
such that the simple variable in the predicate 𝑔𝑖 , for 1≤𝑖≤𝑚,
is 𝑣𝑖 , 𝜙 maps each 𝑣𝑖 into a G node satisfying 𝑔𝑖 .

Definition 2.10 (Core query result). Let 𝑄 be a core query having
the head variables𝑢1, . . . , 𝑢𝑛 , and the simple variables 𝑣1, . . . , 𝑣𝑝 . Let
Φ be the set of all (𝜙 (𝑣1), . . . , 𝜙 (𝑣𝑝 )) tuples for any simple embed-
ding𝜙 of𝑄 inG. For each CTP𝑔 𝑗 in𝑄 of the form (𝑔1, . . . , 𝑔𝑚, 𝑣𝑚+1),
let 𝑣 𝑗

𝑖
be the simple variable in 𝑔𝑖 , 1≤𝑖≤𝑚. We define the 𝑖-th seed

set of 𝑔 𝑗 , denoted 𝑆 𝑗
𝑖
, as 𝜋

𝑣
𝑗

𝑖

(Φ), that is: all the nodes to which 𝑣 𝑗
𝑖
is

bound in Φ. The result of 𝑄 is:
𝑄 (G) = 𝜋𝑢1,...,𝑢𝑛 (Φ ⊲⊳ 𝑔1 (𝑆11 , . . . , 𝑆

1
𝑚1 ) ⊲⊳ . . . ⊲⊳ 𝑔

𝑙 (𝑆𝑙1, . . . , 𝑆
𝑙
𝑚𝑙
))

where 𝑔1, . . . , 𝑔𝑙 are the CTPs of 𝑄 , having respectively𝑚 𝑗 simple
variables, 1≤ 𝑗≤𝑙 , 𝑔 𝑗 (𝑆 𝑗1 , . . . , 𝑆

𝑗
𝑚 𝑗
) is the set-based CTP result of 𝑔 𝑗

(Def. 2.8) on its seed sets derived from Φ, and ⊲⊳ denotes the natural
join on all the simple variables.

CTP filters A set of orthogonal language extensions, which allow
to filter (restrict) set based CTP results, are also provided.

The keyword UNI after a CTP indicates that only unidirectional

trees are sought, that is: a tree 𝑡 , as in Def. 2.8, must have a root
node, from which a directed path goes to each seed node in 𝑡 .

Adding LABEL and a set of labels {𝑙1, 𝑙2, . . . , 𝑙𝑘 } after a CTP in-
dicates that the edges in any result of that CTP must have labels
from the given set.

Adding MAX 𝑛 after a CTP indicates that only trees of at most 𝑛
edges are sought.

A score function 𝜎 can be used to assign to each tree in a CTP
result a real number 𝜎 (𝑡) (the higher, the better). Specifying (for
a given CTP or for the whole query) SCORE 𝜎 [TOP 𝑘] means that
the results of each CTPs must be scored using 𝜎 , and the scores
included in the query result. The optional TOP 𝑘 allows to restrict
the CTP result to those having the 𝑘-highest 𝜎 scores.

Finally, a practical way to limit the evaluation of a CTP (recall the
example on Figure 2) is to specify a timeout 𝑇 (maximum allowed
evaluation time); for simplicity, we consider the same 𝑇 is allotted
to each CTP in a query.

Definition 2.11 (Query). A query consists of a core query, together
with 0 or more filters for each CTP.

The semantics of a query is easily derived from that of a core
query (Def. 2.10), by filtering set-based CTP results accordingly.
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3 QUERY EVALUATION STRATEGY

An EQL query consists of a set of BGPs and a set of CTPs. Our
evaluation strategy consists of the following steps:
(A) Evaluate each BGP 𝑏𝑖 , that is, compute all embeddings of its
variables, and materialize them in a table 𝐵𝑖 .
(B) For each CTP 𝑔 𝑗 of the query, of the form (𝑔 𝑗1, . . . , 𝑔

𝑗
𝑚 𝑗

, 𝑣
𝑗

𝑚 𝑗+1):

(1) For 1 ≤ 𝑖 ≤ 𝑚 𝑗 , where 𝑣
𝑗
𝑖
is the variable in 𝑔 𝑗

𝑖
, compute the

seed set 𝑆 𝑗
𝑖
as follows.

• If 𝑣 𝑗
𝑖
appears also in one of the 𝐵𝑖 , take 𝑆

𝑗
𝑖
to be 𝜋

𝑣
𝑗

𝑖

(𝐵𝑖 )

(all the nodes to which 𝑣
𝑗
𝑖
has been bound). Further, if

𝑔
𝑗
𝑖
is not an empty predicate, restrict 𝑆 𝑗

𝑖
to only those

nodes that also satisfy 𝑔 𝑗
𝑖
.

• Otherwise, we obtain 𝑆
𝑗
𝑖
by restricting N (the graph’s

nodes set) to those that match 𝑔 𝑗
𝑖
.

(2) Compute 𝐹 𝑗 (𝑔 𝑗 (𝑆 𝑗1 , . . . , 𝑆
𝑗
𝑚 𝑗
)), where 𝐹 𝑗 (·) applies all the

CTP filters that may be attached to 𝑔 𝑗 . In practice, we actu-
ally push the filters in the CTP evaluation. Thus, we use the
notation 𝑔 𝑗 (𝑆 𝑗1 , . . . , 𝑆

𝑗
𝑚 𝑗

, 𝐹 𝑗 ) to denote the set-based result of
𝑔 𝑗 given its seed sets and filters, and store it in a table 𝐶𝑇𝑃 𝑗 .

(C) Compute the query result as a projection on the head variables,
over the natural join of the 𝐵𝑖 and 𝐶𝑇𝑃 𝑗 tables.

All the above steps but (B) can be implemented by leveraging an
existing conjunctive graph query engine. Thus, in the sequel, we
focus on efficiently computing set-based CTP results.

4 COMPUTING SET-BASED CTP RESULTS

To compute 𝑔(𝑆1, . . . , 𝑆𝑚, 𝐹 ), we must find all the minimal subtrees
of G = (N, E) containing exactly one node (or seed) from each 𝑆𝑖 ,
also taking into account the filters 𝐹 . Since 𝐹 is optional, we first
discuss how to compute CTP results without any filter (Section 4.1
to 4.7), before discussing pushing filters (Section 4.8).
Observation 1. Let us call leaf any node in a tree that is adjacent
to exactly one edge. It is easy to see that in each CTP result, every

leaf node is a seed. (Otherwise, the leaf could be removed while
still preserving an answer, which contradicts the minimality of the
result.) Clearly, the converse does not hold: in a result, some seeds
may be internal nodes. We denote by sat(𝑡) the node sets from
which 𝑡 has a seed.
Observation 2. As stated in Section 2, we may be only computing
partial CTP results. In such cases, it is reasonable to return at least

the smallest-size results, given that tree size (smaller is better) is
an ingredient of many score functions (see Section 6), and small
results are easy to understand. However, we do not assume “smaller
is always better”: that is for the score function 𝜎 to decide. Nor do
we require users to specify a maximum result size, which may be
hard for them to guess. Rather, we consider algorithms that find as
many results as possible, as fast as possible, also taking into account
the CTP filters, which may limit the search.
Seed set size Most of our discussion assumes that no seed set is N,
and that they all fit easily in memory. We briefly discuss how the
contrary situations could be handled, in Section 4.9.

4.1 Simple Breadth-First algorithm (BFT)

The first algorithmwe consider finds the tree results in breadth-first
fashion, thus we call it BFT. It starts by creating a first generation of
trees𝑇0, containing a one-node tree, denoted Init (𝑛), for each seed
node 𝑛 ∈ 𝑆1 ∪ . . . ∪ 𝑆𝑚 . Then, from each generation𝑇𝑖 , it builds the
trees 𝑇𝑖+1, by “growing” each tree 𝑡 in 𝑇𝑖 , successively, with every
edge (𝑛, 𝑛′) adjacent to one of its nodes 𝑛 ∈ 𝑡 , such that:

• (Grow1): 𝑛′ is not already in 𝑡 , and
• (Grow2): 𝑛′ is not a seed from a set 𝑆 𝑗 ∈ sat(𝑡).

Condition (Grow1) ensures we only build trees. (Grow2) en-
forces the CTP result minimality condition (𝑖𝑖) (Def. 2.8). As trees
grow from their original seed, they can include more seeds. When a
tree has a seed from each set, it must be minimized, by removing all
edges that do not lead to a seed, before reporting it in the result. For
instance, with the seed sets {𝑛2} and {𝑛4} on the graph in Figure 1,
starting from 𝑛2, BFT may build {𝑒5, 𝑒4}, then {𝑒5, 𝑒4, 𝑒6} before
realizing that 𝑒4 is useless, and removing it through minimization.
Minimization slows BFT down, as we experimentally show in Sec-
tion 5.4.1. BFT can build a tree in multiple ways; to avoid duplicate
work, any tree built during the search must be stored, and each
new tree is checked against this memory of the search.

It is easy to see that BFT is complete, i.e., given enough time
and memory, it finds all CTP results.

4.2 GAM algorithm

The GAM (Grow and Aggressive Merge) algorithm has been intro-
duced recently [6], reusing some ideas from [16]. Unlike BFT that
views a tree as a set of edges, GAM distinguishes one root node in

each tree it builds. The algorithm uses a priority queue where Grow
opportunities are inserted, as (tree, edge) pairs such that the tree
could grow from its root with that edge.

GAM also starts from the set of Init trees built from the seed sets.
Next, it inserts in the priority queue all (𝑡, 𝑒) pairs for some Init
tree 𝑡 and edge 𝑒 adjacent to the root (only node) of 𝑡 , satisfying the
conditions (Grow1) and (Grow2) introduced in Section 4.1. GAM
then repeats the following, until no new trees can be built, or a
time-out is reached:

(1) (Grow): Pop a highest-priority (𝑡, 𝑒) pair from the priority
queue, where 𝑒 = (𝑡 .𝑟𝑜𝑜𝑡, 𝑛′), and build the tree 𝑡𝑖 having
all edges of 𝑡 as well as 𝑒 , and rooted in 𝑛′.

(2) (Merge): For any tree 𝑡𝑖𝑖 already built, such that:
• (Merge1): 𝑡𝑖𝑖 has the same root as 𝑡𝑖 , and no other

node in common with 𝑡𝑖 ; and
• (Merge2): sat(𝑡𝑖 )∩ sat(𝑡𝑖𝑖 )= ∅,

take the following steps:
(a) Create 𝑡𝑖𝑖𝑖 , a tree having the edges of 𝑡𝑖 and those of

𝑡𝑖𝑖 , and the same root as 𝑡𝑖 and 𝑡𝑖𝑖 ;
(b) ImmediatelyMerge 𝑡𝑖𝑖𝑖 with all qualifying trees (see

conditions Merge1, Merge2), and again merge the
resulting trees etc., until no more Merge are possible;

(3) For each tree 𝑡𝑖𝑣 created via Grow orMerge as above: (𝑖) if
𝑡𝑖𝑣 has a seed from each set, report it as a result; (𝑖𝑖) other-
wise, push in the priority queue all (𝑡𝑖𝑣, 𝑒𝑖𝑣) pairs such that
𝑒𝑖𝑣 is adjacent to the (only) root node of 𝑡𝑖𝑣 , satisfying the
conditions (Grow1) and (Grow2).

Property 1 (GAM completeness). The GAM algorithm is complete.
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Property 2 (GAM result minimality). By construction, each result
tree built by GAM is minimal (in the sense of Def. 2.8).

Thus, GAM does not need to minimize the results it finds.

Search space exploration order Unlike BFT, GAM does not build
trees in the strictly increasing order of their size; Merge may build
quite large trees before some other, smaller trees. The order in
which GAM enumerates trees is determined, first, by the priority
of the queue which holds (𝑡, 𝑒) entries, and second, by the available
Merge opportunities. In this work, to remain compatible with

any score function, we study search algorithms regardless of

(orthogonally to) the search order.

Like BFT, GAM may also build a tree in multiple ways. Formally:

Definition 4.1 (Tree with provenance). A tree with provenance (or
provenance, in short) is a formula of one of the forms shown below,
together with one node called the provenance root:

(1) Init (𝑛) where 𝑛 is a seed; the root of such a provenance is
𝑛 itself;

(2) Grow (𝑡, 𝑒) where 𝑡 is a provenance, its root is 𝑛0, 𝑒 is an
edge going from 𝑛0 to 𝑛1 and 𝑛1 does not appear in 𝑡 ; in
this case, 𝑛1 is the root of the Grow provenance;

(3) Merge (𝑡1, 𝑡2), where 𝑡1 and 𝑡2 are provenances, rooted in
𝑛1=𝑛2; in this case, 𝑛1 is the root of theMerge provenance.

We call rooted tree a set of edges that, together, form a tree,
together with one distinguished root node. GAM may build several
provenances for the same rooted tree, e.g.,Merge (Merge (𝑡1, 𝑡2),𝑡3)
andMerge (𝑡2,Merge (𝑡1, 𝑡3)), for some trees 𝑡1, 𝑡2, 𝑡3. The interest of
a tree as part of a possible result does not depend on its provenance.
Therefore, GAM discards all but the first provenance built for

a given rooted tree.

4.3 BFT variants withMerge

The Merge operation can also be injected in the BFT algorithm
to allow it to build some larger trees before all the smaller trees
have been enumerated. We study two variants: BFT-M merges each
new tree resulting from Grow with all its compatible partners
(Step (2a) in Section 4.2), but does not apply Merge on top of these
Merge results; in contrast, BFT-AM applies both Step (2a) and
Step (2b) to aggressively merge. BFT-M and BFT-AM are obviously
complete. Like BFT, they still need to minimize a potential result
before reporting it. This is because BFT algorithms grow trees from

any of their nodes, thus may add edges on one side of one seed node,
which later turn to be useless. GAM avoids this by growing only
from the root.

4.4 Edge set pruning and ESP algorithm

GAM may build several rooted trees for the same set of edges. For
example, on the graph in Figure 3with the seeds {𝐵}, {𝐶}, denoting
a rooted tree by its edges and underlining the root, successive
Grow from B lead to B-3-C, successive Grow from C lead to B-3-C,
andMerge of two Grow provenances yields B-3-C. However, the
root is meaningless in a CTP result, which is simply a set of edges.
We introduce:

Definition 4.2 (Edge set). An edge set is a set of edges that, together,
form a tree such that at most 1 leaf is not a seed.

A 1 2 B 3 C
Figure 3: ESP incompleteness example.

A result is a particular case of edge set, where all leaves are seeds
(recall Observation 1).

As GAM builds several rooted trees for an edge set, it repeats
some effort: we only need to find each result once. This leads to the
following pruning idea:

Definition 4.3 (Edge-set pruning (ESP)). The ESP pruning technique
during GAM consists of discarding any provenance 𝑡1 whose edge
set is non-empty, such that another provenance 𝑡0, corresponding
to the same edge set, had been created previously.

We will call ESP, in short, the GAM algorithm (Section 4.2) en-
hanced with ESP. As we will show, ESP significantly speeds up

GAM execution. However, ESP compromises completeness for
some graphs, seed sets, and execution orders. That is: depending on
the order in which various trees are built, the first (and only, due to
ESP) provenance for a given edge set may prevent the algorithm
from finding some results.

For instance, consider the graph in Figure 3, and the seed sets
𝑆1 = {𝐴}, 𝑆2 = {𝐵}, 𝑆3 = {𝐶}. A possible execution of GAM is:

(1) Initial trees: A, B, C.
(2) A set of Grow lead to these trees: A–1, B–2, B–3, C–3.
(3) B-3 and C-3 merge into B-3-C.
(4) Grow on A-1 leads to A-1-2, which immediately merges

with B-2, forming A-1-2-B.
(5) After this point:

• If the tree A-1-2-B is built, for instance by Grow on A-
1-2, ESP discards it since A-1-2-B was found in step (4).
Lacking A-1-2-B, we cannot Grow over it to build the
result provenance A-1-2-B-3-C. Nor can we build the
result provenance Merge (A-1-2-B, B-3-C).

• By a similar reasoning, when B-3-C is built, it is dis-
carded by ESP, preventing the construction of of A-1-
2-B-3-C.

Thus, no result is found.
Note that with a favorable execution order, the CTP result would

be found. For instance, from A, B, C, ESP could build:
(1) Through successive Grow: A–1, A-1-2, A-1-2-B, C-3, C-3-B
(2) Then,Merge (A-1-2-B, C-3-B) is a provenance for the result.
This raises the question: can we pick a GAM execution order that

would ensure completeness, even when using ESP? Intuitively, the
order should ensure that for each result 𝑟 , there exists a provenance

𝑝𝑟 for 𝑟 which is certainly built, which requires that at every sub-

expression 𝑒 of 𝑝𝑟 , over an edge set 𝑒𝑠 , the first provenance 𝑝𝑒𝑠 we find

for 𝑒𝑠 happens to be rooted in a node that allows to build on 𝑒 until 𝑝𝑟 .
Thus, the decisions made up to building 𝑝𝑒𝑠 would need to have a
“look-ahead” knowledge of the future of the search, which is clearly
not possible. In the above example the “bad” order builds A-1-2-B
first, whereas it would be more favorable to build A-1-2-B. However,
when exploring these three edges, the future of the exploration is
not known; thus, we cannot “pre-determine” the best provenance
for 𝑒𝑠 . Recall also from Section 4.2 that different orders may be
suited for partial exploration with different score functions. In a
conservative way, we consider an algorithm incomplete when for

some “bad” execution order it may miss results.
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We show that ESP finds some answers for any execution order:

Property 3 (2-seed sets ESP completeness). Let 𝑡 be a result of a
CTP with 2 seed sets. Then, 𝑡 is guaranteed to be found by ESP.

Here and throughout this paper, guaranteed to be found, for a
rooted tree or an edge set, means that at least one provenance for
it is built; ESP cannot prune the one built first.

For 1 seed set, Property 3 is trivially shown, thus we focus on
𝑚 = 2 (two seed sets). In this case, any result is path of 0 or more
edges. We introduce:

Definition 4.4 ((𝑛, 𝑠)-rooted path). Given a CTP and its seed sets
𝑆1, 𝑆2, . . . , 𝑆𝑚 , an (𝑛, 𝑠)-rooted path is a rooted path from a seed 𝑠 to
a root node 𝑛, such that the only seed in the path is 𝑠 .

Lemma 4.1. Any (𝑛, 𝑠)-rooted path is guaranteed to be found by

GAM with ESP.

Proof. We prove this by exhibiting a provenance for it. First,
for each seed 𝑠 ∈ 𝑆1 ∪ . . . ∪ 𝑆𝑚 , Init (𝑠) is guaranteed to be built.
ESP pruning does not apply. Then, any provenance applying only
Grow steps on an Init provenance, is guaranteed to be built by
GAM. Such a provenance is not pruned by ESP, because it is the
only provenance that could lead to its edge set. Thus, successive
Grow on top of any seed 𝑠 is guaranteed to build up to 𝑛, leading
to the (𝑛, 𝑠)-rooted path. □

Based on the above lemma, we prove Property 3:

Proof. If the result 𝑡 is a node (𝑠1 = 𝑠2), the property is trivial.
If the result is a path of 1 edge, there are two provenances of the
form Grow (Init); the first is already a result. Now, assume 𝑡 has
at least two edges. For any internal node 𝑛 in 𝑡 , the (𝑛, 𝑠𝑖 )-rooted
paths from both the (seed) leaves 𝑠1, 𝑠2 of 𝑡 are guaranteed to be
found, by Lemma 4.1. Then, one of two cases may occur: (1) For
some internal node 𝑛0, both rooted paths (𝑛0, 𝑠1) and (𝑛0, 𝑠2) are
created before a sequence of Grow gets from Init (𝑠1) to 𝑠2, and
before the opposite sequence of Grow is built from Init (𝑠2), to
𝑠1. Without loss of generality, let 𝑛0 denote the first internal node
for which these two rooted paths are created. Immediately, Merge
on these creates a provenance of 𝑡 . By the way we chose 𝑛0, this
is the first provenance for this edge set, thus not pruned. (2) On
the contrary, assume that successive Grow get from one end of
the path to another, before two rooted paths meet in any internal
node. Assume without loss of generality that Grow (Grow (. . . Init
(𝑠1). . . )) is the first one to reach 𝑠2. Again, by design, this is the first
provenance for 𝑡 , thus not pruned. □

CTP with two seed sets (path queries) are frequent in practice;
on these, GAM [6] and ESP are comparable, and we experimen-
tally show the latter is much more efficient. Next, we add more
algorithmic refinements to significantly extend our completeness
guarantees.

4.5 MoESP algorithm

We now introduce an algorithmic variant calledMerge-oriented ESP,
or MoESP, which finds many (but not all) CTP results for arbitrary
numbers of seed sets.

MoESP works like ESP, but it creates more trees. Specifically,
whenever Grow or Merge produces a provenance 𝑡 having strictly

A 1 2 B 3 C

4 5 6 7 8 9

D 10 E F
Figure 4: Sample graph for MoESP discussion.

more seeds than any of its (one or two) children, the algorithm builds
from 𝑡 all the so-calledMoESP trees 𝑡 ′ such that:

• 𝑡 ′ has the same edges (and nodes) as 𝑡 , but
• 𝑡 ′ is rooted in a seed node, distinct from the root of 𝑡 .

The provenance of any such 𝑡 ′ is denoted Mo (𝑡 , 𝑟 ) where Mo is
special symbol and 𝑟 is the root of 𝑡 ′. Within MoESP, Merge is

allowed on MoESP trees, but not Grow. More generally, Grow
is disabled on any tree whose provenance includesMo.

Clearly, MoESP builds a strict superset of the rooted trees created
by ESP (thus, it finds all results of ESP). It also finds the result in
Figure 3. Namely, after creating A, B, C:

(1) Grow leads to the trees: A–1, B–2, B–3, C–3.
(2) B-3 and C-3 merge into B-3-C. MoESP trees are added at

this point: B-3-C and B-3-C.
(3) Grow on A-1 leads to A-1-2, which merges with B-2, form-

ing A-1-2-B. Similarly, A-1-2-B and A-1-2-B are added.
(4) A-1-2-B merges with B-3-C, leading to the result.
We now generalize the example by establishing completeness

guarantees for MoESP.

Definition 4.5 (Simple and 𝑝-simple edge set). A simple edge set
is an edge set (Def. 4.2) where each leaf is a seed and no internal
(non-leaf) node is a seed. A simple edge set is 𝑝-simple, for some
integer 𝑝 , if its number of leaves is at most 𝑝 .

For instance, consider the sample graph in Figure 4, and the 6
seed sets {𝐴}, {𝐵}, {𝐶}, {𝐷}, {𝐸}, {𝐹 }. The edge set A-4-D, shown
in red, is 2-simple, and so are: A-1-2-B, shown in blue; B-8-F, etc.

Definition 4.6 (Simple tree decomposition of a solution). Let 𝑡 be a
CTP result. A simple tree decomposition of 𝑡 , denoted 𝜃 (𝑡), is a set
of simple edge sets which (𝑖) are a partition of the edges of 𝑡 and
(𝑖𝑖) may share (leaf) nodes with each other.

For instance, in Figure 4, the red, blue, and violet edges, together,
form a result for the 6-seed sets CTP. A simple tree decomposition
of this solution is: {A-4-D, A-1-2-B, B-7-E, B-8-F, B-3-C}. It is easy
to see that a tree 𝑡 has a unique simple tree decomposition 𝜃 (𝑡).

Definition 4.7 (𝑝-piecewise simple solution). A result 𝑡 is𝑝-piecewise
simple (𝑝ps, in short), for some integer 𝑝 , if every edge set in the
simple tree decomposition 𝜃 (𝑡) is 𝑝-simple (Def. 4.5).

The sample result above in Figure 4 is 2ps, since its simple tree
decomposition only contains 2-simple edge sets. The following
importantMoESP property guarantees it is found:

Property 4 (MoESP finds 2-piecewise simple solutions). For any
number of seed sets𝑚, MoESP is guaranteed to find any 2-piecewise
simple result.

Proof. Let 𝑡 be a 2-piecewise simple solution and𝜃 (𝑡) = {𝑡1, . . . , 𝑡𝑟 }
be its simple tree decomposition. It is easy to see that each 𝑡𝑖 ,
1 ≤ 𝑖 ≤ 𝑟 , is a path of the form 𝑛𝑖1, . . . , 𝑛

𝑖
𝑚 such that 𝑛𝑖1 and 𝑛𝑖𝑚
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x1A 3 C

2 B
Figure 5: MoESP incompleteness example.

are seeds, while no other intermediary node is a seed. Lemma 4.1,
which still holds for MoESP, guarantees that rooted paths are built
starting from both 𝑛𝑖1 and 𝑛

𝑖
𝑚 . As soon as these paths meet, a tree

over the edges of 𝑡𝑖 is created, then thanks to MoESP, one tree
rooted in 𝑛𝑖1 and another rooted in 𝑛𝑖𝑚 , over the edge set of 𝑡𝑖 , are
created. Because 𝜃 (𝑡) is a simple tree decomposition of 𝑡 , if 𝑟 = 1,
the property is proved. If 𝑟 > 1, each seed-rooted tree based on
the edge set of a 𝑡𝑖 has its root in common with at least another
seed-rooted tree over another edge set(s) from 𝜃 (𝑡). Therefore, ag-
gressiveMerge ensures that they are eventually all merged, leading
to one provenance for 𝑡 . □

For a CTP with any number𝑚 of seed sets, a path result is one in
which no node has more than two adjacent edges. In a path result,
seed and non-seed nodes alternate, with the two ends of the paths
being seeds. Thus, any path result is 2ps. It follows then, as a direct
consequence of Property 4:

Property 5 (MoESP finds all path results). For any CTP, MoESP
finds all the path results.

However, outside 2ps results, MoESP may still fail. For instance,
consider the graph in Figure 5, and the seed sets {𝐴}, {𝐵}, {𝐶}. The
only result here is 3-simple. A possible MoESP execution order is:

(1) Starting from A, B, C, Grow produces A–1, B–2, C–3;
(2) B–2–x, followed by B–2–x–3, which merges with C-3 into

B–2–x–3–C, leading also to B–2–x–3–C and B–2–x–3–C.
(3) B-2–x-1 which merges with A-1, leading to B-2-x-1-A and

similar trees rooted in B and A.
(4) Grow produces A-1-x. ESP discards the Merge of A-1-x

with B–2–x, due to the rooted tree built at step (3), over the
same set of edges.

(5) A–1–x–3 is built, thenMergewith C-3 creates A–1–x–3–C,
and similar trees rooted in A and C.

(6) Grow produces C-3-x. ESP discards the merges of C-3-x
with A-1-x due to the 3-rooted tree built at step (5) and with
B–2–x due to the 3-rooted tree built at step (2).

(7) At this point, we have trees with two seeds, rooted in 1, 3, A,
B and C. Grow on any of them is impossible, because they
already contain all the edges adjacent to their roots. There
are no Merge possibilities on their roots, either. Thus, the
search fails to find a result.

At steps (4) and (6), ESP is “short-sighted”: it prevents the con-
struction of some trees, necessary for finding the result. Next, we
present another optimization which prevents such errors.

4.6 LESP algorithm

The Limited Edge-Set Pruning (LESP), in short, works like ESP
(Section 4.4), but it limits edge-set pruning, as follows.

• We assign to each node 𝑛, and maintain throughout LESP
execution, a seed signature 𝑠𝑠𝑛 , indicating the seed sets 𝑆𝑖 ,
1 ≤ 𝑖 ≤ 𝑚, such that a (𝑛, 𝑠𝑖 )-rooted path (Def. 4.4) has been
built from a seed 𝑠𝑖 ∈ 𝑆𝑖 , to 𝑛, since execution started. For
any seed 𝑠 ∈ 𝑆𝑖 , the signature 𝑠𝑠𝑠 is initialized to 0 . . . 1 . . . 0

(a single 1 in the 𝑖-th position). For a non-seed 𝑛, initially
𝑠𝑠𝑛=0; the 𝑖-th bit is set to 1 when node 𝑛 is reached by the
first rooted path from a seed in 𝑆𝑖 .

• Prevent ESP from discarding aMerge tree rooted in 𝑛 such
that: (𝑖)

∑(𝑠𝑠𝑛) ≥ 3, that is, there are at least 3 bits set to 1
in the signature 𝑠𝑠𝑛 ; and (𝑖𝑖) 𝑛 has at least 3 adjacent edges
in G.

Intuitively, the condition on 𝑠𝑠𝑛 encourages merging on nodes

already well-connected to seeds. We denote by 𝑑𝑛 the number of G
edges adjacent to𝑛; it can be computed and stored before evaluating
any query. The condition on 𝑑𝑛 focuses the “protection against ESP”
to Merge trees rooted in nodes where such protection is likely to

be most useful: specifically, those where 3 or more rooted paths
can meet (see Lemma 4.2 below). Grow and Merge apply on trees
“spared” in this way with no restriction.

Clearly, LESP creates all the trees built by ESP, and may create
more. In particular, reconsider the graph in Figure 5, the associated
seed sets, and the execution steps we traced in Section 4.5. At step
(2), 𝑠𝑠𝑥 is initialized with 010 (there is a path from B to x). At step
(4), when A-1-x is built, 𝑠𝑠𝑥 becomes 110; since

∑(𝑠𝑠𝑥 ) = 2, the
tree A-1-x-2-B is pruned. However, at step (6), when C-3-x is built,
𝑠𝑠𝑥 becomes 111, which, together with 𝑑𝑥 = 3, spares its Merge
result A-1-x-3-C (despite the presence of several trees with the same
edges). In turn, this merges immediately with B-2-x into a result.

We formalize the guarantees of LESP as follows.

Definition 4.8 ((𝑢, 𝑛) rooted merge). For an integer 𝑢 ≥ 3 and non-
seed node𝑛, the (𝑢, 𝑛) rootedmerge is the rooted tree resulting from
merging a set of 𝑢 (𝑛, 𝑠𝑖 ) rooted paths, for some seeds 𝑠1, . . . , 𝑠𝑢 .

It follows from the (Merge2) pre-condition (Section 4.2) that
in an (𝑢, 𝑛) rooted merge, each 𝑠𝑖 belongs to a different seed set.
Further, it follows from the definition of an (𝑛, 𝑠𝑖 )-rooted path, that
in a (𝑢, 𝑛) rooted merge, all seeds are on leaves. In other words, a
(𝑢, 𝑛) rooted merge is a 𝑢-simple edge set.

Lemma 4.2. Any (3, 𝑛) rooted merge is guaranteed to be found by

LESP.

Proof. For any non-seed node 𝑛, Lemma 4.1 (which also holds
for LESP) ensures that any (𝑛, 𝑠𝑖 )-rooted path is found. As soon as
the third one is built,

∑(𝑠𝑠𝑛) becomes 3. This, and the hypothesis
𝑑𝑛 ≥ 3, ensure that theMerge of the three is not pruned. □

Property 6. For any integer 𝑢 ≥ 3 and non-seed node 𝑛, any (𝑢, 𝑛)
rooted merge is guaranteed to be found by LESP.

Proof. For 𝑢 = 3 this is established by Lemma 4.2. Once the
first (3, 𝑛) rooted merge has been built and kept, this ensures both
that 𝑑𝑛 ≥ 3 and

∑(𝑠𝑠𝑛) ≥ 3. Then, whenever a new (𝑛, 𝑠𝑖 ) rooted
path, satisfying theMerge pre-conditions, is built, it is aggressively
merged with the first (3, 𝑛) rooted path, and the result is protected
from pruning by LESP’s special provision. The same holds during
all subsequent merges with other (𝑛, 𝑠 𝑗 ) rooted paths. □

For 4 or more seed sets, LESP may miss results that are not
(𝑢, 𝑛) rooted merges. For instance, consider the following order of
execution for 𝑆 = ({𝐴}, {𝐵}, {𝐶}, {𝐷}) on the graph in Figure 6:

(1) From A, B, C, D, Grow builds: A–1, B–2, C-3, D-4.
(2) Grow builds B–2-1 which merges with A-1 into A-1–2-B.
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Figure 6: LESP incompleteness example with 4 seed sets.

(3) Grow builds C-3-4 which merges with D-4 into C-3-4-D.
(4) Grow builds: A-1-2; B–2-x which cannot merge with B-2 as

A-1–2-B exists, and
∑(𝑠𝑠2) = 2; D-4-3 which cannot merge

with C-3 as C-3-4-D exists, and
∑(𝑠𝑠3) = 2.

(5) C-3-x merges with B–2-x to build B–2-x-3-C.
(6) C-3-x-2 merges with: A-1-2, leading to C-3-x-2-1-A; and

B–2, leading to C-3-x-2-B.
(7) Similarly, B-2-x-3, aggressively merges with C-3, leading

to B-2-x-3-C, and D-4-3, leading to B-2-x-3-4-D.
(8) Progressing similarly, we can only merge at most 3 rooted

paths, in nodes 2, x or 3. We cannot merge with a path
leading to the 4th seed, because the trees with the edge sets
A-1-2-B and C-3-4-D, built at (2), (3) above, are not rooted in
2 nor 3, respectively, and these are the only nodes satisfying
the LESP condition that “spares” someMerge trees.

4.7 MoLESP algorithm

Our last algorithm, called MoLESP, is a GAM variant with ESP and
both the modifications of MoESP (which injects more trees) and
LESP (which avoids ESP pruning for someMerge trees). Clearly,
MoLESP finds all the trees found by MoESP and LESP. Further:

Property 7 (MoLESP finds all 3ps results). MoLESP is guaranteed
to find all the 3-piecewise simple results.

Proof. Let 𝑡 be a 3ps result. If 𝑡 was 2ps, MoESP finds it (Prop-
erty 4), thus MoLESP also does.

Now consider that 𝜃 (𝑡) has some 3-simple edge sets that are
not 2-simple (thus,𝑚 ≥ 3). We show that for any 3-simple edge
set in 𝜃 (𝑡), one provenance is built. Let 𝑡3 be such an edge set: its
three leaves, denoted 𝑛1, 𝑛2, 𝑛3, are seeds, and no internal node is a
seed. Let 𝑐 denote the central node in 𝑡3 (connected to 𝑛1, 𝑛2, 𝑛3 by
pairwise disjoint paths). 𝑡3 is a (3, 𝑐) rooted merge (recall Def. 4.8)
and one provenance for it is built (Lemma 4.2).

The rest of the proof follows the idea in the proof of Property 4.
The MoESP aspect of MoLESP guarantees that for each edge set in
𝜃 (𝑡), one tree rooted in each seed is built and not pruned; eventually,
aggressive Merge of these trees builds a provenance for 𝑡 . □

As an important consequence:

Property 8. MoLESP is complete for𝑚 ≤ 3 seed sets.
Proof. Consider the possible result shapes: (𝑖) a single node

𝑠1 = 𝑠2 = 𝑠3: no ESP applies, thus it is found; (𝑖𝑖) a path going from
𝑠1 = 𝑠2 to 𝑠3; such a result is 2-simple; (𝑖𝑖𝑖) a path going from 𝑠1 to
𝑠2 and then to 𝑠3, for some pairwise distinct 𝑠1, 𝑠2, 𝑠3; such a result is
2ps; (𝑖𝑣) a tree with three distinct leaves 𝑠1, 𝑠2, 𝑠3, which is 3-simple.
In cases (𝑖𝑖), (𝑖𝑖𝑖), (𝑖𝑣), Property 7 ensures the result is found. □

Our strongest completeness result is:

Property 9 (Restricted MoLESP completeness). For any CTP of
𝑚 ≥ 1 seeds, MoLESP finds any result 𝑡 , such that: each edge
set 𝑒𝑠 ∈ 𝜃 (𝑡) is a (𝑢, 𝑛)-rooted merge (Def. 4.8), for some integer
1 ≤ 𝑢 ≤ 𝑚 and non-seed node 𝑛 in 𝑒𝑠 .

A 1 2 3 C

7 F

4 5 D

E 6
Figure 7:MoLESP completeness example.

Algorithm 1:MoLESP(graph G, seed sets (𝑆1 . . . , 𝑆𝑚))
Output: Set of results, Res

1 Priority queue PrioQ← new priority queue;
2 History Hist← new set of edge sets;
3 foreach 𝑆𝑖 , 1 ≤ 𝑖 ≤ 𝑚 do

4 foreach 𝑛
𝑗
𝑖
∈ 𝑆𝑖 do

5 𝑡
𝑗
𝑖
← Init (𝑛 𝑗

𝑖
); processTree(𝑡 𝑗

𝑖
);

6 end

7 end

8 while PrioQ is not empty do

9 (𝑡, 𝑒) ← 𝑝𝑜𝑙𝑙 (PrioQ); 𝑡 ′ ← Grow (𝑡, 𝑒);
10 Update 𝑠𝑠𝑟𝑜𝑜𝑡 (𝑡 ′ ) ; processTree(𝑡 ′);
11 end

Algorithm 2: Procedure processTree(provenance 𝑡 )
1 if isNew(𝑡) then
2 Add 𝑡 to Hist ;
3 if isResult(𝑡) then
4 Add 𝑡 to Res;
5 end

6 else

7 recordForMerging(𝑡 );
8 if 𝑡 is not a MoESP tree then

9 for edge 𝑒 ∈ adjacentEdges(𝑡 .𝑟𝑜𝑜𝑡 ) do
10 if ℎ𝑎𝑠𝑁𝑜𝑡𝐵𝑒𝑒𝑛𝐼𝑛𝑄𝑢𝑒𝑢𝑒 (𝑡, 𝑒) then
11 Add (𝑡, 𝑒) to PrioQ;
12 end

13 end

14 end

15 end

16 end

Algorithm 3: Procedure recordForMerging(tree 𝑡 )
1 Add 𝑡 to TreesRootedIn[𝑡 .𝑟𝑜𝑜𝑡];
2 for 𝑛 ∈ (𝑛𝑜𝑑𝑒𝑠 (𝑡) ∩ ∪𝑖 (𝑆𝑖 )) do
3 Copy 𝑡 into a new tree 𝑡 ′, rooted at 𝑛, with provenance

Mo(𝑡, 𝑛);
4 Add 𝑡 ′ to TreesRootedIn[𝑛];
5 MergeAll(𝑡 ′);
6 end

Proof. Let 𝑡 be a result, and assume it is 𝑣-piecewise simple, for
some integer 𝑣 . If 𝑣 ∈ {2, 3}, Property 7 ensuresMoLESP finds it.

On the contrary, assume 𝑣 ≥ 4 and let 𝑡4 ∈ 𝜃 (𝑡) be a (𝑣, 𝑛)-rooted
merge for some non-seed node 𝑛, thus, also 𝑣-simple. Property 6,
which also holds during MoLESP, guarantees that one provenance
for 𝑡4 is built. The end of our proof leverages the MoESP aspect
of the algorithm: for each such edge set in 𝜃 (𝑡), one tree rooted in
each seed is built and not pruned; eventually, aggressive Merge of
these trees builds a provenance for 𝑡 . □

For example, in Figure 7, with the six seeds 𝐴 to 𝐹 , the result is
guaranteed to be found by MoLESP. Depending on the exploration
order, MoESP and LESP may not find it.
MoLESP algorithmAlgorithms 1 to 5, together, implementMoLESP.
They share a set of global variables whose names start with an up-
percase letter:Res, PrioQ,Hist (the search history), andTreesRootedIn
(to store the trees by their roots); the latter is needed to findMerge
candidates fast. Variables with lowercase names are local to each
algorithm. processTree feeds the priority queue with (tree, edge)
pairs at line 10. recordForMerging injects the extra MoESP trees
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Algorithm 4: Procedure isNew(tree 𝑡 )
1 if 𝑡 ∉ Hist then
2 return 𝑡𝑟𝑢𝑒;
3 end

4 if Σ(𝑠𝑠𝑡 .𝑟𝑜𝑜𝑡 ) ≥ 3 and 𝑑𝑡 .𝑟𝑜𝑜𝑡 ≥ 3 then
5 if 𝑡 ∉ TreesRootedIn[𝑡 .𝑟𝑜𝑜𝑡] then
6 return 𝑡𝑟𝑢𝑒;
7 end

8 end

9 return 𝑓 𝑎𝑙𝑠𝑒;

Algorithm 5: ProcedureMergeAll(tree 𝑡 )
1 toBeMerged← {𝑡};
2 while toBeMerged ≠ ∅ do
3 currentTrees← toBeMerged; toBeMerged← ∅;
4 for 𝑡 ′ ∈ currentTrees do
5 mergePartners← TreesRootedIn[𝑡 ′ .𝑟𝑜𝑜𝑡];
6 for 𝑡𝑝 ∈ mergePartners do
7 if sat(𝑡 ′)∩ sat(𝑡𝑝 )= ∅ and 𝑡 ′ ∩ 𝑡𝑝 = {𝑡 ′ .𝑟𝑜𝑜𝑡}

then

8 𝑡 ′′ ←Merge (𝑡 ′, 𝑡𝑝 );
9 if isNew(𝑡 ′′) then
10 Add 𝑡 ′′ to toBeMerged;
11 processTree(𝑡 ′′);
12 end

13 end

14 end

15 end

16 end

(Section 4.5) at lines 2 to 4. isNew implements limited edge-set prun-
ing based on the history, and the two conditions that can “spare”
a tree from pruning (Section 4.6). mergeAll implements aggres-
sive merging; by calling processTree on each newMerge result,
through recordForMerging, the result is available in the future
iterations of mergeAll, thus ensuring all the desiredMerge.

4.8 CTP evaluation in the presence of filters

We now briefly explain how various CTP filters (Section 2) can
be inserted within the above algorithms. UNI-directional search is
enforced by adding pre-conditions to Grow and Merge, to ensure
we only create the desired provenances. LABEL {𝑙1, 𝑙2, . . . , 𝑙𝑘 } is
enforced by restricting the Grow edges to only those carrying one
of these labels; in GAM and its variants, we only add in the queue
(line 10 in processTree), (tree, edge) pairs where the edge has an
allowed label. MAX 𝑛 prevents Grow andMerge from creating a
tree of more than 𝑛 edges. timeout 𝑇 is checked after each newly
found rooted tree and within each algorithm’s main loop.

For SCORE 𝜎 [TOP 𝑘], the simplest implementation calls 𝜎 on
each new result; a vast majority of the proposed score functions
can score each result independently. If the score of a result can
only be computed once all the results are found, e.g. [37, 38], the
results need to be accumulated. For any given score 𝜎 , a smarter
implementation may favor (with guarantees, or just heuristically) the
early production of higher-score results, by appropriately chosing the

priority queue order; this allows search to finish faster. Any order
can be chosen in conjunction with MoLESP, since its completeness
guarantees are independent of the exploration order.

4.9 Handling very large seed sets

Our CTP evaluation algorithms build Init trees for each seed. This
has two risks: (𝑖) when one or more seed sets areN (all graph nodes),

exploring them all may be unfeasible; (𝑖𝑖) one or more seed sets may
be subsets of N, yet still much larger, e.g., one or more orders of
magnitude, than the other seed sets. To handle (𝑖), assuming other
seed sets are smaller, we only start exploring (Init, Grow etc.)
from the other seed sets, and simplify accordingly the algorithms,
since any encountered node is acceptable as a match for the N seed
set(s). To handle (𝑖𝑖), borrowing ideas from prior work [26], we use
multiple priority queues, one for each subset of the seed sets, and
Grow at any point from the queue having the fewest (tree, edge)

pairs. Thus, exploration initially focuses on the neighborhood of
the smaller seed sets, and hopefully encounters Init trees from the
large seed sets, leading to results.

5 EXPERIMENTAL EVALUATION

We compare CTP evaluation algorithms, then consider systems
capable, to some extent, to evaluate the language we introduced.

5.1 Software and hardware setup

We implemented a parser and a query compiler for our language
(Section 2) as an extension of SPARQL, and all the CTP evaluation
algorithms from Section 4, in Java 11. Our graphs are stored in
a simple table graph(id,source, edgeLabel, target) within PostgreSQL
12.4; unless otherwise specified, we delegate to Postgres the BGP
evaluation, and joining their results with CTP ones (Section 3).
When comparing CTP evaluation algorithms with in-memory com-
petitors, we load the graph in memory prior to evaluating CTPs.

We executed our experiments on a server equipped with 2x10-
core Intel Xeon E5-2640 CPUs @ 2.4GHz, with 128-GB DRAM.
Every execution point is averaged over 3 executions.

5.2 Baselines

CTP evaluation (keyword search) algorithms Our focus is on
algorithms that search for connecting trees (𝑖) traversing edges in
both directions, (𝑖𝑖) orthogonally wrt the score function, (𝑖𝑖𝑖) ex-
haustively, at least up to𝑚=3 seed sets, (𝑖𝑣) capable of returning as
many solutions as requested, if given enough time and memory, and
(𝑣) applicable to arbitrary graphs, i.e., not requiring a regular graph
structure. In the literature, only the GAM algorithm [6] (Section 4.2)
fits the bill. The BFT, BFT-M, BFT-AM algorithms (Section 4.1 and
4.3) also satisfy these conditions, and are thus natural comparison
baselines; like virtually all algorithms from the literature, they start
from the seeds and move gradually away looking for results.

QGSTP [39] and LANCET [40] are the most recent GSTP ap-
proximation algorithms, for specific cost functions based on node
and edge (LANCET) weights. LANCET relies on DPBF [16] to find
an initial result, which it then improves. Since QGSTP has shown
strong advantage over DPBF [39], we select QGSTP as a baseline.
QGSTP runs in polynomial time in the size of the graph, and by
design, returns only one result; we used the authors’ code.
Graph query engines Our first two baselines only support check-
ing, but not returning unbounded-length, unidirectional pathswhose
edge labels match a regular expression that usersmust provide, that
is: one cannot ask for “any path”. Specifically, we use Virtuoso
OpenSource v7.2.6 to evaluate SPARQL 1.1 queries that come as
close as possible to the semantics of our language. Internally, Vir-
tuoso translates an incoming SPARQL query into an SQL dialect1

1Accessible using the built-in function sparql_to_sql_text().
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Figure 8: Synthetic graphs: Comb(3, 1, 2, 3) at the top left,

Star(4, 2) at the top right, and Line(3, 1) at the bottom.

before executing it. Our second baseline, named Virtuoso-SQL,
consists of editing these SQL-like queries to remove label con-
straints and thus query the graph for connectivity between nodes.
However, Virtuoso’s SQL dialect prevented us from returning the
nodes and edge labels along the found paths (whereas standard
recursive SQL allows it).

Our next three baselines support checking and returning paths.
JEDI [2] returns all the data paths matching a SPARQL property
path; we use the authors’ code. Neo4j supports Cypher queries
asking for all directed or undirected paths between two sets of nodes.
Finally, we used recursive queries in Postgres v12.4 to return the
label on paths between node pairs.

5.3 Datasets and queries

We experiment with both synthetic and real-world RDF graphs.
To compare CTP evaluation algorithms, we generate three sets
of parameterized graphs and associated CTPs (Figure 8). The seeds
are labeled 𝐴, 𝐵, . . . , 𝐻 , non-seed nodes are labeled 1, 2 etc.; each
seed set is of size 1. Line(𝑚,𝑛𝐿) contains𝑚 seeds, each connected
to the next/previous seed by 𝑛𝐿 intermediary nodes, using 𝑠𝐿=𝑛𝐿+1
edges.Comb(𝑛𝐴,𝑛𝑆, 𝑠𝐿, 𝑑𝐵𝐴) consists of a line, fromwhich a lateral
segment (called bristle) exits each seed. There are 𝑛𝐴 bristles, each
made of 𝑛𝑆 segments (a segment ends in another seed); each bristle
segment has 𝑠𝐿 triples, and there are 𝑑𝐵𝐴 nodes in the main line be-
tween two successive bristles. The number of seeds is𝑚=𝑛𝐴·(𝑛𝑆+1).
Star(𝑚, 𝑠𝐿) has a central node connected to each of the𝑚 seeds by
a line of 𝑠𝐿 edges.

On each Line, Comb, and Star graph, we run a CTP defined by the
𝑚 seeds, having 1 result. For instance, on the Star in Figure 8, the
seed sets are {𝐴}, {𝐵}, {𝐶}, {𝐷}. On Line and Comb, the result is 2ps
(Def. 4.7), while on Star, it is a (𝑢, 𝑛) rooted merge (Def. 4.8). Thus,
by Property 9, MoLESP is guaranteed to find them. The topology of
Line graphsminimizes the number of subtrees for a given number of
edges and seeds; specifically, there are 𝑂 ((𝑚·𝑛𝐿)2) subtrees, while
the number of rooted trees is in 𝑂 ((𝑚·𝑛𝐿)3). On the contrary, the
Star topology raises the number of subtrees to𝑂 (2𝑚 ·𝑠𝐿2), while its
number of rooted trees is in 𝑂 (2𝑚 ·𝑠𝐿3). In Comb and Line graphs,
MoESP trees (Section 4.5) are part of results.
To study the evaluation of our extended query language, we
generate parameterized Connected Dense Forest (CDF) graphs
(see Figure 9). Each graph contains a top forest, and a bottom forest;
each of these is a set of 𝑁𝑇 disjoint, complete binary trees of depth 3.
Links connect leaves from the top and bottom forests. We generate
CDFs for𝑚∈{2,3}: when𝑚=2, chains of triples connect a top leaf
to a bottom one; when𝑚=3, a Y-shaped connection goes from a
top-forest leaf, to two bottom-forest ones. A CDF graph contains
𝑁𝐿 links, each made of 𝑆𝐿 triples. Only top leaves that are targets of
“c” edges can participate to links, and we concentrate the links on
50% of them (the others have no links). When𝑚=2, only 50% of the
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Figure 9: CDF graphs generated with 𝑚=2, 𝑆𝐿=2 (left), and

with𝑚=3, 𝑆𝐿 = 3 (right).
bottom forest leaves that are targets of “g” edges can participate;
when𝑚=3, 50% of all the bottom forest leaf can participate. The
links are uniformly distributed across the eligible leaves. A CDF has
12·𝑁𝑇 +𝑁𝐿 ·𝑆𝐿 edges; it has 14·𝑁𝑇 +𝑁𝐿 ·(𝑆𝐿−1) nodes if 𝑚=2, and
14·𝑁𝑇 +𝑁𝐿 ·𝑆𝐿 if𝑚=3.

On CDF graphs with𝑚=2, we run the query (𝑣 ,𝑡𝑙 ,𝑙) :- (𝑥 ,"c",𝑡𝑙),
(𝑣 ,"g",𝑏𝑙 ), (𝑏𝑙 ,𝑡𝑙 ,𝑙 ) whose two BGPs bind 𝑡𝑙 , respectively, 𝑏𝑙 to leaves
from the top and bottom forest, while its CTP asks for all the paths
between each pair of such leaves. On graphs with 𝑚=3, we run
(𝑣 ,𝑡𝑙 ,𝑙 ):- (𝑥 , "c", 𝑡𝑙 ), (𝑣 ,"g",𝑏𝑙1), (𝑣 ,"h",𝑏𝑙2),(𝑡𝑙 , 𝑏𝑙1, 𝑏𝑙2, 𝑙 ), requiring con-
necting trees between 𝑡𝑙 , 𝑏𝑙1 and 𝑏𝑙2. Each CDF query has 𝑁𝐿 an-
swers, one for each link.

Real-world graphs To compare with JEDI [2] and QGSTP [39],
we reused their datasets (a 6M triples subset of YAGO3, and a 18M
triples subset of DBPedia), as well as their queries.
5.4 CTP evaluation algorithms

5.4.1 Complete (baseline) algorithms. We start by comparing the
algorithms without any pruning: BFT (Section 4.1), GAM (Section
4.2), and the BFT variants BFT-M and BFT-AM (Section 4.2), on
synthetic Line, Comb and Star graphs of increasing size. We used a
timeout 𝑇 of 10 minutes. In all experiments with GAM and all

its variants, our exploration order (queue priority) favors the

smallest trees, and breaks ties arbitrarily. Figure 10 depicts the
algorithm running time; the color indicates the number of seed sets
(3, 5 or 10), while the line pattern indicates the algorithm. Missing

points (or curves) denote algorithms that did not complete by the

timeout. Note the logarithmic 𝑦 axes.
Across these plots, BFT-M performs worse than BFT-AM.

On Line graphs, the difference is a factor 2× for𝑚 = 3 and up to
100× for𝑚 = 10. On the Comb and Star graphs, BFT-M times out
on the larger graphs and queries. BFT-AM takes even more than

BFT-M, by a factor of 15×, thus more executions timed out. GAM
is much faster and completes execution in all cases. The reason, as
explained in Section 4.1, is that breadth-first algorithms waste effort
by minimizing results, and may find a tree in even more different
ways than GAM, since they grow from any node. Thus, we exclude
breadth-first algorithms from the subsequent comparisons.
5.4.2 GAM algorithm variants. On the same graphs, we compare
GAM (Section 4.2), ESP (Section 4.4), MoESP (Section 4.5), LESP
(Section 4.6) and MoLESP (Section 4.7) with the same timeout.
Figure 11 shows the algorithm running time as well as the number
of provenances they built. In all graphs but Figure 11a, the 𝑦 axis is
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Figure 10: Comparison of complete CTP evaluation baselines.

2 3 4 5 6 7 8 9 10
Distance between the seeds, sL

50

100

150

200

250

CT
P 

ev
al

ua
tio

n 
tim

e 
(m

s) m=3
m=5
m=10

GAM
ESP
MoESP

MoLESP
LESP

(a) CTP runtime on Line

2 3 4 5 6 7 8 9 10
Distance between the seeds, sL

102

103

104
CT

P 
ev

al
ua

tio
n 

tim
e 

(m
s) nA=2,m=6

nA=4,m=12
nA=6,m=18

GAM
ESP
MoESP

MoLESP
LESP

(b) CTP runtime on Comb

2 3 4 5 6 7 8 9 10
Distance between seeds and the central node, sL

102

103

104

CT
P 

ev
al

ua
tio

n 
tim

e 
(m

s) m=3
m=5
m=10

GAM
ESP
MoESP

MoLESP
LESP

(c) CTP runtime on Star

2 3 4 5 6 7 8 9 10
Distance between the seeds, sL

102

103

Nu
m

be
r o

f p
ro

ve
na

nc
es m=3

m=5
m=10

GAM
ESP
MoESP

MoLESP
LESP

(d) Number of provenances on Line

2 3 4 5 6 7 8 9 10
Distance between the seeds, sL

102

103

104

105

Nu
m

be
r o

f p
ro

ve
na

nc
es nA=2,m=6

nA=4,m=12
nA=6,m=18

GAM
ESP
MoESP

MoLESP
LESP

(e) Number of provenances on Comb

2 3 4 5 6 7 8 9 10
Distance between seeds and the central node, sL

102

103

104

105

Nu
m

be
r o

f p
ro

ve
na

nc
es m=3

m=5
m=10

GAM
ESP
MoESP

MoLESP
LESP

(f) Number of provenances on Star

Figure 11: Graphs for GAM variants on synthetic benchmarks.

logarithmic. On Line and Comb graphs, ESP and LESP failed to

find results due to edge set pruning, as explained in Section 4.4,
thus the corresponding curves are missing.MoESP andMoLESP
build the same number of provenances on Line and Comb graphs.

The plots show, first, that edge set pruning significantly reduces
the running time: MoLESP is faster than GAM by a factor rang-
ing from 1.3× (Line graphs) to 15× (Comb graphs, 𝑛𝐴=6,𝑚=18).
Second, on the Star graphs, where the limited edge-set pruning
(Section 4.6) applies, the performance difference betweenMoESP
and MoLESP is small. This shows that the extra cost incurred

by LESP andMoLESP, which limit or compensate for edge-

set pruning (by injecting more trees), is worth paying for the

completeness guarantees of MoLESP. Overall, the algorithm run-
ning times closely track the numbers of built provenances, further
highlighting the interest of controlling the latter through pruning.

5.4.3 Comparison with QGSTP on real-world data. We now com-
pare the winner of the above comparisons, namelyMoLESP, with
QGSTP [39] on the 18M edges DBPedia dataset and 312 CTPs used
in their evaluation. Among these, 83 CTPs (respectively, 98, 85, 38,
8) have 2 (respectively, 3, 4, 5, 6) seed sets. To align with QGSTP, we
added a UNI filter (unidirectional exploration only), and LIMIT 1 to

stop after the first result. Each QGSTP returned result is such that
Property 9 ensuresMoLESP finds it. Figure 12 shows the average
runtimes grouped by𝑚. GAM is faster than QGSTP for𝑚≤5, but
timed-out for the 8 CTPs with𝑚=6.MoLESP is about 6-7× faster
than QGSTP for all𝑚 values, and scales well as𝑚 increases. Thus,
MoLESP is competitive also on large real-world graphs and

queries.

5.5 Extended query evaluation

5.5.1 Synthetic queries on CDF benchmark. We now compare our
EQL query evaluation systemwith the graph query baselines, on our
CDF graphs (Section 5.3) generated with𝑚∈{2,3}, 𝑆𝐿∈{3,6}, 18K to
2.4M edges, leading to 2K up to 200K results (𝑁𝐿), respectively. We
used 𝑇=15 minutes. As explained in Section 2, the paths returned
by the baselines, which we “stitch” for 𝑚=3, semantically differ
from CTP results; the baselines’ reported time do not include the
time to minimize nor deduplicate their results.

For𝑚=2, Figure 13 shows that all systems scale linearly in the
input size (note the logarithmic time axis). For each system, the lower

curve is on graphs with 𝑆𝐿=3, while the upper curve is on graphs with
𝑆𝐿=6 (these graphs are larger, thus curves go farther at right). All

missing points correspond to time-out. JEDI succeeded only on the
11
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Figure 12: GAM and MoLESP vs. QGSTP [39] on DBPedia.
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Figure 13: CDF benchmark performance for𝑚=2, 𝑆𝐿∈{3,6}.
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Figure 14: CDF benchmark performance for𝑚=3, 𝑆𝐿∈{3,6}.
smallest graph, Neo4j timed-out on all. Virtuoso-SPARQL is the
fastest, closely followed by Virtuoso-SQL; they are both unidirec-

tional, require the edge labels, and do not return paths. Unidirec-
tional MoLESP, which we included to compare with unidirectional
baselines, is slower by approximately 3× only. JEDI is slower than
MoLESP by 102× on the smallest graph, and timed-out on the others.
Postgres is faster than JEDI, yet at least 10× slower thanMoLESP.
MoLESP is the only feasible bidirectional algorithm; it runs
in under 2 minutes on the largest graph with 2.4M edges.

Figure 14 shows similar results for𝑚=3. Postgres timed-out in
all cases. Virtuoso-SPARQL is 7× faster than Virtuoso-SQL; both
return non-minimal, duplicate results. UNI-MoLESP outperforms
every system, while also returning connecting trees. Note that the
bidirectional MoLESP found about 7× more results than the 𝑁𝐿

expected ones, by also connecting bottom leaves without a common

parent through their grandparent node; these results are filtered
by the join between the BGPs and the CTP (Section 3). Despite the
much larger search space due to bidirectionality, MoLESP scales
well with the size of the graph.

5.5.2 Comparison with JEDI on real-world data. JEDI [2] used a
set of (unidirectional, label-constrained) SPARQL 1.1 queries over
YAGO3. Table 1 shows the queries’ characteristics. We compare
MoLESP similarly constrained (UNI and LABEL), on these queries,

Query JEDI MoLESP Virtuoso Neo4j
𝐽1: 3 BGPs, 2 CTPs 3.9 1.9 0.2 TimeOut

𝐽2: 2 BGPs, 1 CTP, large seed set 0.9 1 OOM TimeOut

𝐽3: 1 CTP, N seed set 0.75 2.3 OOM 1.27
Table 1: Query evaluation times (seconds) on YAGO3 dataset.

with JEDI, Virtuoso and Neo4j (Postgres timed-out on all). Query
𝐽2 has one very large seed set, while query 𝐽3 has a N seed set.
On queries 𝐽2 and 𝐽3, MoLESP timed out. Thus, we applied the op-
timizations described in Section 4.9, which enabled it to perform
as shown. Virtuoso-SPARQL completed query 𝐽1, then ran out of
memory. Compared with JEDI, our query evaluation engine is 2×
faster on 𝐽1, close on 𝐽2, and around 3× slower on 𝐽3.MoLESP took
around 30% of the total time, the rest being spent by Postgres in the
BGP evaluation and final joins. This shows that the optimizations

described in Section 4.9 make MoLESP robust also to large

seed sets.

6 RELATEDWORK AND PERSPECTIVES

We focused on extending a graphquery language, such as SPARQL
[13], Cypher [35] or GraphQL [18], with connecting tree patterns

(CTPs) that they currently do not support (our requirement (R1)
from Section 1). Specifically, SPARQL 1.1 property paths (𝑖) allow
to check that some paths connect two nodes, not to return the
path(s); (𝑖𝑖) do not allow searching for arbitrary paths (users have
to specify a regular expression); (𝑖𝑖𝑖) are restricted to unidirectional

paths only. Some PG query languages such as Neo4j’s Cypher lift
these restrictions, however, its implementation does not scale (Sec-
tion 5.5.1) [11]. RPQProv [15] uses recursive SQL to return path
labels; JEDI [2, 3] builds over SPARQL 1.1 by returning all unidirec-
tional paths. Many works focus on finding label-constrained paths
between nodes [7, 8, 17, 19, 20, 28, 34, 36, 42, 43, 45], typically by
using precomputed indexes or sketches. In our CTP evaluation al-
gorithm, an index could be integrated by “reading from it” paths (or
subtrees) on which to Grow andMerge. Our CTPs extend finding
paths, to finding trees that connect an arbitrary number of seed sets

(𝑚≥3), traversing edges in any direction by default; we guarantee
completeness for𝑚≤3 and finding a large set of results for arbitrary
𝑚. As we explained (Section 2), path stitching leads to different
results, which may require deduplication and minimization.

The CTP evaluation problem is directly related to keyword

search in (semi-)structured data, addressed in many algorithms,
some of which are surveyed in [12, 44]. These prior studies differ
from ours as follows: (𝑖) [4, 14, 21, 23–25, 27, 32, 33, 41] are schema-
dependent; (𝑖𝑖) [9, 29, 41] assume available a compact summary
of the graph; (𝑖𝑖𝑖) [16, 22, 26, 31] depend heavily on their score
functions for pruning the search, particularly to approximate the
best result [16, 31] or return only top-𝑘 results [10, 22, 30, 32, 46];
(𝑖𝑣) [1, 4, 10, 22, 24] are only unidirectional. For these reasons, they
fail to meet our requirements (R2) to (R5) as outlined in Section 1.

The Java-based GAM algorithm used in this work [6] was sped
up by up to 100× in a multi-threaded, C++ version [5]. MoLESP
brings new, orthogonal, optimizations, and novel guarantees.

Our future work includes developing adaptive EQL optimization
and execution strategies and applying it to graph exploration for
investigative journalism.
Acknowledgments. This work is funded by AI Chair SourcesSay
project (ANR-20-CHIA-0015-01) grant.
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