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Abstract

Background and objective: Contrary to flows in small intracranial vessels, many blood flow configurations such as those
found in aortic vessels and aneurysms involve larger Reynolds numbers and, therefore, transitional or turbulent condi-
N tions. Dealing with such systems require both robust and efficient numerical methods.

Methods: We assess here the performance of a lattice Boltzmann solver with full Hermite expansion of the equilibrium
and central Hermite moments collision operator at higher Reynolds numbers, especially for under-resolved simulations.
O\l To that end the food and drug administration’s benchmark nozzle is considered at three different Reynolds numbers
covering all regimes: 1) laminar at a Reynolds number of 500, 2) transitional at a Reynolds number of 3500, and 3)

low-level turbulence at a Reynolds number of 6500.

= Results: The lattice Boltzmann results are compared with previously published inter-laboratory experimental data ob-
tained by particle image velocimetry. Our results show good agreement with the experimental measurements throughout
—5 the nozzle, demonstrating the good performance of the solver even in under-resolved simulations.
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Conclusion: In this manner, fast but sufficiently accurate numerical predictions can be achieved for flow configurations

of practical interest regarding medical applications.
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1. Introduction

Computational Fluid Dynamics (CFD) is known to be
a demanding field in terms of computational resources and
is sensitive to the numerical scheme employed. Tradi-
tional numerical methods used in CFD are computation-
ally heavy and rely on relatively fastidious discrete op-
erations, especially when the geometry is complex. The
Lattice Boltzmann Method (LBM) is an alternative nu-
merical technique that gained increasing attention, par-
ticularly so over the last two decades. Its popularity is
due to the simplicity of the involved numerical operations,
their locality — ensuring excellent portability to parallel
computing architectures — and the relative ease at which
complex geometries can be treated [1]. These strengths
combined with its ability to model mechano-biological phe-
nomena [2, 3|, make the LBM a method of choice for the
bio-medical community [4, 5, 6, 7, 8, 9, 10, 11, 12].

Nevertheless, computational costs are still often pro-
hibitive in high Reynolds number flows for the classical
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LBM, for instance in aortic aneurysms. That is mainly
due to the fact that the standard LBM using a collision
operator with a single parameter rate relaxation toward a
second order expanded Equilibrium Distribution Function
(EDF), suffers from shortcomings such as limited stability
domain and lack of Galilean invariance [13, 14, 15].

Thus, many modifications have been proposed to ex-
tend the accuracy and stability of the LBM, most notably,
through more advanced collision operators, e.g. the en-
tropic formulation [16, 17], the Multiple Relaxation Times

(MRT) [18], centered or cascaded [19], the Cumulant method [20],

or the regularized LBM [21]. Furthermore, the inconsis-
tency in the shear components can be readily overcome
by using higher order expansions in the EDF [14]. The
development of more consistent and robust schemes has
also opened the door to the so-called under-resolved direct
numerical simulations [15, 22]. A number of studies have
shown that such simulations can match Large-Eddy Simu-
lation (LES) with explicit sub-grid scale closures in terms
of accuracy in many configurations, as demonstrated most
recently in [23] for homogeneous isotropic turbulence. In
the present work, we will further explore that avenue in
the context of biological flows, through a well-established
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Table 1: Summary of numerical studies associated to the FDA benchmark nozzle.

H Study Re= 500 Re= 2000 Re= 3500 Re= 5000 Re= 6500 Numerical method Sub-grid modelH
Sanchez Abad et al. [25] v v v v Spectral elements (Nek5000) None
Fehn et al. [26] v v v v v High-order DG None
Bergersen et al. [27] v v v FEM (Oasis) None
Pewowaruk et al. [28] v v v FVM (Converge v2.4) None/RANS
Stewart et al. [29] v v v v v various various
Zmijanovic et al. [30] v FVM (YALES2BIO) o-model
Manchester et al. [31] v FVM (OpenFOAM) WALE
Bhushan et al. [32] v v v FVM (ANSYS Fluent) URANS
Janiga [33] v FVM (ANSYS Fluent) Smagorinsky
Chabannes et al. [34] v v v FEM (Feel++) None
White et al. [35] v regularized LBM (Palabos) None
Jain [5] v v raw moments MRT-LBM (Musubi) None
Present work v v v central Hermite MRT-LBM (ALBORZ) None

benchmark.

The need for reliable, reproducible benchmarks con-
fronted with experiments is urging in bio-medical applica-
tions where many variables may affect the results: temper-
ature, in-vivo vs. ex-vivo vs. in-vitro, biological species,
etc. The Food and Drug Administration (FDA), conscious
of this reality, suggested a series of challenging bench-
marks. The idealized medical nozzle device benchmark
has been used by several laboratories to conduct Particle
Image Velocimetry (PIV) measurements. Those measure-
ments provided reference standards to test the accuracy,
stability and efficacy for numerical solvers or alternative
experimental measurement techniques [24]. Experimental
data sets have been provided by independent laboratories
at different Reynolds numbers Re= 500, 2000, 3500, 5000,
and 6500, computed using the diameter of the throat (see
later fig. 1). These values of Reynolds numbers are typi-
cally encountered in medical devices involving flow recir-
culations, contractions, or expansions. This range of Re
covers very different flow regimes going from laminar (for
Re = 500 and 2000) to transitional (for Re = 3500 and
5000) to low-level turbulence (for Re = 6500). The cor-
responding PIV experiments have been carried out com-
pletely independently by three different groups. It must
be kept in mind that large inter-laboratory discrepancies
have been observed, in particular regarding the jet break-
down location for transitional and turbulent flows. Con-
versely, a very good agreement was observed for fully lam-
inar flows [29].

Many numerical studies of this benchmark nozzle have
been performed over the years, employing various numeri-
cal schemes ranging from Finite Element Method (FEM) [27,
34] to Finite Volume Method (FVM) [30, 33|, as well as
a few using LBM [5, 35]. Table 1 summarizes the pub-
lished numerical studies of the FDA benchmark nozzle
with the associated Reynolds numbers, numerical meth-
ods and turbulence models employed. While many stud-
ies performed Direct Numerical Simulation (DNS) for the
lower Reynolds numbers, most simulations in the turbu-
lent regime were conducted using turbulence models like
Unsteady Reynolds-Averaged Navier-Stokes (URANS) [28,
32| or LES [31, 33, 36].

Few studies simulated the FDA nozzle benchmark us-
ing LBM; none of those has covered all experimental con-
ditions, more specifically the higher Reynolds numbers.
White and Chong [35] performed LBM simulations at low
Reynolds numbers (50 — 500) and studied the suitability
of different lattice types. More recently, Jain [5] stud-
ied the FDA nozzle at Re=2000 and 3500 with a simple
LBM scheme (raw moments MRT collision operator with
second order EDF and D3Q19 lattice) focusing on fully-
resolved simulations. Results were shown for the average
axial velocity, pressure profiles, and shear stress in dif-
ferent planes. In the present study, we consider a wider
range of Reynolds number, covering all flow regimes. The
computations are done with an advanced LBM model re-
lying on a central Hermite collision operator with a full
expansion of the discrete equilibrium, implemented in the
in-house LBM solver ALBORZ [37, 38, 39, 40]. The accu-
racy of this numerical model is assessed in under-resolved
direct numerical simulations at different resolutions, akin
to filtered simulations. A comprehensive comparison to
experimental data covering all relevant fields is presented.

The article is organized as follows: Section 2 is dedi-
cated to the numerical methods underlying our LBM model.
Section 2.2 details geometries and conditions used. The
obtained results are presented in Section 3 and discussed
in Section 4. Section 5 brings concluding lights on this
study.

2. Methods

2.1. Numerical model

The flow of interest here, involving a fluid with proper-
ties similar to water at room temperature and therefore a
sound speed of ¢; &~ 1450 m/s, and a maximum character-
istic speed of the order of 10m/s, falls into the low-Mach
regime, with Ma below 7 x 1073. As such it can readily be
described with a low-Mach approximation to the Navier-
Stokes (NS) equations:

Oc(pua) + 0(puaug) + 057Tap =0, (1)



where the stress tensor 7T is:

2
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(2)

where p, p, n and D are respectively the pressure, dy-
namic viscosity, bulk viscosity and number of dimensions
in space; 03 denotes the Kronecker delta function.

Low-Mach flows can be dealt with in a variety of ways:
using compressible NS solvers would inevitably result in
rather small time-steps and excessive computational costs
due to the large discrepancy between the acoustic and
convective modes in terms of propagation speeds; or in-
compressible NS solvers with an infinite sound speed (i.e.
Ma = 0) which, while overcoming the stiffness stemming
from acoustics, introduce a non-local elliptic equation for
the pressure (Poisson equation). A third approach, in-
between these two, is a compressible solver with rescaled
acoustics (still guaranteeing separation of scales between
acoustics and hydrodynamics) with larger effective Mach
number allowing for a fully hyperbolic/parabolic system
of equations and larger time-steps compared to the fully
compressible formulation. The now well-known and widely
used LBM targets the latter approximation with a discrete
set of evolution equations for discrete probability distribu-
tion functions, f; [41]:

filx + ciot, t 4 6t) — fi(x,t) = % (f7%p,u) = fi(z,t)),
(3)
where ¢; are discrete particle velocities, 7 the relaxation
time, 6t the time-step size and f;® the discrete equilib-
rium distribution function. This system of equations is
readily obtained by integrating the discrete-in-phase-space
Boltzmann equation with the Bhatnagar, Gross and Krook
(BGK) collision operator along its characteristics [42, 43].
The discrete-in-phase-space Boltzmann equation is obtained
by projecting the continuous space of particle velocities of
dimension D onto a set of ortho-normal base functions,
e.g, Hermite polynomials, and keeping lower-order contri-
butions needed to recover the correct hydrodynamic limit
(i.e. NS level dynamics) [44]. As such the discrete equi-
librium function is a truncated Hermite expansion of the
Maxwell-Boltzmann equilibrium function [44]:

N
Flpw) =Y raipou) i Haler),  (4)
n=0 0

where for a third-order quadrature the stencil reference
temperature is 0y = dr?/36t%, H,(c;) and all(p,u) are
the Hermite polynomials and corresponding equilibrium
coefficients, while the weights w; and the set of discrete
particle velocities ¢; are obtained from a Gauss-Hermite
quadrature.

While most of the initial models and simulations relied
on second order expansion of the equilibrium distribution,
it has since been observed that this leads to Galilean in-
variance issues in the shear components of the stress ten-

sor. This problem can readily be removed by adding third-
order components to the discrete equilibrium [45]. The
same issue exists for normal components of the viscous
tensor. However, this problem can only be removed via
correction terms [13, 45, 46]. The present study targets
the incompressible regime where bulk viscosity effects are
negligible. Therefore, this correction is not necessary and
will not be considered.

The relaxation time appearing in the evolution equa-
tion is tied to the local dynamic viscosity as:

1 ot

F=—— 4

0 T2 (5)

The original model, as described in eq. (3) is referred to
as the single-relaxation time realization of the BGK colli-
sion operator, which has a limited range of stability. To
enhance the domain of stability and have a more robust
scheme allowing for under-resolved simulations we use a
multiple relaxation time realization based on central Her-
mite polynomials. Then, eq. (3) changes into:

fi(w+eidt, t+6t)— fi(m,t) = T ST (f%(p,uw) — fi(x,1))

(6)
where T and T~ ! are the moments transform tensor and
its inverse defined as:

T f=M, (7)

and S is the diagonal tensor of relaxation coefficients. The
central Hermite moments M are defined as [4, 39

Mn - En - ZHH(Ci - u)fl (8)

While relaxation times appearing in S can be tuned in-
dividually for each moment, here all ghost relaxations are
set to one, as this both minimizes computational costs and
is very close to the optimal linear stability manifold in the
space of ghost relaxation times [39]. For more details on
the transforms and moments readers are referred to [4, 46].

2.2. Numerical simulations

Cases description. A cross-sectional view of the idealized
medical device, subject of the FDA nozzle benchmark is
shown in Figure 1. The geometry is composed of an ax-
isymmetric nozzle with a convergent section on the flow in-
let extremity, a constant throat section in the middle and
a sudden expansion section toward the end. To eliminate
a possible numerical effect of inlet and outlet boundary
conditions, the nozzle has been extended by 0.052m and
0.02m at both ends, respectively. The final length of the
nozzle is 0.24m. To validate the numerical results, data
is collected from both the horizontal center-line and eight
distinct planes located at different coordinates along the
horizontal x-axis. Figure 1 shows the locations of these
planes. The simulations are run over a total period of
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Figure 1: Schematic representation of the FDA nozzle with all dimensions.

time covering 300 t., where t. is the flow-through period
defined as,

tc = (9)

where the characteristic speed u. and length L. are set
to the velocity in the throat u,, and to the length of the
throat section, respectively. Only data from the second
half, i.e. 150—300 ¢, is used for the time-averaging process
to get average flow fields. The PIV data used for validation
and the 3-D model geometry are available from the FDA
official website!.

Flow conditions. Following experimental settings and bench-

mark requirements, the fluid was considered to be Newto-
nian, with a density of 1056 kg/m? and a dynamic viscosity
of 3.5 mPas. The Reynolds number is computed as:

U rd r
Re = Regy = ’)“”IT“’, (10)

where dip, is the throat diameter and Wy, is defined as:

do \ 2
Uthy = ( 0 > Ug. (11)

dthr

The average inlet velocity @y is obtained dividing the vol-
ume flow rate by the inlet surface area Sy = wd3/4. To
cover all flow regimes, the present study considers Re=500,
3500, and 6500. Based on critical pipe Reynolds numbers,
the first would fall in the laminar regime, the second in
the transitional, and the third in the low-level turbulent
regime, respectively.

Simulation details. The inlet boundary condition for the
velocity is prescribed in the form of a laminar parabolic
profile:

u(r) = 2w (1 - 42;) . (12)

Constant pressure boundary conditions are implemented
at the outlet while no-slip boundary conditions are em-
ployed along the walls. The no-slip conditions are enforced
with the curved treatment of the bounce-back method [47]

Thttps://ncihub.org/wiki/FDA_CFD

while the outflow constant pressure is applied using the
non-equilibrium extrapolation approach [48].

The computational domain is tridimensional (D = 3)
and has a volume of 0.012 x 0.012 x 0.24m?. Simulations
were conducted with different grid resolutions, dr, listed in
table 2. The respective time-step sizes, dt, are defined by

fixing the maximum predicted convective Courant—Friedrichs—Lewy

(CFL) number in the domain:

2ﬂthr
CFL = 13
or/ot’ (13)
in turn leading to:
din 6rCFL
5t = M (14)
2:ul{ethr

For the analysis of the turbulent statistics, the velocity is
decomposed into a mean and a fluctuating part as:

u(z,t) =u(x) + u'(,1), (15)
where the mean part w is defined by:
1 [to+At
a@ -5 [ U e (16)

to indicates the start of averaging and At the period over
which it is done. Averaging the convective momentum
flux term in the NS equations using this decomposition,
one gets:

(uo +u'o)(up +u/'5) = Ugug + u/ o/ g, (17)

The last term of this equation appears in the Reynolds
stress tensor, defined as:

I, 5 = pu’ ot/ g, (18)

where u’(x, t) and p indicate velocity fluctuations and fluid
density, respectively. The Reynolds stress tensor is sym-
metrical and consists of three normal stress and six shear
stress components. The normal stress can be calculated as
pul,u’, where the term u/ v/, indicates the time-averaged
product of normal velocity fluctuations. Finally, the vis-
cous shear stress o is calculated, in this study, as below:

0ap = pv (0pta + Oaug) . (19)

Four different resolutions will be considered in the study,
from R1 (coarsest) to R4 (finest), listed in table 2.
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Table 2: Spatial and temporal resolutions of simulations.

[ Re dr [x10~"m] &t [x10~%4[]

R1 500 2.3 49.03
R2 500 1.725 36.75
R3 500 1.15 24.5
R1 3500 2.3 9.86
R2 3500 1.725 7.38
R3 3500 1.15 4.93
R1 6500 2.3 5.31
R2 6500 1.725 3.98
R3 6500 1.15 2.65
R4 6500 0.776 1.7

3. Results

Numerical results are compared to experimental data
from three independent laboratories, presented in the form
of five different data-sets [24], i.e. three different mea-
surements from the first laboratory, and one each for the
second and third laboratories. Throughout this section
the three independent sets of measurements from the first
laboratory are shown with diamonds, circular, and square
markers. Data from the second and third laboratories are
represented by asterisks and upward-pointing triangular
markers, respectively.

3.1. Laminar flow, Re = 500

At Re = 500 (inlet Reynolds number of 167), the flow
regime is expected and has been observed to be fully lam-
inar from both PIV and numerical results, meaning that
no jet break-down is observed after the sudden expansion
(see Figure 2).

Velocity Magnitude[m/s]
0.0 0.2 040.6
|

Figure 2: Results for Re=500. Snapshot of the steady velocity field
as obtained from R2 simulations at time ¢t = 2.4 s.

Axial velocity. The results as obtained from R1, R2 and
R3 resolutions are compared to experimental data in Fig-
ures 3 and 4. First, we look into the time-averaged axial
velocity (note that, in this laminar configuration, time-
averaged fields are equivalent to the steady fields) along
the center-line. All three numerical profiles closely match

each other — lying often on top of each other —, indicat-
ing that the chosen grid-sizes allow to correctly resolve the
flow features.

0.8

01 005 0 005 0l
2[m]

Figure 3: Results for Re = 500. Comparison of mean axial velocity
between LBM results and PIV experiments along the center-line of
the nozzle. The results from R1, R2, and R3 are indicated by solid
black, dashed black and solid red lines respectively.

It can be noted from the axial velocity plot that the
flow is constant upstream of the contraction section (z <
—0.063 m) and accelerates when flowing into the contrac-
tion region, reaching a peak value of 0.76 m/s at the en-
trance of the expansion section, plane Xy (corresponding
to x = 0). The flow starts decelerating with an approxi-
mately linear rate in the sudden expansion section (z > 0)
due to the increase in cross-section area. In both Fig-
ures 3 and 4, large discrepancies are observed between the
different measurements. Stewart et al. [29] reported that
the experimental data-sets are strongly affected by nor-
malization errors, which could partly explain the observed
variations.

Radial profiles of axial velocity on sampling planes. The
profiles of the predicted axial velocity are illustrated at
eight cross-sections in Figure 4. A good quantitative agree-
ment is observed between PIV data and numerical results
throughout the nozzle.

However, the peak values of the axial velocity appear
to be slightly overestimated after the sudden expansion
section. Hariharan et al.[24] reported that there is a less
than 1% fluctuation in flow rate during the experiments,
which can lead to this difference. Given that discrepan-
cies between experimental and numerical results are at
the same level as measurement uncertainties, it can still
be concluded that numerical simulations agree well with
the experiments for this case.

Viscous shear stress. The magnitude of the mean viscous
shear stress component o,, along the same cross-sections
is illustrated in Figure 5. Overall, numerical viscous shear
stresses are in good agreement with the values reported
from the PIV measurements. Peak stresses between the
central jet and the recirculation zones show a decreasing
trend in downstream direction after entering the sudden



expansion. The viscous shear stresses are consistently zero
along the center-line.

3.2. Transitional flow, Re = 3500

At Re = 3500 (inlet Reynolds number of 1169), the
flow regime has been observed to be transitional with a
jet breakdown downstream of the sudden expansion re-
gion observed both in the PIV experiments and numerical
simulations (see Figure 6).

Axial velocity. Looking at Figure 7, the axial velocity reaches

a peak of 4 m/s on the finest grid (R3) at z = 0.02 m, but
then decreases afterwards rapidly to 0.5 m/s at = 0.06
m, which indicates jet break-down. The velocity distribu-
tions obtained from all three simulations match perfectly
up to the smooth contraction zone. In the throat, small
discrepancies (of the order of 3% relative differences) are
observed in the predicted maximum velocities. Overall,
the time-averaged axial velocities along the center-line pre-
dicted by LBM simulations match the PIV data very well,
particularly so for resolution R3. The differences observed
between R1, R2 and R3 are in the same range as the vari-
ations found in the measurements.

Radial profiles of axial velocity on sampling planes. Fig-
ure 8 shows axial velocity profiles along the chosen cross-
section planes. In contrast to the parabolic profiles found
at Re = 500, the axial velocity profiles are now plug-like
in the throat section, as expected. Starting at X,, neg-
ative axial velocities appear close to the walls indicating
a large, recirculating toroidal zone. Further downstream,
the profiles slowly grow into a parabolic distribution with a
decreasing peak value, down to 0.5 m/s at the late stages,
i.e. the last plane Xg. Visible differences between different

0.8

grid resolutions are observed most notably at Xg, where
the highest levels of turbulence (and hence smallest struc-
tures) are present, as will be discussed later. The results
with the finest mesh R3 (red lines in Figure 8) lead every-
where to an excellent agreement with measurement data.

Even strongly under-resolved simulations, like R1, lead
to fully correct and stable qualitative predictions, and stay
even in fair quantitative agreement with measurement data
outside of the transitional region, demonstrating the ro-
bustness of the employed numerical solver.

Viscous shear stress. The magnitude of the mean viscous
shear stress component o, is shown in Figure 9. The peak
of the viscous shear stress is found at around 25 Pa in the
throat section. The stress decreases gradually from plane
X5 to the end of the nozzle. The peak is shifted toward
the shear layer between the jet and the recirculation zone
during jet breakdown. The shear stress remains zero in
the boundary layers of the recirculation region at planes
X3 and Xy, while it starts increasing there at plane Xs,
before progressively going back to zero further downstream
(relaminarization).

Reynolds stress. Figures 10 and 11 show the normal Reynolds

normal in axial direction at selected cross-sections and
along the center-line, respectively. Ahead of the sudden
expansion section, the Reynolds stress is nearly zero, indi-
cating laminar conditions.

It experiences a sharp increase around plane X4, reach-
ing maximum values in planes X5 and Xg. The peak of the
normal Reynolds stress is found to be around 800 Pa for
the finest resolution at Xg, where strong flow instabili-
ties can be observed from Figure 6. Further downstream

0.6
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Figure 4: Results for Re = 500. Axial velocity profiles compared with PIV experiments at selected cross-sections. The radial distance is
normalized by the radius of the nozzle, Rg. The results from R1, R2, and R3 are indicated by solid black, dashed black and solid red lines
respectively. Cross-section planes X; to Xg are represented from top left to bottom right.
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Figure 5: Results for Re = 500. Viscous shear stress compared with PIV experiments at selected cross-sections along the center-line. The
results from R1, R2, and R3 are indicated by solid black, dashed black and solid red lines respectively. Cross-section planes X; to Xg are
represented from top left to bottom right. Note the different vertical scales between the two rows.

Velocity Magnitude[m/s]
00 1 2 340

Figure 6: Results for Re=3500. Snapshots of instantaneous velocity
field as obtained from R3 simulation at time ¢t = 4.2s. The top-left
inlay is a zoom over the sudden expansion.

01 005 0 005 0l
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Figure 7: Results for Re = 3500. Comparison of mean axial velocity
between LBM results and PIV experiments along the center-line of
the nozzle. The results from R1, R2 and R3 are indicated by solid
black, dashed black and solid red lines respectively.

(cross-section planes X7 & Xg) the turbulent stress goes
back to zero, indicating again relaminarization of the flow.
While noticeable differences are observed among the three
different resolutions (especially around the jet breakdown
region), they are observed to converge toward experimen-
tal data, as seen in Figure 11. The numerical results from
the finest mesh R3 fall within the PIV data and follow
closely the corresponding trends, leading to an accurate
description of jet breakdown. It must also be kept in mind
that an accurate measurement of the Reynolds stress ten-
sor based on PIV remains extremely challenging due to the
needed resolution in space and time. As such, the exper-
imental data used for the present comparison is certainly
associated with a non-negligible level of experimental un-
certainty, already visible in the widely different results ob-



Figure 8: Results for Re = 3500. Time-averaged axial velocity profiles compared with PIV experiments at selected cross-sections. The radial
distance is normalized by the radius of the nozzle, Rg. The results from R1, R2 and R3 are indicated by solid black, dashed black and solid
red lines respectively. Cross-section planes X; to Xg are represented from top left to bottom right.
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Figure 9: Results for Re = 3500. Time-averaged viscous shear stress compared with PIV experiments at selected cross-sections. The results
from R1, R2 and R3 are indicated by solid black, dashed black and solid red lines respectively. Cross-section planes X to Xg are represented
from top left to bottom right. Note the different vertical scales between the two rows.
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Figure 10: Results for Re = 3500. Time-averaged normal Reynolds stress in axial direction compared with PIV experiments at selected
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Figure 11: Results for Re= 3500. Comparison between LBM results
and experimental data for normal Reynolds stress in axial direction
along the center-line. The results from R1, R2 and R3 are indicated
by solid black, dashed black and solid red lines respectively.

tained by the three experimental groups involved in the
study.

3.8. Mildly turbulent flow, Re = 6500

At Re = 6500 (inlet Reynolds number of 2171), the flow
regime is observed to be locally turbulent downstream of
the sudden expansion region in the PIV and in the numer-
ical simulations (see Figure 12).

Axial velocity. The profiles of time-averaged axial veloc-
ity for the PIV data-sets and for the four LBM meshes
(R1, R2, R3 and R4) are shown along the center-line in
Figure 13. As in Figure 7 the LBM axial velocity pro-
files show very good agreement with PIV experimental
data-sets. The results with mesh resolution R3 and R4
fall within the experimental symbols. It is worth noting

Velocity Magnitude[m/s]
00 2 4 680

Figure 12: Results for Re = 6500. Instantaneous axial velocity field
for mesh R1 at time t = 11.925 s.

that the jet from the coarsest mesh, R1, starts breakdown
slightly later than at higher resolution. The axial velocity
increases to a peak value around 7.5 m/s at x = 0.01 m,
before decreasing very sharply to less than 0.5 m/s. This
abrupt decrease marks the onset of jet breakdown. All
four resolutions are able to accurately predict the axial
velocity distribution along the center-line throughout the
FDA nozzle.

Radial profiles of axial velocity along sampling planes. The
time-averaged axial velocity profiles are illustrated at the
selected cross-sections along the flow direction in Fig-
ure 14. It can be seen from the first two plots that the flow
remains at the same peak velocity in the throat section;
the numerical results from the four resolutions match well
with the PIV experiments. Although the flow enters the
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Figure 13: Results for Re = 6500. Comparison between LBM results
and PIV experiments for mean axial velocity along the center-line of
the nozzle. The results from solid black, dashed black, solid red and
dashed red lines respectively.

expansion section at location X3, the peak axial velocity is
still the same as in the previous locations, in good agree-
ment with PIV data. It is worth noting that a small nega-
tive velocity appears at cross-section X, near the boundary
layers, while the peak axial velocity decreases only slightly.
On the other hand, the peak axial velocity decreases dras-
tically from section X5 to Xg in association with jet break-
down. At later stages, in the cross-sections X7 and Xg, it
can be observed that the peak values are relatively small
(around 0.75 m/s). The numerical predictions match very
well with the PIV data in this region where the jet collapses
almost completely and the flow reattaches. Overall, the
LBM results are in very good agreement with the exper-
iments concerning jet breakdown. The mesh R3 captures
correctly the axial velocity profile and the jet breakdown
process throughout the nozzle.

Viscous shear stress. The magnitude of the time-averaged
viscous shear stress component o, is shown at selected
cross-sections in Figure 15. It can be noted that the vis-
cous shear stress reaches a peak around 50 Pa in the throat
section, the largest velocity gradients being found as ex-
pected in the boundary layer. In the sudden expansion
section, the peak of the viscous shear stress is predicted
to be less than 8 Pa and is found in the shear layers be-
tween the central, high-velocity jet and the recirculating
fluid. The peak of the viscous shear stress decreases fur-
ther downstream. Later on, the effect of viscous shear
stress can be fully neglected due to the uniform and low
velocity found in the nozzle. The largest (but low) shear
stress is found close to the boundary layer in cross-sections
X7 and Xg, which can be attributed to the jet reattach-
ment to the wall. As expected, the shear stress is zero
along the center-line. The height of the boundary layer is
estimated to be around half of the throat diameter in both
experimental and numerical results.

Overall, viscous shear can be neglected as the peak
viscous stress is very small throughout the nozzle. Such a
value should not be able to damage red blood cells. De-
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pending on the studies, a shear stress exceeding about 100
Pa is necessary to observe any hemolysis [49].

Reynolds stress. Figures 16 and 17 illustrate the normal
Reynolds stress for selected cross-planes and along the
center-line, respectively. It can be observed that the re-
sults are in good agreement with the experimental data
throughout the nozzle, keeping in mind the large varia-
tions also found in the experiments. In the throat section
(planes X;& Xs), the numerical results are close to zero, as
in most measurements (while few experimental sets show
local peaks up to 1500 Pa; the experimental results vary
very widely there). After flowing through the sudden ex-
pansion region, the Reynolds stress increases largely until
the late stage of jet breakdown. The peak of Reynolds
stress appears in this region in the shear layers between the
central high-speed jet and the surrounding recirculating
fluid, reaching around 3000 Pa between cross-sections X
and Xg. Further downstream, the Reynolds stress starts
decreasing sharply towards zero. The Reynolds stress is
negligible in the throat as well as at the end of the nozzle.

4. Discussion

In this section, further information is provided concern-
ing agreement and/or discrepancies between numerical re-
sults and PIV measurements in this study.

Laminar flow. The in-house numerical tool ALBORZ suc-
cessfully predicts the nature of the laminar flow. The jet
induced after leaving the throat does not break down in
the sudden expansion section. The numerical simulations
accurately capture the fields of velocity and viscous shear
stress.

Transitional flow. Both numerical simulations and exper-
iments show a transitional regime with a jet breakdown
in the sudden expansion section at this Reynolds number
of 3500. The location of the jet breakdown is accurately
predicted by the simulations, around = = 0.02 m, which is
later than for Re = 6500. The effect of the viscous shear
stress would be negligible regarding hemolysis, due to its
low peak value. Concerning the Reynolds stress, used to
quantify the strength of turbulent velocity fluctuations and
to assess indirectly the potential damage to blood cells.
The obtained values are much higher and would be suffi-
cient to trigger hemolysis. However, as explained in Yu et
al. [49], there is still no clear consensus regarding critical
values and unsteady effects must be taken into account to
clearly assess the impact of stress on hemolysis.

Mildly turbulent flow. The turbulent flow exhibits an ear-
lier onset of jet break-down, already around z = 0.01 m.
Ahead of the sudden expansion section, the value of the
Reynolds stresses are small, showing that there is no no-
table flow disturbance produced before and within the
throat, as expected. Some discrepancies are found be-
tween numerical results and PIV measurements regarding
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Figure 14: Results for Re = 6500. Time-averaged axial velocity compared with PIV experiments at the chosen cross-sections along the
center-line. The radial distance is normalized by the radius of the nozzle, Rg. The results from R1, R2, R3 and R4 are indicated by solid
black, dashed black, solid red and dashed red lines respectively. Cross-section planes X; to Xg are represented from top left to bottom right.
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Figure 15: Results for Re = 6500. Time-averaged viscous shear stress compared with PIV experiments at selected cross-sections along the
center-line. The results from R1, R2, R3 and R4 are indicated by solid black, dashed black, solid red and dashed red lines respectively.
Cross-section planes X1 to Xg are represented from top left to bottom right. Note the different vertical scales between the two rows.
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Figure 16:

Results for Re=6500. Comparison between LBM results and experimental data for axial Reynolds normal stress at different

cross-sections. The results from R1, R2, R3 and R4 are indicated by solid black, dashed black, solid red and dashed red lines respectively.
Cross-section planes X; to Xg are represented from top left to bottom right.
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Figure 17: Results for Re=6500. Comparison between LBM results
and experimental data for axial Reynolds normal stress along the
center-line. The results from R1, R2, R3 and R4 are indicated by
solid black, dashed black, solid red and dashed red lines respectively.

Reynolds normal stress for cross-section planes X5 and Xg.
However, the differences are below the variations observed
among the different experimental data-sets, the orders of
magnitude are well predicted, and the shapes of the pro-
files coincide. It is therefore impossible to decide if the
disagreements come from the numerical model or from ex-
perimental limitations.

5. Conclusions

Lattice Boltzmann simulations were performed on the
FDA’s benchmark nozzle, mimicking a simplified blood-
contacting medical device, to assess the capability of the
in-house solver ALBORZ in modelling such flows under
laminar, transitional, and mildly turbulent conditions. For
this purpose, Reynolds numbers Re = 500, 3500, and 6500
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have been considered, for which experimental data are
available. Velocity, viscous shear stress, and turbulent
Reynolds stress were compared to the inter-laboratory PIV
experiments documented in the literature [24]. Overall,
numerical results are in very good agreement with the ex-
perimental data, demonstrating that the solver is capable
of predicting accurately the underlying flow physics. This
applies even for under-resolved simulations (grid R1), al-
lowing therefore very fast estimates, since results on grid
R1 are typically obtained almost 20 times faster than on
grid R3. When a very high accuracy is required, by in-
creasing the resolution, results converge toward experi-
mental profiles within the corresponding uncertainty. This
shows that the solver can be used in a stable manner ei-
ther 1) for a fast estimate of the flow conditions with a
fair accuracy, or 2) to get very accurate flow predictions
at the price of a much longer computational time. To
our knowledge, this work is the first LBM study of the
FDA’s benchmark nozzle considering simultaneously lam-
inar, transitional, and mildly turbulent flow conditions,
providing comprehensive quantitative comparisons for the
flow fields.
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Appendix A. Central Hermite moments collision
operator

In the present work the continuous particle-speed space
is discretized via a third-order Gauss-Hermite quadrature.
The third-order quadrature leads to stencils of the form
DAQ3?, where d is the number of physical dimensions,
ie. d € {1,2,3}. Furthermore the third-order quadrature
yields the following weights in 1-D:

2/3 for ¢;q =0,
1/6 for ¢; o = 0r/dt,

Wi,a =

(A1)

which in turn for the 3-D stencil is merely the tensorial
product of the 1-D weights:

w; = I I Wi, o

a=x,Y,z

(A.2)

and p = 6r2/36t%. The Hermite polynomials appearing
in Eq. 4 are defined as:

Ho =1, (A.3a)
Ha = Cia, (A.3Db)
Hap = Ci,aCi,p — Oaps (A.3¢c)
Hapy = Ci,aCi,pCiy — CYC(0aBCiqy)s (A.3d)
Hapye = CiaCipCinCic — CYC (0apCinCic)

+ cyc (dapdye) (A.3e)

Hapycr = Ci,aCi,BCi~Ci cCi — CYC (0¢1CiraCi,BCi ~)
+ cyc (¢i,adp0¢.) 5 (A.3f)

Hapycin = Ci,aCi,5Ci,4Ci¢Ci,Cin — CYC (Ci,aCi,5CiCi¢Oux)
+ cye (¢i,aCi,50y¢0us) — €yC (0apdyclus) , (A.3g)

with cyc a cyclic permutation and resulting equilibrium
coefficients:

ay! = p, (A.4a)

ad = pug, (A.4Db)
aglh = puaug, (A.4c)
agh, = PUaUpUy, (A.4d)
Aol = PUAUBU U, (A.4e)
Al e, = PUaURUAUCU,, (A.4f)
a:},%m = PUQUBUAUCU, U (A.4g)
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In the central moments space, assuming a D3Q27 stencil,

the following equilibrium moments are recovered:
Tf=a®, (A.5)

where a®? are the equilibrium Hermite coefficients in cen-
tral moments space:

as = p, (A.6a)
&t = 0,Yn # 0. (A.6b)

It must be noted that all equilibrium moments of order
n > 0 become zero in central space only using the full Her-
mite expansion supported by the stencil. In the present
work we use a sixth-order Hermite-expansion of the dis-
crete equilibrium for all simulations.

Apart from the relaxation rates of second-order moments
tied to the fluid viscosity, i.e. @z, Gyy, A2z, Gzy, Gz and
ay, all other relaxation rates are set to 1. A set of Matlab
code are included as supplementary material to compute
the transform and inverse tensors along with correspond-
ing moments for the collision model used in the present
work.

It is also interesting to note that the viscous stress tensor
obtained as the second-order moment of the non-equilibrium
part of the distribution function [50] can be readily ob-
tained from Hermite coefficients:

1 eq
3 (Qatus + Osua) = 5o (aas —alb),  (AT)
or central Hermite coefficients:
1 1
— (0 Ogg) = ——— (Gug3) - AR
5 (Ot + Ogua) 2/)90%(@ 8) (A.8)
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