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Abstract

Internal resistance is a critical parameter of the thermal behavior of Li-ion battery cells. This paper proposes an innovative way to deal with the uncertainties related to this physical parameter using experimental data and numerical simulation. First, a CFD model is validated against an experimental configuration representing the behavior of heated Li-ion battery cells under constant discharging current conditions. Secondly, an Uncertainty Quantification based methodology is proposed to represent the internal resistance and its inherent uncertainties. Thanks to an accurate and fast to compute surrogate model, the impact of those uncertainties on the temperature evolution of Li-ion cells is quantified. Finally, Bayesian inference of the internal resistance model parameters using experimental measurements is performed, reducing the prediction uncertainty by almost 95\% for some temperatures of interest. Finally, an enhanced internal model is constructed by considering the state of charge and temperature dependency on internal resistance. This model is implemented in the CFD code and used to model a full discharge of the Li-ion batteries. The resulting temperature evolution computed with the two different resistance models is compared for the low state of charge situations.
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<table>
<thead>
<tr>
<th>Variables</th>
<th>units</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u )</td>
<td>( m \cdot s^{-1} )</td>
<td>Velocity field in fluid domain</td>
</tr>
<tr>
<td>( T )</td>
<td>K</td>
<td>Temperature field</td>
</tr>
<tr>
<td>( p )</td>
<td>Pa</td>
<td>Pressure field in fluid domain</td>
</tr>
<tr>
<td>( t )</td>
<td>sec</td>
<td>Time</td>
</tr>
<tr>
<td>( R(T) )</td>
<td>mΩ</td>
<td>Internal resistance model function of temperature</td>
</tr>
<tr>
<td>( I )</td>
<td>A</td>
<td>Electrical current intensity</td>
</tr>
<tr>
<td>( q_g )</td>
<td>W \cdot m^{-2}</td>
<td>Heat source term in solid equation</td>
</tr>
<tr>
<td>( C_p )</td>
<td>J \cdot (kg \cdot K)^{-1}</td>
<td>Specific heat</td>
</tr>
<tr>
<td>( d )</td>
<td>mm</td>
<td>Diameter of the Li-ion cells</td>
</tr>
<tr>
<td>( h )</td>
<td>mm</td>
<td>Height of the Li-ion cells</td>
</tr>
<tr>
<td>( SOC )</td>
<td></td>
<td>State of charge</td>
</tr>
<tr>
<td>( R )</td>
<td>mΩ</td>
<td>Resistance vector, surrogate model input</td>
</tr>
<tr>
<td>( T )</td>
<td>K</td>
<td>Vector of temperatures, surrogate model output</td>
</tr>
<tr>
<td>( T^{exp} )</td>
<td>K</td>
<td>Vector of experimental measured temperature</td>
</tr>
</tbody>
</table>

### Special characters

<table>
<thead>
<tr>
<th>Special characters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \nu )</td>
<td>( m^2 \cdot s^{-1} )</td>
</tr>
<tr>
<td>( \rho )</td>
<td>( kg \cdot m^{-3} )</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>( W \cdot (mK)^{-1} )</td>
</tr>
<tr>
<td>( \alpha = \lambda/\rho C_p )</td>
<td>Thermal diffusivity</td>
</tr>
<tr>
<td>( \Omega, \Omega_f, \Omega_s )</td>
<td>Computational domains</td>
</tr>
<tr>
<td>( N_{LHS} )</td>
<td>Number of simulations in the design of experiment</td>
</tr>
<tr>
<td>( N_{MC} )</td>
<td>Number of Monte Carlo evaluations</td>
</tr>
<tr>
<td>( \varepsilon_{L2} )</td>
<td>L2 error function</td>
</tr>
<tr>
<td>( f^K )</td>
<td>scalar output surrogate model (L2 error)</td>
</tr>
<tr>
<td>( M^K )</td>
<td>Multiple output surrogate model</td>
</tr>
<tr>
<td>( \mathcal{X}^{DOE} )</td>
<td>Design of experiment for multiple output surrogate construction</td>
</tr>
<tr>
<td>( \mathcal{X}^{valDOE} )</td>
<td>Design of exp. for validation</td>
</tr>
<tr>
<td>( \mathcal{X}^{L2DOE} )</td>
<td>Design of exp. for L2 error surrogate</td>
</tr>
<tr>
<td>( \mathcal{U} )</td>
<td>Uniform distribution</td>
</tr>
<tr>
<td>( \mathcal{N} )</td>
<td>Gaussian distribution</td>
</tr>
<tr>
<td>( \pi[X] )</td>
<td>Probability density function of random variable X</td>
</tr>
<tr>
<td>( \mathcal{E} )</td>
<td>Statistical mean</td>
</tr>
<tr>
<td>( \mathcal{V} )</td>
<td>Statistical variance</td>
</tr>
<tr>
<td>( \mathcal{X}_{exp} )</td>
<td>Design of exp. for resistance field kriging</td>
</tr>
<tr>
<td>( \hat{R} )</td>
<td>Kriging predictor for resistance field</td>
</tr>
<tr>
<td>( \mu_r )</td>
<td>Mean of kriging predictor</td>
</tr>
<tr>
<td>( \sigma_r^2 )</td>
<td>Variance of kriging predictor</td>
</tr>
<tr>
<td>( P_{53} )</td>
<td>Fitting polynomial</td>
</tr>
</tbody>
</table>

### Subscripts

<table>
<thead>
<tr>
<th>Subscripts</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f )</td>
<td>fluid domain properties respectively</td>
</tr>
<tr>
<td>( s )</td>
<td>solid domain properties</td>
</tr>
<tr>
<td>( i )</td>
<td>fluid/solid interface properties</td>
</tr>
</tbody>
</table>

Table 1: List of notations
1. Introduction

The widespread use of electric vehicles forces manufacturers to build high-performance cars and provide the ability of fast charging for consumers. High-intensity currents demanded by these capabilities can generate intense heat loads on the battery pack of the vehicle [1]. Operating the car and battery pack under high temperatures can seriously damage the Li-ion batteries and reduce the lifespan of the whole system [2]. Then, industrial efforts are focused on Battery Thermal Management System (BTMS) to keep the batteries in a safe range of temperature during charging and discharging sequences. Those systems exist in different configurations. The most commonly used techniques include phase change material, indirect and direct fluid cooling systems [3]. So far, the immersion cooling technology seems to be the most effective solution in terms of heat transfer performances [4]. In this configuration, the cells are immersed in direct contact with the cooling fluid, either air or a dielectric liquid. The fluid crosses the Li-ion cells arrangement under forced convection regime and retrieve the heat they produce. To simulate the thermal and fluid characteristics of such systems, the classical approach is to use Computational Fluid Dynamics models. The conjugate heat transfer simulation is usually performed in 2D or 3D geometries, at transient or steady regimes. The heat equation is solved in the solid domain representing the Li-ion cells. The Navier-Stokes and energy equations are solved in the fluid domain. Continuity of temperature and heat flux are applied at the interface of both domains. The capabilities offered by CFD allow to study different features of BTMS. A 2D CFD conjugate heat transfer model is validated with experimental results for an original thermal management method using reciprocating air flow in [5]. The CFD can also be used to assess the resulting heat transfer coefficient of the fluid involved in the conjugate heat transfer [6]. The authors in [7] and [8] use 3D CFD computations to predict hot spots formation in the fluid domain depending on the Li-ion cells arrangement. Some analytical models can be developed for this configuration as in [9]. The results of their analytical method are compared with steady Finite Elements simulations.

The resulting temperature prediction in such complex simulations is strongly dependent on the heat generated by the Li-ion cells. Understanding and predicting the internal thermal behavior of Li-ion cells is then crucial to represent these systems. Electro-chemical reactions are responsible of the useful energy production by the Li-ion batteries, and then of the consequent heat generation [10, 11].

Many works try to address the simulation of the heat source within Li-ion batteries. Several approaches are performed in literature, depending on the physical scale considered. Some authors are coupling the electro-chemical equations to the thermal equations in order to represent the electronic and ionic transfer phenomenon between the layers composing the battery [12, 13, 14, 15]. Then the heat generated by these transfers is taken into account in the heat equation and then the temperature distribution in the cell is computed.

Other references consider a simpler approach for the heating source term. Indeed, solving the partial differential equations system governing the electrochemical processes might be costly, especially if the objective is to represent a full size BTMS and solve the heat and flow equation in the whole system. Then, the challenge is to take a source term for heat equation that represents the internal phenomena occurring within the Li-ion batteries. A model taking into account two main electro chemical phenomena was first proposed by [16] and used in numerous references [17, 18, 19, 20, 7, 21, 22, 23]. According to this approach, the heat source is the result of two contributions. The first one is the heat generated by the entropy changes caused by the electrochemical reactions. The second contribution is the
heat generated by the Joule effect. It is caused by the electrons transfer across the layers composing the battery. Each of these layer present an inherent electric resistivity, and create an obstruction to the electrons motion. The induced energy loss are then released under the form of heat. Many references consider that the most part of the heat is due to the Joule effect [19, 2, 7, 5]. Using this assumption, the parameters to consider are the internal resistance and the input electrical current. The internal resistance depends on parameters such as temperature, state-of-charge of the cell and their combined effect, following relationships hard to assess in practice. Developing an accurate model to represent its behavior is a challenging topic and different methods has been tested in literature for this purpose [20, 24, 25].

In this work, only the heat produced by the Joule effect through the values of internal resistance and electric current is considered. An internal resistance model is constructed, considering its dependence on temperature only as a first assumption. We perform a 2D simulation of the conjugate heat transfer in a small battery pack immersed in air. The uncertainties coming from the internal parameters are considered thanks to the parameterization of the model. A novel methodology is presented to improve the numerical solver’s temperature prediction using uncertainty quantification methods and experimental measurement. Specifically, a Bayesian inverse problem is solved and gives the calibrated distributions of the resistance model parameters leading to the model response the closest to the experimental data. Finally, for further investigation, we propose a method to build an alternative internal resistance model, dependent on both the state of charge and temperature. This model allows assessing the effect of the state of charge on the temperature evolution.

The article is divided as follows. The section 2 presents the experimental setup reproduced with the CFD model. The code TrioCFD [26] is validated for the first time in literature against an experimental configuration of Li-ion cells. In section 3 the uncertainties of the internal resistance of Li-ion cells are modeled and propagated through the CFD solver. We then assess their impact on the temperature evolution of the Li-ion cells under constant discharging conditions. Then, in section 4 deterministic and Bayesian calibrations of the internal resistance model parameters are performed using experimental measurements. The variance reduction in the temperature prediction allowed by the Bayesian inversion is quantified. Finally, the section 5 proposes a method to construct an internal resistance model considering the mixed effect of the state of charge and the temperature. The model is constructed from experimental measurements of resistance. A fitting method known as Kriging is proposed to construct a smooth and realistic model from these sparse data, considering the uncertainties in the model construction. This new model is implemented in the CFD solver and significantly impacts the temperature prediction compared to the first model with temperature dependence only.
2. Experimental and CFD test case

2.1. Experimental test case

The experiment reproduced in this study is taken from [21]. The set-up consists in two parallel rows of four Li-ion cells each (see Fig. 1). The Li-ion cells used in the experiment are cylindrical 26650 cells, with LiFePO4 chemical composition. A battery pack, composed of two rows of cells, is between enclosure walls made of plexiglass. Each cell present a diameter of \(d = 25.85 \text{ [mm]}\) and height of \(h = 62.5 \text{ [mm]}\), with a given spacing between cells illustrated in Fig. 1. A constant discharging electric current is applied to the Li-ion cells during the whole experiment time. According to the discharge rate of 1.5 \([\text{C}]\), the current across the entire battery pack is set to \(I = 6.9 \text{ [A]}\). This discharge current is applied to the cells from the beginning of the experiment, at time \(t_0 = 0 \text{ [sec]}\) until the final time \(t_f = 1600 \text{ [sec]}\).

![Figure 1: Experimental set up. Figure courtesy of He et al. (2014) in the International Journal of Heat and Mass Transfer, vol. 72 [21].](image)

The purpose of the experiment is to monitor the temperature evolution of the heated Li-ion cells measured at key locations of each cell surface. The probes positions are represented by the black cross on Fig. 1b. In this experiment, the temperature evolution of the cells is studied under various airflow conditions. The case of forced convection with a non zero inlet velocity in the fluid domain, is treated, for numeric validation purposes. Then, the uncertainty quantification study on the internal resistance model is performed in the case of pure heating of the cells, with no air inlet velocity. One scope of the present work is to consider the data coming from the experiment with the uncertainties related to the measured quantities of interest and with the inherent uncertainties of physical parameters involved in Li-ion cell heating.

2.2. Governing equations and CFD model

To represent numerically the experimental case, a two-dimensional simulation of the transient conjugate heat transfer is performed. The computational domain \(\Omega\) is divided in two
sub-domains: the fluid domain and solid domain. Because of the symmetry of the experimental set-up the full domain $\Omega$ represents only half of the physical set up, namely, one plexiglass wall and only one row composed of four cells, like shown in Fig. 2.

In the fluid domain $\Omega_f$, the Navier-Stokes equations are solved along with the energy equation. The set of equations in the fluid domain reads:

$$
\begin{align*}
\nabla \cdot \mathbf{u} &= 0 \\
\frac{\partial \mathbf{u}}{\partial t} + \mathbf{u} \cdot \nabla \mathbf{u} &= \nabla \cdot (\nu_f \nabla \mathbf{u}) - \frac{1}{\rho_f} \nabla p \\
\frac{\partial T}{\partial t} + \mathbf{u} \nabla T &= \nabla \cdot (\alpha_f \nabla T)
\end{align*}
$$

(1)

The solid domain $\Omega_s$ represents the four heated cells. The heat equation is solved in this part of the domain. The heat equation in $\Omega_s$ reads:

$$
\frac{\partial T}{\partial t} = \nabla \cdot (\alpha_s \nabla T) + \frac{q_g}{\rho_s C_{p,s}}
$$

(2)

At the interface $\gamma_i$ between the two domains $\Omega_f$ and $\Omega_s$, the coupling conditions related to conjugate heat transfer are applied: temperature and heat flux continuity. Let’s denote $T_{f,i}$ and $T_{s,i}$ the temperature on the interface in the fluid and solid domains respectively. Similarly, $\Phi_{f,i}$ and $\Phi_{s,i}$ are the heat flux coming out of the fluid and solid domain respectively. For any instant $t$ of the simulated time, the temperature and heat flux continuity are expressed by:

$$
T_{f,i} = T_{s,i} \quad \Phi_{f,i} = -\Phi_{s,i}
$$

(3)

The source term in the solid domain $\Omega_s$ represents the heat generated by the Joule effect, due to the discharge current $I$ applied to the cells, and their internal resistance $R$. The
details about the source term expression are explained further in the article. However, to complete the equations’ description, the expression of the source term in Eq. (2) is given by:

\[ q_g \propto R(T) \cdot I^2 \] (4)

\( q_g \) being a volumic source term, it is applied to each mesh element of the solid domain. Then the resistance depends on the temperature evaluated in each element of the discretized solid domain. The numerical tool used to solve the governing equations is TrioCFD [26], which is a numerical tool developed at CEA for heat transfer and fluid problems oriented towards nuclear applications. Note that TrioCFD is applied here for the first time in literature to the simulation of battery cells. The conditions on the different boundaries indicated in Fig. 2 are the following ones: \( \Gamma_1 \) imposed temperature and velocity, \( \Gamma_2 \) symmetry and adiabatic for thermal equations, \( \Gamma_3 \) free outlet, \( \Gamma_4 \) symmetry, \( \Gamma_5 \) wall condition, \( \gamma_i \) coupling conditions (fluid/solid interface). TrioCFD provides the predicted temperature evolution at the probes locations showed in Fig. 1b.

2.3. Evaluation of the numerical schemes

The purpose of this section is to make sure that the numerical schemes used to solve flow and thermal equations in TrioCFD are consistent with an already validated numerical tool on this kind of heat transfer problems. A code to code comparison is performed, between TrioCFD and the code used in [21], FLUENT. The test case is set up with the following conditions: an air flow of \( u = 1 \) [m/s] is imposed at the inlet boundary. The heat from solid domain is provided by a constant source term \( q_g = 6.666 \cdot 10^3 \) [W/m²] in Eq. (2). For this case of forced convection with inlet velocity, a Low-Re \( k-\varepsilon \) turbulence model [27] is added to Eq. (1). The 2D mesh contains \( 1.7 \cdot 10^4 \) nodes. The temperature evolution is computed at the probes positions, specified in Fig. 1b. As the two numerical codes are set with the same heating conditions and the computation is made on the same mesh, it’s assumed that if TrioCFD reproduces the same temperature evolution as FLUENT, the flow and heat equations are numerically solved with good consistency.

Fig. 3 shows the temperature evolution at the probes position computed by TrioCFD and FLUENT. Both codes give similar temperature prediction. Thus, from these results, confidence is gained about the numerical settings chosen for the case and the ability of TrioCFD to compute conjugate heat transfer in a case of heated Li-ion cells.

2.4. CFD simulation for the case of no inlet velocity: resulting temperature field

Here a simulation in the case of pure heating is presented, i.e. with air velocity set to \( u = 0 \) [m/s] at inlet boundary. A Dirichlet boundary conditions is applied to the temperature of the inlet boundary: \( T_{\text{inlet}} = 295.2 \) [K]. The same value is used for the initial condition in the whole domain. An adiabatic wall condition is applied to symmetry boundaries for the temperature. The mesh used is the same as the one validated in the previous section, in Fig. 2.

This representation of the temperature field in Fig. 4 highlights the process of transient conjugate heat transfer. The heat is generated in the solid domain \( \Omega_s \) with the volumetric heat source \( q_g \) from Eq. (4). Then the heat is spread through the solid domain in Fig. 4b, according to the conduction equation Eq. (2). The fluid in \( \Omega_f \) surrounding the solid domain is retrieving the heat generated through the coupling conditions in Eq. (3). The air temperature and resulting flow is computed with Eq. (1). The air temperature in the fluid
domain evolution is visible from Fig. 4a. Also, because of the cell arrangement and the wall on the left side, increased heat loads for the cells 2 and 3 are visible in Fig. 4b. This kind of thermal behavior is expected regarding the geometry of the experimental setup. Then, this simple configuration underlies the issues of thermal distribution in real battery packs where several Li-ion cells are arranged close to each other. The hereto numerical model is able to reproduce such phenomenon.

3. Modeling uncertainties in internal resistance model

Now that the description and ability of the CFD model to solve the problem of heated cells has been shown, the focus is set on studying the uncertainties related to the internal resistance model.

3.1. A priori choice of the internal resistance model

To consider uncertainties in the internal resistance values, it is first required to choose an a priori structure for the model to represent this function. From many references studying properties of Li-ion batteries, it is a good guess to assume that the internal resistance is dependent on the temperature only, in a cubic polynomial form \([19, 7]\). The objective here is then to build a direct relationship between the resistance of the cell and its temperature, following some physical constraints, *i.e.* \(T \mapsto R(T)\). Specifically, the built model \(R(T)\) is imposed to be strictly decreasing within the temperature range of the experiment following several works \([19, 20, 24]\).

A Bezier parametrization is chosen to model the resistance, requiring the definition of some control points. Note that expected monotonic behavior of the resistance can be natu-
rally imposed with a suitable choice of the control points. Within the range of relevant temperatures with respect to usual Li-ion cells problems, four values of temperature are selected, equally spaced, as input values. Then, for these selected temperature values, four corresponding values of internal resistance are taken. This process outcomes in four temperature-resistance control points. Then, the model is built using a Bezier curve parametrization. The four points \( \{ (T_0, R_0), ..., (T_3, R_3) \} \) define the Bezier curve representing the \( R(T) \) the model. An illustration of the Bezier parametrization in modelling the resistance \( R(T) \) is given in Fig. 5 with five curves and their associated control points (corresponding to the same colour), within the range of temperature of the experiment represented by the vertical red dotted lines. Note that the mathematical behavior of each model is controlled through the variability of the control points. Practically, a direct relationship is established from the selected Bezier points and the explicit expression of the polynomial model \( R(T) \) [28].

3.2. Uncertainty characterization of the internal resistance model

Using the Bezier parametrization, the uncertainties of the internal resistance can be represented by modelling the distribution of the control points variability. In practice, a random variable \( R_i \) is introduced, giving the resistance value at the temperature abscissa \( T_i, i \in [0, 3] \) of each control point. Excepted the physical constraints detailed right above, no a priori information is known on the behavior of the model. For this reason, the introduced random variables \( R_i \) are assumed to follow an uniform distribution. A physically sound interval of variation is considered from which the resistance values can be obtained by sampling the

Figure 4: (a) Contour plot of the temperature field evolution in solid and fluid domains. (b) Focus on the temperature field in the solid domain at \( t = 1600 \) [sec]. The black cross represents the location where the experimental data is measured.
random variables following the uniform distribution:

\[ R_i \sim U([R_i^{\text{min}}, R_i^{\text{max}}]) \quad \text{for} \quad i = 0, ..., 3 \]  

(5)

For one sampled vector of resistance values \( \mathbf{R}^{(k)} = [R_0, ..., R_3] \) the corresponding Bezier polynomial model \( R^{(k)}(T) \) is built and ready to be implemented in the CFD code through the source term \( q_g \) from Eq. (2).

Figure 5: Five samples of the Bezier control points and corresponding \( R(T) \) curves (matched by colors). The red dotted lines represent the temperature range of the experiment. The four abscissa of the control points are: \( T_0 = 290 \ [\text{K}] \); \( T_1 = 294.8 \ [\text{K}] \); \( T_2 = 299.5 \ [\text{K}] \); \( T_3 = 304.1 \ [\text{K}] \)
4. Calibration of the resistance model parameters using experimental data and surrogate model

4.1. Surrogate model and uncertainty propagation

Using the process detailed in the previous section the uncertainties inherent to the internal resistance model can be modeled. The goal of this study is to assess the impact of the $R(T)$ model shape on the temperature evolution computed by the numerical model. From the uncertainty quantification perspective, the objective is to assess the impact of these uncertainties on the temperature response of the heated Li-ion battery cells.

A so-called Uncertainty propagation problem consists in propagating the input uncertainties through the numerical solver to compute a statistical distribution of a specific quantity of interest. The target here is the computation of some statistics of the temperature evolution on the Li-ion cells surface.

The statistics of interest are here the mean and variance of the temperatures $T_j$ at fixed times $t_j$ of the experiment. A simple approach to compute these statistics is the Monte Carlo method. The expressions of the mean $E[\cdot]$ and variance $V[\cdot]$ for each output $T_j$ reads:

$$
E[T_j] = \frac{1}{N_{MC}} \sum_{k=1}^{N_{MC}} T_j^{(k)}
$$

$$
V[T_j] = \frac{1}{N_{MC}} \sum_{k=1}^{N_{MC}} \left( T_j^{(k)} - E[T_j] \right)^2
$$

This method is very effective but expensive, though. In fact, it requires the evaluation of many samples $N_{MC}$ to converge properly, which correspond in this case to many CFD expensive evaluations. Many values of the temperature response are required, each corresponding to an evaluation of the computational model with an internal resistance model $R^{(k)}(T)$ as input. This turns to be prohibitive with the present CFD model which presents a high computational cost.

The approach followed here is then to build a surrogate model of the quantity of interest as a function of the input parameters, which can be used instead of evaluating the CFD model. Practically, let’s define for the surrogate model the input as a vector of four sampled values of resistance $R = [R_0, ..., R_3]$. The output is represented by a vector $T$ of $k$ temperature values $\tilde{T}_k$, at different times of the experiment $t_k$, at the location specified in Fig. 4, such that $\tilde{T}_k = \tilde{T}(t_k)$. The surrogate model just defined is described in Eq. (7):

$$
\mathcal{M}^K : \mathbb{R}^4 \rightarrow \mathbb{R}^k
\quad R \mapsto T
$$

The construction of this function is performed using the Gaussian process regression theory [29, 30]. The idea is to build an interpolation function from a set of construction points constituting a so-called Design of Experiment (DOE). The built Kriging surrogate model allows to get evaluations of the quantities of interest at considerably lower computational cost.

In this case, Latin Hypercube Sampling technique (LHS) [31] was used to sample $N_{LHS} = 153$ models for the internal resistance $R^{(i)}(T), i \in [1, N_{LHS}]$. Then, a CFD simulation is
performed for each input \( \mathbf{R}^{(i)} \), providing the output vector of temperature values \( \mathbf{T}^{(i)} \). The points obtained after this process, constituting the DOE \( \mathcal{X}_{DOE} \) are denoted as:

\[
\mathcal{X}_{DOE} = \left\{ \left( \mathbf{R}^{(i)}, \mathbf{T}^{(i)} \right) , \ i = 1,...,N_{LHS} \right\}
\]  

The expensive part in terms of computational cost is the construction of the DOE. Then, the computation of the statistics of interest is made possible by the \( N_{MC} \) evaluations of the surrogate model \( \mathcal{M}^K \), each representing in practice roughly the cost of a vector matrix product.

Once the surrogate model is built, it is required to ensure that the surrogate model represents the numerical model with good accuracy. The Fig. 6 illustrates the evaluation of temperatures by the surrogate model for some inputs \( \mathbf{R}^{(i)} \) versus the one evaluated with CFD. All the points are overlapping close to the \( y = x \) line, showing an excellent accuracy of the surrogate model. In practice, an other DOE \( \mathcal{X}_{DOE}^{val} \) containing \( N_{val} = 82 \) points, was used to perform this validation.

![Figure 6: Comparison of surrogate model evaluations of temperature \( \mathcal{M}^K \) with the CFD model \( \mathcal{M} \) for given inputs \( \mathbf{R}^{(i)} \). The red line represents the first bisector curve.](image)

Since the surrogate is built, it can be utilized to compute the statistics of interest described above. Fig. 7 illustrates the surrogate model response together with the experimental data.
and the CFD computation using a nominal resistance model $R_{\text{nominal}}(T)$.

The uniform prior distributions defined in the previous section are used to estimate the mean and variance of the surrogate model. The variance envelope due to the inputs uncertainties, corresponding to the 95% confidence interval in this case, overlaps with the experimental measurements and the corresponding error bars. This first result shows the interest of taking into account the input uncertainties from the resistance, compared to a deterministic approach using the CFD model and a single input resistance model. Indeed, the variability of the surrogate model response is non negligible when the prior uncertainties on the internal resistance model are considered. Furthermore, if the mean response of the surrogate model seems to be in fair agreement with the experimental measurements, the response variability is increasing with time as the temperature reaches higher values.

In the following section, the approach considered consists in using directly the experimental data to reduce this variability in the temperature prediction.

![Figure 7: Surrogate model response with its variation envelope due to input prior uncertainties (red). Comparison with experimental data and its measurement error envelope (black). CFD model response with nominal input model $R_{\text{nominal}}(T)$ (blue).](image)
4.2. Bayesian calibration of the resistance model parameters

In this section, the attention is set on the calibration of the resistance model input parameters. The first approach is to perform a deterministic calibration by minimizing the L2 error between the temperature predictions from the CFD model and the experimental measurements. The L2 error, denoted here as $E_{L2}$ for a CFD run with a given input model $R(T)$ is defined by the sum of discrepancies between the temperature evaluated by the CFD model and temperature measured experimentally at each time $t_j$ where a data is available.

$$E_{L2}(R(T)) = \sum_{j=1}^{N_{exp}} (T^{CFD}(R(T), t_j) - T^{exp}_j)^2$$

(9)

From the many CFD simulations in the plan of experiment, an other surrogate model $f^K$ defined in Eq. (10) is built, mapping the values of resistance $R$ with the corresponding L2 error $E_{L2}$.

$$f^K : \mathbb{R}^4 \rightarrow \mathbb{R}$$

$$R \mapsto E_{L2}$$

(10)

To build this surrogate model, the considered DOE is denoted as:

$$X_{D\tilde{O}E}^{E_{L2}} = \left\{ (R^{(i)}, E_{L2}^{(i)}) , i = 1, ..., N_{LHS} \right\}$$

(11)

Then a deterministic optimization problem is solved to get the values of input $R$ which minimizes the function $f^K$. This outcomes in an optimized vector called $R_{L2}$ defining a model $R_{L2}(T)$ which gives the CFD response the closest to the experimental measurements, in Fig. 8 (green). The resulting CFD computation using this input resistance model can be seen in Fig. 9 (green).

The second approach is to consider a Bayesian calibration of the parameters [32]. The objective is to compute the distribution of the input parameters $R = [R_0, ..., R_3]$ conditioned to the experimental data $T^{exp}$. Practically, this is the distribution of inputs leading to the model response the closest to the experimental data in a Bayesian sense. Following Bayes theorem, the relation between the posterior distribution, the likelihood, the marginal likelihood and the prior distribution reads:

$$\pi[R|T^{exp}] = \frac{\pi[T^{exp}|R] \cdot \pi[R]}{\pi[T^{exp}]}$$

(12)

where $\pi[R|T^{exp}]$ is the posterior distribution, $\pi[T^{exp}|R]$ the likelihood and $\pi[R]$ the prior distribution. $\pi[T^{exp}]$ is the marginal likelihood used essentially as a normalization constant.

The objective of the Bayesian calibration is to compute the posterior distribution. In this case, first, a prior distribution to the input parameters was defined in section 3.2. There is no a priori information on the input values, except an acceptable range of variation, and then a non-informative prior (uniform distribution) was chosen. The posterior distribution is computed using a Markov Chain Monte Carlo algorithm [33, 34]. The specific type of MCMC algorithm used was the Adaptive Metropolis algorithm [35, 36, 37, 38].
The resulting posterior distributions are represented in Fig. 8. The first outcome of the calibration is that the posterior distributions (red) present a narrower shape than the uninformative priors (blue). The Bayesian inverse problem actually allowed to gain information about which interval of the input values are likely to give a model response close to the experimental data. Indeed, for all of the four parameters, the posterior distributions present a single posterior mode (known as maximum a posteriori) and a low probability region (queue of the skewed distributions).

![Figure 8: Prior (blue) distributions and posterior (red) distributions of input parameters after Bayesian calibration. In green, resulting values of resistance after deterministic calibration.](image)

The posterior and prior distributions can be used to sample the input values and compute the statistics of interest defined in section 4.1. The uncertainty propagation of the input prior distributions (Fig. 8 - blue) leads to a considerable variation on the numerical prediction of temperature (Fig. 9 - blue), which envelops experimental data systematically. Considering the posterior distributions (Fig. 8 - red), the uncertainty on the input parameters has been reduced by 73%, 76%, 75%, 47% for the parameters $R_0, R_1, R_2, R_3$ respectively.

Furthermore, the Bayesian inference allows to gain knowledge on the numerical model response. Fig. 9, shows the temperature distributions (red) predicted by the surrogate model, resulting from the propagation of posterior input distributions in Fig. 8. It is clear that the posterior predicted distributions are more narrow than the priors. The predicted variance from prior and posterior distributions, together with the associated variance reduction are given in Tab. 2. For instance, the uncertainty for the predicted temperature at $t = 1517$ [sec] (Fig. 9) is reduced by 98% using the posterior distributions of input parameters. Also, one can note that the variance reduction gets bigger as the time increases. Indeed, the predicted variance computed from the prior is increasing significantly as the temperature increases. On the other hand, the calibrated posterior distributions allows to maintain a very small
rise of the predicted variance through time. Thus, even if the variance computed from the posteriors increase slightly, the variance reduction is increasing as the time and temperature rise. From a design point of view, this behavior is interesting since the gain of confidence in the temperature prediction is increasing over time.

In conclusion, by including the knowledge from the experimental data, the uncertainty on the model response has been reduced, and the quality of the numerical model prediction can be assessed from a more relevant perspective.

<table>
<thead>
<tr>
<th>Output temperature at:</th>
<th>$t = 178$</th>
<th>$t = 377$</th>
<th>$t = 577$</th>
<th>$t = 778$</th>
<th>$t = 1158$</th>
<th>$t = 1517$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Prior predicted variance</td>
<td>0.001745</td>
<td>0.007332</td>
<td>0.016109</td>
<td>0.027687</td>
<td>0.057450</td>
<td>0.094950</td>
</tr>
<tr>
<td>Posterior predicted variance</td>
<td>0.000077</td>
<td>0.000263</td>
<td>0.000470</td>
<td>0.000667</td>
<td>0.001072</td>
<td>0.001789</td>
</tr>
<tr>
<td>Relative variance reduction [%]</td>
<td>95.6097</td>
<td>96.4173</td>
<td>97.0825</td>
<td>97.5918</td>
<td>98.1342</td>
<td>98.1154</td>
</tr>
</tbody>
</table>

Table 2: Predicted variance using prior and posterior distributions for some temperatures of interest at given times.

![Figure 9: Prior (blue) and posterior (red) predicted distributions of the quantities of interest. In green, result of the CFD model with the $R_{L2}(T)$ input model.](image)
5. Effect of SOC on the Li-ion cells temperature evolution

So far, only the temperature has been considered as the input variable of the internal resistance. This assumption yields convincing results in predicting temperature for experiments where a very low state of charge (SOC) is not reached. Although, the state of charge might still significantly affect the resistance value when performing full discharge cycles. This impact on the resistance value is expected to change the shape of the temporal temperature response from the heated Li-ion batteries. Many studies have proposed methods or experimental investigations to represent the effect of SOC in the model for the internal resistance [24, 39, 40, 41, 42, 43, 44]. This section proposes a method to consider the effect of SOC and build an internal resistance accordingly.

5.1. Construction of an internal resistance model from experimental measurements

From a number $N_{\text{exp}}$ of available experimental measurements of internal resistance at different SOC and temperature values, the internal resistance model is constructed, using a Kriging parametrization [45, 46]. The experimental points (materialized by the crosses in Fig. 10 and Fig. 11) used to construct the Kriging are denoted:

$$X_{\text{exp}} = \left\{ \left( \text{SOC}^{(k)}, T^{(k)}, R^{(k)} \right), k = 1, ..., N_{\text{exp}} \right\}$$ (13)

We obtain a Kriging predictor $\hat{R}$ which depends on the inputs $z = (\text{SOC}, T)$. The parametrization of this function is made thanks to the definition of correlation functions, describing the correlated effect of two input points $z$ and $z'$ on the output $\hat{R}$. Then, the construction of the Kriging model consists in the optimization of coefficients (called hyper-parameters) parametrizing these functions, by maximizing the likelihood of observing the construction points with the model. The Kriging predictor is a random variable indexed by $z$ following a Gaussian distribution of mean $\mu_{\hat{R}}(z)$ and variance $\sigma^2_{\hat{R}}(z)$ [47].

$$\hat{R}(z) \sim \mathcal{N} \left( \mu_{\hat{R}}(z), \sigma^2_{\hat{R}}(z) \right)$$ (14)

Once the Kriging model is constructed, it is evaluated on a large set of test points ($N = 1 \cdot 10^4$ points) sampled following a uniform distribution, on the range of variations considered for each input variable. In Fig. 10, the mean and variance of the Kriging predictor $\hat{R}(z)$ are plotted. The locations where the variance is high corresponds to areas where no experimental data were available. Hence, these locations present a significant uncertainty on the resistance value, quantified by the variance.

The obtained resistance values from $X_{\text{test}}$ are also visible in Fig. 11 in a 3D shape. In a nutshell, the parametrization of the internal resistance model allowed to obtain a smooth surface even with sparse data. Also, the probabilistic perspective inherent to Kriging gives a confidence interval on the values taken by the model between the construction points.

In terms of computational and implementation efforts, it is not convenient to input the Kriging predictor directly in the CFD model. Indeed, a consequent matrix inversion would be necessary to evaluate the Kriging function $\hat{R}(\text{SOC}, T)$ and compute the source term in Eq. (4) at each time step. For this reason, the surface generated by the Kriging estimator on the $N$ points $X$ is fitted with bi-variate polynomials, using least square regression. The polynomial structure is chosen a priori: a maximal degree 5 is considered for the SOC dependency, and degree 3 for the temperature. The quality of the fit is assessed, and the final analytical expression of the polynomial is provided in the Appendix.
Figure 10: Mean and variance of the Kriging predictor and experimental points used for construction.

5.2. Resulting temperature evolution

The resistance model just constructed is used as a source term in the CFD solver. A simulation similar to the previous one is performed for a longer time $t_f = 2400$ [sec]. The objective is to discharge the Li-ion cells more than in the case with $t_f = 1600$ [sec] and try to observe a more significant effect of the SOC in the temperature prediction by the solver.

The results of the simulations are shown in Fig. 12. The black temperature curve is the temperature computed with the model $R_{L2}(T)$, i.e. the model outcoming of the deterministic optimization performed in section 4.2. The purple curve is the temperature computed with the model $R(SOC,T)$ using the $P_{53}$ polynomial.

Because of the parametrization with polynomial $P_{53}$, the temperature evolution follows the trend of the curve with $R_{L2}(T)$. Indeed the resistance field is ‘flat’ when the SOC is still above 50%, and the effect of SOC is not significant in this zone (Fig. 11). After $t = 1000$ [sec], when the SOC goes under 55%, the slope of the temperature curve is increasing. One can notice that the temperature curves corresponding to $R_{L2}(T)$ and $R(SOC,T)$ models show different slopes from this point. After $t = 1600$ [sec], when the SOC goes under 30%, the slope is increasing even more. At the end of the simulation, when the SOC approaches 10%, the curve presents a local and high increase. The resistance value is in the steep and high-value zone of the field from Fig. 11. Then we highlighted the modified behavior of the temperature response when including the effect of SOC.

Physically, we know from data that the battery’s internal resistance is degrading (significant increase) when the SOC is low. Thus, the model $R(SOC,T)$ allows assessing the impact of this degradation on the temperature evolution, which is not observable with a model depending on the temperature only.
Figure 11: Kriging surface interpolating the original construction points.
Figure 12: CFD temperature response with $R_{L2}(T)$ and $R(SOC, T)$ models.
6. Conclusion

In this study, we present an accurate simulation of Li-ion batteries under immersion cooling configuration. Specifically, we illustrate the development of an internal resistance model, mainly responsible for heat generation.

TrioCFD code is applied and validated for the first time on a Li-ion batteries heat transfer problem against experimental data from the literature, using a 2D transient conjugate heat transfer simulation. A methodology based on Bezier parameterization is proposed to build an internal resistance model dependent on the temperature only, fulfilling physical constraints acknowledged in the literature.

An accurate and fast to compute surrogate model is built to consider uncertainties associated with the parameters driving the internal resistance model. A Bayesian inverse problem is solved using the experimental measurements of temperature directly. Informative and narrow posterior distributions are obtained for the uncertain resistance input parameters. Thus, the uncertainty coming from these parameters is considerably reduced compared to the prior distribution assumed a priori. For the input parameters, this process allows reaching a maximum of 76% uncertainty reduction. These posterior distributions are propagated through the numerical model, using the surrogate model. With these informative distributions, uncertainty on temperature prediction is reduced by at least 95% all along the simulated time.

Finally, a method to enhance the internal resistance model fidelity is proposed. A resistance model considering the state of charge and temperature’s combined effect is constructed based on sparse experimental data. The Kriging parametrization allows assessing the relevance of the model regarding the available data while keeping a smooth and realistic shape of the bi-variate function. The model is propagated through the CFD code, and transient simulations are performed for longer physical times. The model taking into account the effect of SOC shows a significant shape increase in the temperature prediction when the Li-ion cells reach low SOC values at the end of the discharge.

Enhancing the predictive character of this approach would require the use of the Bayesian framework, and the methodology presented here should be used to calibrate the parameters governing the bi-variate polynomial resistance model. Additional experimental measurements of batteries’ temperature in full discharge cases would also be required to obtain the distributions of parameters representative of the overheating induced by the state of charge.
7. Appendix

The analytical expression of the fitted polynomial $P_{53}$ is given by:

\[
P_{53}(x, y) = a_{00} + a_{10}x + a_{01}y + a_{20}x^2 + a_{11}xy + a_{02}y^2
+ a_{30}x^3 + a_{21}x^2y + a_{12}xy^2 + a_{03}y^3 + a_{40}x^4
+ a_{31}x^3y + a_{22}x^2y^2 + a_{13}xy^3 + a_{50}x^5 + a_{41}x^4y
+ a_{32}x^3y^2 + a_{23}x^2y^3
(x = SOC \text{ and } y = T)
\]
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