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Deciding where to handle services and tasks, as well as provisioning an adequate amount of computing resources for this handling, is a main challenge of edge computing systems. Moreover, latency-sensitive services constrain the type and location of edge devices that can provide the needed resources. When available resources are scarce there is a possibility that some resource allocation requests are denied.

In this work, we propose the VioLinn system to tackle the joint problems of task placement, service placement and edge device provisioning. Dealing with latency-sensitive services is achieved through proximity-aware algorithms that ensure the tasks are handled close to the end user. Moreover, the concept of spare edge device is introduced to handle sudden load variations in time and space without having to continuously overprovision. Several spare device selection algorithms are proposed with different cost/performance trade-offs.

Evaluations are performed both in a Kubernetes-based testbed and using simulations and show the benefit of using spare devices for handling localized load spikes with higher quality of service (QoS) and lower computing resource usage. The study of the different algorithms shows that it is possible to achieve this increase in QoS with different trade-offs against cost and performance.

CCS Concepts: • Networks → Cloud computing; Network resources allocation.
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1 INTRODUCTION

The rapid development of Internet of Things (IoT) creates a paradigm shift where a majority of enterprise data are no longer produced within the data centers before being processed there [63]. Instead, an increasing fraction of IoT data are produced far from the traditional data centers, which creates significant pressure on long-distance networks to carry large amounts of data to be processed elsewhere [40]. The emerging field of mobile edge computing aims to extend the traditional data centers with additional compute, storage and networking resources located close to the sources of traffic so a majority of the data processing workload can be handled locally [5]. Edge computing promises faster reaction times, reliable operations with intermittent connectivity, and greater control of the overall data processing pipelines.

Driven by the promise of lower delays, new application areas are getting more and more attention such as virtual and augmented reality [7, 8] or gaming. Sega is for example investigating fog gaming, where Sega consoles may be used as edges devices to reduce the lag to less than a millisecond [22].

The geographical spread of the sources of traffic encourages the creation of a large number of “points-of-presence,” each with relatively modest quantity of resources, where locally-generated data may be processed. Tasks generated by users need to be sent for execution to a device for 1) providing the required service and 2) completion with low enough latency to ensure that the quality of service (QoS) requirements are met. Placing these tasks on suitable edge devices in order to provide high QoS is challenging, especially in a context where the load is changing not only over time but also in terms of geographical location. Indeed, it is not possible to provision all the
points of presence with enough resources to handle any type of load at all times, as it would mean severely over-provisioning the edge infrastructure.

In this article, we study the delivery of high QoS for tasks requiring low latency without over-provisioning. We propose the notion of spare device which may be dynamically added to the edge/fog computing platform. Spare devices may be server machines located inside or close to the points-of-presence, and are normally utilized for non-critical tasks such as an unused A-SAN node in a 5G system [41]. When the points-of-presence of a given area cannot handle the incoming tasks in a satisfactory manner, these spare devices may be temporarily reassigned to host extra edge services. Another possible scenario is “edge bursting” where one edge provider may temporarily lease local resources from an adjacent spare resource provider for the same purpose. Of course, these extra resources do not come for free so cost needs to be taken into account and weighted against QoS when deciding on where to execute user tasks.

This article is a joint extension of two conference papers [18, 62]. Voilà [18] presents a proximity-aware autoscaler integrated in the popular Kubernetes container orchestration framework to automatically (re-)deploy fog applications on the minimum set of servers that guarantees their quality-of-service requirements. Voilà, however, does not consider the dynamic addition of extra server resources to handle local overload situations. ORCH [62] presents an edge orchestration framework for managing a combination of mobile and stationary edge resources. The framework is populated with deadline-aware algorithms that ensure that time-constrained tasks are handled by a nearby edge resource. The framework however has only been evaluated with a proof-of-concept simulation and the model does not include the notion of elasticity in service provisioning.

The current article builds upon the above works and makes the following additional contributions:

• We propose the concept of spare edge device to handle dynamic load changes in an elastic way, as well as algorithms for provisioning these devices with different QoS/cost trade-offs.

• We integrate these algorithms and the associated cost model in a novel system named VioLinn, which leverages elements of the ORCH framework and the Voilà stack. Specifically: (i) We create a cost model for the used resources to enable a distinction between dedicated and spare devices; (ii) We extend the implementation of Voilà placement and autoscaling algorithms.

• We perform an extensive evaluation of the QoS-cost trade-offs in a physical testbed in order to measure actual latencies and overheads. We also perform scalability studies in a simulator.

Our evaluations use a physical testbed to show that dynamic provisioning of spare resources when the permanent resources do not provide adequate placement options is viable with regards to QoS. Moreover, the simulations show the scalability of the method. Evaluation of different spare device selection alternatives shows that the presented set of algorithms can handle localized load spikes, and that the cost for using the extra edge devices can be efficiently controlled.

2 SYSTEM DESIGN
2.1 Motivational use case
As an illustration of the problem, we consider the Open Radio Access Network (Open-RAN). In 5G, the base station and core network software is decoupled from the hardware running it, hence enabling the virtualized base station concept [26]. This makes it possible for companies selling network infrastructure and services to provide only the hardware, only the software or both parts.

In a telecommunication network, there is always a high variation in the incoming load, both in time and space, as end users are mobile. The traditional way of handling this has been to over-provision the network resources in order to provide good QoS even during load peaks. This, however, results in acquiring and maintaining resources that are going to be idle the majority of the time, which is neither profitable nor sustainable.
The virtualized base station makes it possible to deploy 5G Open-RAN software onto supplementary computing resources, not necessarily the one present together with the radio equipment. However, parts of the 5G Open-RAN software (e.g. related to encryption) are still required to be close (latency-wise) to the radio. Hence, this opens for the possibility (on the software side) to avoid over-provisioning by introducing the possibility to add extra resources at the edge only when required, as proposed in this work. This enables to maintain a good QoS while improving the profitability for the service provider. One such company, IS-Wireless¹ is advocating the use of Virtual Network Functions in their 5G Open-RAN software, which has as one benefit the “ease of deployment on any computing resource including dedicated and shared ones” [67].

Therefore, a system running Open-RAN software components ought to leverage both dedicated and shared resources, depending on the current incoming load. This system should dynamically deal with the two types of resources in order to achieve a good QoS and at the same time, an increased profitability. Traditional fog and edge systems only consider dedicated resources while this paper proposes a solution that includes the two types.

### 2.2 Problem description

The complex problem of managing a dynamic load at edge devices can be decomposed to the following three subproblems.

**The task placement subproblem:** for each task \( r \) of service \( S \) incoming to the closest edge device \( e \), \( e \) has to decide on which service instance \( s \) located on edge device \( e' \) the task \( r \) will be executed so that \( s \) has access to enough resources to compute \( r \) according to its latency requirements.

**The service placement subproblem:** only a subset of the edge devices contain the required environment to run a service at a given point in time (i.e. the service instances). This avoids reserving resources for a service which is not used by users in this area at the moment. The subproblem consists in determining this subset after every major load change such that the incoming load is served with as high QoS as possible.

**The edge device provisioning subproblem:** sometimes, handling a load change is only possible by increasing the amount of resources (namely the edge computing devices) available at a certain location. Therefore, at every load change requiring it, this subproblem consists of enabling minimum extra resources (mobile or stationary) at specific locations such that the incoming load is served with as high QoS as possible.

### 2.3 System model

In this work, a system model comprising two layers is used: one for the edge devices and one for the end devices (i.e. the ones used by the end user). A third layer that would add connectivity to the cloud is only going to make the problem easier by increasing the amount of resources. Therefore, we focus on the harder case where the edge infrastructure cannot fall back on cloud resources due to latency requirements. Example cases would be locally generated augmentations to virtual reality or autonomous vehicles. Indeed, such services require end-to-end latency between 10 to 20 ms [2, 13] when the network latency to reach a cloud datacenter is estimated to 20-40 ms over a wired connection and up to 150 ms over 4G mobile networks [45]. Not even 5G can support this, as the user-to-Internet latency is reported as in the range 30-40 ms [12, 64].

This edge system model is presented in Figure 1, where edge layer devices are depicted in the upper layer and the end devices in the lower layer. The figure shows devices belonging to three edge orchestration areas, corresponding to three geographical areas. Of course, when they are

¹https://www.is-wireless.com/
mobile, devices can change edge orchestration area over time. The edge devices are connected together using e.g. fiber.

The end devices create a load which has to be served by the edge devices. This load is varying over time and over geographical locations, depending on the movements of the end devices and what they are used for. When the variation is major and sudden, a load spike appears in the system.

Moreover, the notion of dedicated and spare edge devices is introduced to represent the studied way of provisioning extra resources for handling sudden load spikes. The dedicated edge devices are those that the edge infrastructure provider has permanently allocated for serving the given edge orchestration area. For cost reasons, the provider dimensions the infrastructure according to a pre-defined anticipated load. In order to be able to handle unpredicted load spikes, the edge infrastructure provider secures additional access to spare edge devices. These are extra edge devices, not necessarily belonging to the edge infrastructure provider, which can be made accessible for temporary access at a contract-based price. In Figure 1, the dedicated edge devices are depicted in purple and the spare edge devices in green.

In our motivational use case, IS-Wireless mentions the use of “flexible resource pools” as a key factor for profitability while maintaining high QoS [26]. These pools enable the telecom integrators and operators providing 5G to have access to resources from their own local servers (what we call dedicated resources), but also from public edge providers or from IS-Wireless data centers [26]. The latter two can be shared by different actors and are examples of what we call spare resources.

To summarize, each edge orchestration area is composed of end devices and a set \( \Delta \) of \( n \) edge devices \( \Delta = \{ \delta_1, \ldots, \delta_n \} \). Among those edge devices, a few are spare (denoted as \( \delta_i \in \Delta^S \) or \( \delta^S_i \)) whereas the rest are dedicated (denoted as \( \delta_i \in \Delta^D \) or \( \delta^D_i \), with \( \Delta = \Delta^S \cup \Delta^D \) and \( \Delta^S \cap \Delta^D = \emptyset \)). At any point in time, one dedicated edge device \( \delta \in \Delta^D \) is responsible for area orchestration in each area. This edge device is referred to as area orchestrator. It is depicted with a conductor icon on top in Figure 1 and will be denoted by \( o \) in the rest of the paper.

### 2.4 Area model

In this work, edge devices are spread out geographically within the orchestration area. We consider that there exist specific positions called serving positions from which an edge device can receive load. This corresponds either to the location of a stationary edge device (e.g., a base station), or to a fixed position at which a mobile edge device can stay while serving tasks (in order to save resources that are otherwise used for navigation).

Each edge device has a connectivity range and end devices connect to one edge device at a time. This connection can use e.g. 5G. Details about how this connection happens (e.g., how the end
device selects which edge device to connect to) are out of the scope of this paper. It is therefore not required to know the exact position of all end devices, but instead to know which load they create on the different edge devices.

2.5 Service model

The end users of the system need to access different services. We consider the case where the service code is running at the edge, the end devices send tasks to the edge for the service to execute, and receive the results of the task execution. Thus, a task contains the required input for the service.

Moreover, not all edge devices should provide every service environment, which is a software application instance (also called application replica or replica for short) for all services, as this would be an inefficient use of the (scarce) edge resources (e.g., memory). It is assumed that only one replica for a given service is deployed on a specific edge device.

For a given service $S$, there exist numerous ways of selecting which edge device will host a replica. These different ways are called service placements. Considering the $p$-th such possible service placement $\omega^p$, it is a set of $K$ server devices, corresponding to the edge devices hosting a replica for this service. In other words, $\omega^p = \{\delta_1, \delta_2, \ldots, \delta_K\}$, $\delta_i \in \Delta$. Where ambiguity does not arise, we do not use the service and placement index in the rest of the paper, but $\omega$ denotes the currently considered placement out of all the possible ones for a given service. Among the devices included in a given placement, a mix of spare and dedicated devices is considered.

2.6 Resource model

The first resource type is computational resources. An edge device is resource-constrained and therefore cannot handle more than a certain number of tasks per unit of time. The resources are split among the different services running on the edge device at one time. Details about allocation are out of the scope of this paper but different schemes can be envisioned such as each service getting an equal share or some critical services getting a greater share of the computational resources.

The second resource type is communication resources. For modeling those, the latency between edge devices is calculated, proportionally to the geographical distance between two nodes. This calculation can later be extended to account for bandwidth constraints or queuing time.

2.7 Cost model

Our cost model is based on the timeline of operation which is divided into cycles of identical duration. Edge devices can only join or leave the orchestration area at the end of a cycle.

The cost of using an edge device is divided into three parts:

- The activation cost ($C_a$), for adding the device into the orchestration area.
- The replica cost ($C_r$), for creating and starting-up an application replica on the device.
- The utilization cost ($C_u$), for using a device during the current cycle.

Dedicated devices are a part of the edge infrastructure that is always ready to handle edge load, i.e. they are active all the time and considered a permanent part of the orchestration area. Their activation cost $C^{\delta}_a(\delta \in \Delta^D)$ can therefore be ignored during the orchestration, as these nodes are only added when the area is created. The utilization cost of dedicated devices $C^\delta_u(\delta \in \Delta^D)$ consists in electricity and maintenance cost for example.

Spare devices do not necessarily belong to the edge infrastructure provider (even if they can), and are not part of the orchestration area at all times. There is therefore a cost associated to activating these devices so that they become part of the orchestration area (so we have $C^\delta_2 > C^\delta_1$ for $\delta_1 \in \Delta^S$ and $\delta_2 \in \Delta^D$). This cost can be seen as a fee paid to be able to use the spare device by connecting it to your orchestration area. This cost only applies during the cycle when the device is added.
Regarding the utilization cost, in addition to the components representing maintenance and energy costs, the spare devices also have an additional component, namely device temporary acquisition costs representing a compensation for the fact that the resources on this device cannot be used for another task or have to be rented. Therefore, it is assumed that, for equivalent devices \( \delta_1 \) and \( \delta_2 \), \( C^u_{\delta_1} > C^u_{\delta_2} \) for \( \delta_1 \in \Delta^S \) and \( \delta_2 \in \Delta^D \).

Therefore, the per cycle cost \( C_d \) of having a device \( \delta \) active in the orchestration area can be expressed as:

\[
C^d_\delta = \begin{cases} 
C^u_\delta & \text{if } \delta \in \Delta^D \text{ or } \delta \in \Delta^S \text{ with } \delta \in \omega \\
C^u_\delta + C^a_\delta & \text{if } \delta \in \Delta^S \text{ with } \delta \notin \omega \text{ the previous cycle}
\end{cases}
\]

(1)

And the per cycle cost of a service placement \( \omega \) containing \( K \) devices is:

\[
C^\omega = \sum_{i=1}^{K} C^d_\delta + C^r_\delta
\]

(2)

where \( C^r_\delta \) varies over cycles:

\[
C^r_\delta = \begin{cases} 
c^\delta & \text{if no application replica on } \delta \text{ in the previous cycle} \\
0 & \text{otherwise}
\end{cases}
\]

(3)

where \( c^\delta \) is the cost of creating and starting-up an application replica. An application replica is started up when created and runs until it is removed, i.e. it is not restarted every cycle.

This model is thought to include incentives for adding a spare node or creating a replica only when it is necessary for the QoS, as these actions introduce some set-up overhead during which the resources are used but cannot handle tasks. The activation and replica costs account for this. This is a generic model that allows fine-grained business models varying over device classes and providers. However, for simplicity, in the rest of the paper we will assume that the utilization costs are the same for all edge devices of the same type, i.e. \( \forall \delta_1^D, C^{u}_{\delta_1^D} = c^u_D \) and \( \forall \delta_1^S, C^{u}_{\delta_1^S} = c^u_S \). We also assume that the activation cost of all spare devices is the same, i.e. \( \forall i, C^{a}_{\delta_i} = c^a \), and that the cost of creating an application replica \( c^\delta_r \) is the same for all edge devices, so \( \forall i, c^r_{\delta_i} = c^r_r \).

### 2.8 Quality of service

For latency-sensitive services, high QoS requires that a certain proportion of tasks needed to deliver the service can be handled fast enough to meet the latency constraints. Thus, tasks should be sent for execution to a device 1) that is in close proximity of where the task enters the systems (to avoid long transmission delays) and 2) that has sufficient resources to handle it immediately (to avoid having queuing delays or offloading delays to another device).

However, some tasks complete faster than others. In our system, since we assume soft real-time guarantees, we need the proportion of tasks that do not satisfy their timing constraints to be below a certain threshold. For example, virtual reality frames should typically be rendered in less than 15 ms to avoid motion sickness [13]. Hence, we refer to a task that is not fast enough for satisfying the time constraints as a slow task, i.e. a task that missed its (soft) deadline. This happens when the network communication latency between the receiving and the executing edge devices is too high and/or the task is sent for execution to an overloaded replica (i.e. a replica without free resources).

The QoS of the system \( E^\omega \) is defined as the percentage of slow tasks among all received tasks in the system when using a given placement. The relevance of this indicator was shown when
evaluating the Voilà stack [18]. The calculation is therefore:

$$E^\omega = 100 \times \frac{\# \text{ Slow tasks}}{\# \text{ Received tasks}}$$ (4)

For a given service, the service provider and the edge system provider agree on a QoS threshold denoted $E_0$. A service and edge placement $\omega$ is then acceptable if $E^\omega < E_0$.

### 2.9 Placement fitness

In order to determine how well a given placement balances the need for high QoS and the wish for a low cost, the notion of placement fitness is introduced. To achieve high fitness, the elements characterizing a bad placement, with regards to QoS (Section 2.8) and cost (Section 2.7), should be minimized. Those are therefore gathered in what is called the bad-fit score.

The bad-fit score of a placement $BF^\omega \in \mathbb{R}$ expresses a trade-off between quality and cost. A low bad-fit score indicates a good fitness of the placement (low percentage of slow tasks and low costs).

The bad-fit score is expressed as:

$$BF^\omega = \alpha \times E^\omega + (1 - \alpha) \times \left(\frac{C^\omega}{C_{\max}}\right)$$ (5)

where $\alpha \in [0, 1]$ is a weight parameter enabling the area orchestrator to favor performance (high value of $\alpha$) or cost efficiency, and $C_{\max}$ is the maximum possible cost of a placement, corresponding to including all available dedicated and spare devices in a placement.

### 3 RESOURCE PROVISIONING WITH VIOLINN

We now introduce VioLinn\(^2\), a system with orchestration policies for a complex infrastructure including multi-provider cooperation. Then, we present the algorithms used to instantiate the VioLinn components through two orchestration levels and to provide a QoS-aware and cost-aware service over geo-distributed devices with a load varying in time and space.

#### 3.1 Overview

The VioLinn system is shown in Figure 2. It is organized as follows: three strings (the vertical blue bars) corresponding to the three subproblems of Section 2.2 and a monitoring bow (the horizontal green bar) which can be used over all the three strings. On the body of the VioLinn (purple part), we place management components which are the basic blocks upon which the other parts are built. The specific contributions of this paper reside in the right-hand side and are highlighted with darker color tones. For the rest of the components, we reuse existing works (the pink ovals).

The first string handles the task placement subproblem. It comprises a task characterizer which analyzes the incoming task and characterizes it according to what is important for the orchestration system, and a task placer which decides on which device the incoming task should be executed based on its characteristics. VioLinn relies on Proxy-mity [16] to handle this sub-problem.

The second string is about the service placement subproblem. Its two components, the service placer and the autoscaler determine on which devices the service instances should be deployed (the placer part) as well as how many of them are necessary for serving the incoming load (the autoscaler part). VioLinn relies on Voilà [18] to handle this sub-problem.

The third and last string handles the edge device provisioning subproblem, i.e. adding or removing spare devices to the orchestration area. Its first component, the edge device broker is in charge of defining the contracting terms under which the spare devices can be included (e.g. what Service

\(^2\)The name is a contraction of the musical instrument used as an analogy for our system and of the Swedish name Linn, one of the given names of the “production baby” of this paper.
Level Agreement is concluded). The second component, the edge device provisioner decides when it is necessary to add/remove a spare device and which one to select.

Over the three strings is the monitoring bow, which keeps track of the attributes needed by the string components. Here, each edge device keeps track of the latency between itself and the other edge devices (using Serf [21]) while placement QoS and cost are calculated at the system level, in the area orchestrator.

When playing the VioLinn, two different orchestrations take place, depicted as horizontal rectangles over the strings in Figure 2. The edge orchestration is fully distributed as it takes place at every edge device, every time a task is received. It is about handling the incoming tasks. The area orchestration is distributed per orchestration area: in each of these areas one edge device is selected to take the role of the area orchestrator. The aim of this part of the orchestration is to deal with how many edge devices and service replicas are needed for handling the current load.

3.2 Edge orchestration

Edge orchestration is illustrated by Algorithm 1. It can be split into two parts: one that executes every time a task comes to one of the edge devices; and one that executes periodically in order to gather relevant information about the other edge devices present in the orchestration area.

Lines 1-4 correspond to the leftmost string in the VioLinn system. Upon receiving a task, it is first characterized (line 2). In this work, the focus is on latency and all tasks carry information about a relative deadline compared to their arrival time (i.e., a latency threshold) that should not be exceeded when handling the task. The task are therefore tagged in a straightforward manner with this information. Then, the orchestrator decides where the task should be placed/routed (line 3) before it is sent for execution (line 4).
Algorithm 1: Edge orchestration

// Runs at each edge device \( e \)

**parameter:** \( T_d \) // Monitoring period (cycle)

**state** : \( L = < \text{monitor latency for each reachable } n > \)

1. **upon** receiving task \( r \) do
2. \( \text{tag} \leftarrow \text{Characterize}(r); \)
3. \( \text{device} \leftarrow \text{PlaceTask}(r, \text{tag}, L); \)
4. \( \text{sendForExecution}(r, \text{device}) \)
5. **every** \( T_d \) do // Monitoring
6. \( N \leftarrow \text{GetReachableEdgeDevices}(e); \)
7. **foreach** \( n \in N \) do
8. \( \text{Update } l \text{ for } n \text{ with GetLatency}(n); \)

Algorithm 2: Area orchestration

**parameter:** \( T_d \) // Monitoring period (cycle)

**state** : \( I \) // Provisioning information

\( \omega \) // Service placement

// Runs at each area orchestrator \( o \)

1. **every** \( T_d \) do
2. \( < \text{actionNeeded}, I > \leftarrow \text{MonitorLoad}(o); \)
3. **if** actionNeeded **then**
4. \( \omega_c \leftarrow \text{GetCurrentPlacement}(o); \)
5. **if** \( I \leftarrow \text{UnderProvisioning} \) **then**
6. \( \omega_n \leftarrow \text{FixUnderprovisioning}(\omega_c); \)
7. **if** \( I \leftarrow \text{OverProvisioning} \) **then**
8. \( \omega_n \leftarrow \text{CheckOverprovisioning}(\omega_c); \)
9. Deploy the new placement;
10. \( \omega \leftarrow \omega_n; \)

The part of the monitoring bow which executes on each device is presented on lines 5-8. In this work, the focus is on task completion latency by prioritizing the placement on the closest devices, where closeness is measured in terms of communication latency. Therefore the monitoring bow estimates the latency from the current device to all other devices in the orchestration area.

### 3.3 Area orchestration

Area orchestration is illustrated by Algorithm 2. This orchestration takes place periodically and has two parts. When the information from the monitoring bow indicates a need for an action (due to under/overprovisioning of edge resources), the orchestrator proposes a solution for the service placement and edge device provisioning subproblems of the problem presented in Section 2.2 based on which edge devices are available at this moment. This new placement is then executed.

#### 3.3.1 Monitoring.

We expect that the load coming into the system is dynamic and can change from one cycle to another. It is therefore important to monitor it in order to detect when the edge orchestration is overprovisioning or underprovisioning. Monitoring takes place on line 2 of Algorithm 2 and Function 3 presents details of it.

On the one hand, the load is monitored for underprovisioning (line 6-10 of Function 3) through the percentage of slow tasks among all received tasks for the current service placement \( (E^o) \), as described in Section 2.8. A load which requires action due to underprovisioning is detected if the percentage of slow tasks exceeds a pre-defined threshold representing the QoS that the edge infrastructure provider aims to provide (line 6 of Function 3).

On the other hand, the load is monitored for overprovisioning (line 11-14 of Function 3). When the slow task threshold is not exceeded for a fixed period of time \( t_o \) detection periods, on line 11 of Function 3), the system should investigate if resources (especially from spare devices) are not being kept in use without load to serve.

#### 3.3.2 Action mechanisms.

Once the monitoring bow has detected an over/underprovisioning situation that should be taken care of, the four components of the service and edge device strings collaborate to find a new service placement on a possibly new set of edge devices that will serve the new load with the chosen QoS-cost trade-off level. To do that, three alternatives are possible:
• **Replica replacement**: Keeping the current set of edge devices and the same number of replicas; some replicas are placed on other edge devices.

• **Replica autoscaling**: Keeping the current set of edge devices; the number of replicas is increased/decreased and a new service placement is chosen.

• **Edge autoscaling**: The set of edge devices is changed by increasing/decreasing the number of spare devices included (together with the corresponding application replicas).

Function 3: Monitoring for under/over provisioning.

<table>
<thead>
<tr>
<th>Parameter:</th>
<th>( E_o ) // Slow tasks % threshold</th>
</tr>
</thead>
<tbody>
<tr>
<td>t_o</td>
<td>Over provisioning threshold</td>
</tr>
</tbody>
</table>

input: o // Area orchestrator
output: actionNeeded // Monitoring result
state: \( \tau \) // Over provisioning counter (initially 0)

Function MonitorLoad(o)

1. \( \omega \leftarrow \text{GetCurrentPlacement}(o) \);
2. \( E^{\omega} \leftarrow \text{CalculatePlacementQuality}(\omega) \);
3. \( I \leftarrow 0 \);
4. actionNeeded ← false;
5. // Check for under provisioning
6. if \( E > E_o \) then
7. \( I \leftarrow \text{UnderProvisioning} \);
8. else
9. \( \tau \leftarrow \tau + 1 \);
10. // Check for over provisioning
11. if \( \tau = t_o \) then
12. \( \tau \leftarrow 0 \);
13. actionNeeded ← true;
14. \( I \leftarrow \text{OverProvisioning} \);
15. \( \omega \leftarrow \text{GetHighestQoSPlacement}(\Omega_P) \);
16. \( \omega_n \leftarrow \omega_c \);

Function 4: Handling underprovisioning

input: \( \omega_c \) // Current service placement
output: \( \omega_n \) // New service placement

Function FixUnderprovisioning(\( \omega_c \))

1. \( E^{\omega_c} \leftarrow \text{CalculatePlacementQuality}(\omega_c) \);
2. while \( E^{\omega_c} > E_o \) and not timeout do
3. \( \Omega_p \leftarrow \text{CreateNewCombinationsReplace}() \);
4. if \( \exists \Omega_S \subseteq \Omega_P, \forall \omega \in \Omega_S, E^{\omega} < E_o \) then
5. \( \omega_c, E^{\omega_c} \leftarrow \text{GetBestPlacement}(\Omega_S) \);
6. else
7. \( \Omega_P \leftarrow \text{CreateNewCombosScUpDedicated}() \);
8. if \( \exists \Omega_S \subseteq \Omega_P, \forall \omega \in \Omega_S, E^{\omega} < E_o \) then
9. \( \omega_c, E^{\omega_c} \leftarrow \text{GetBestPlacement}(\Omega_S) \);
10. else
11. \( \Omega_P \leftarrow \text{CreateNewCombosScUpSpare}() \);
12. if \( \exists \Omega_S \subseteq \Omega_P, \forall \omega \in \Omega_S, E^{\omega} < E_o \) then
13. \( \omega_c, E^{\omega_c} \leftarrow \text{GetBestPlacement}(\Omega_S) \);
14. else
15. // No acceptable QoS improvement
16. // Pick the placement \( \omega \) with lowest \( E^{\omega} \) as \( \omega_c \) for the next round
17. \( \omega_c, E^{\omega_c} \leftarrow \text{GetHighestQoSPlacement}(\Omega_P) \);
18. \( \omega_n \leftarrow \omega_c \);

The service placer and autoscaler (middle string in Figure 2) of VioLinn are responsible for the first two alternatives, respectively. Edge autoscaling is handled by the edge device broker and edge device provisioner (rightmost string in Figure 2) together. In this work, we opt for the simplest edge broker possible, i.e. assume that we have a pool of available spare edge devices that are available at all times, with a fixed price.

In Algorithm 2, handling over and underprovisioning is performed on lines 3-10. It uses two different helper functions depending on whether underprovisioning or overprovisioning was detected. The logic in both (detailed in Sections 3.3.3 and 3.3.4) is similar, the first one taking care of moving and adding replicas or spare devices while the second takes care of moving and removing replicas or spare devices.
3.3.3 Handling underprovisioning. For handling underprovisioning (Function 4), the algorithm works incrementally, trying to change the service placement and edge device provisioning by considering a one-step change per iteration (i.e., moving/adding one replica or adding one edge device, then two, etc.). The main idea is to generate possible placements (i.e., combinations of edge devices on which replicas will be deployed) according to the three possible alternatives taken in the following order: replica replacement (line 4), replica autoscaling (line 8) and edge autoscaling (line 12). The reason for choosing this order is due to the cost model chosen: this order ranks the alternatives from the cheapest to the most expensive one. In each set of possible combinations for one alternative (denoted as $\Omega$), we first compute the subset of possible combinations satisfying the QoS requirements $\Omega_S$ (lines 5, 9 and 13). Then, the most suitable one (i.e., best) is selected according to the wanted QoS-cost trade-off level (lines 6, 10 or 14). Different variants for this trade-off level are described in Section 5.4. If no suitable edge placement can be found during one iteration (i.e., the QoS threshold is not reached), the best placement with regards to QoS is selected as the base placement for the next iteration (line 15). This continues until a solution is found or a timeout is reached (line 3).

Figure 3 illustrates how the combinations are generated and how the cost of a new placement ($\omega_n$) is calculated compared to the current one ($\omega_c$) in the case of underprovisioning. The combinations are generated by iterating index $i$ over the edge devices present in $\omega_c$ and iterating index $j$ over all other edge devices not currently included in $\omega_c$. The cost of a leaf is the sum of all the costs on the branches leading to this leaf. Finally, a color code shows which of the three alternatives described in Section 3.3.2 a leaf corresponds to. First, the upper line (in blue) is for replica replacement, which happens when the number of replicas is constant but the location of a replica is changed, either from a dedicated device to another dedicated device, from a spare device to a dedicated device, from a dedicated device to a spare device or from a spare device to another spare device. On the lower line, we have the leaves corresponding to scaling up: first a red one corresponding to replica autoscaling, i.e. a new replica is created on a dedicated device that did not have one yet and then a purple one corresponding to edge autoscaling, i.e. where a spare device is added to the orchestration area together with the corresponding replica.

3.3.4 Handling overprovisioning. For handling overprovisioning (Function 5), the algorithm also works incrementally with the objective of removing spare devices (and the corresponding replicas) and/or decrease the number of replicas without violating the QoS requirements. First, we calculate how large the overprovisioning is (line 3) based on the current load level and the number of edge devices handling load. The algorithm will target to remove this overprovisioning. The first step is to create combinations that remove replicas from spare devices (line 5) as these are the most
expensive to use. If this is not possible, i.e. such combinations lead to QoS violations, combinations removing replicas on dedicated devices (line 9) are tested. The first suitable combination is used as the basis for the next recursion and the recursion stops when either the calculated overprovisioning is reached or if it is not possible to scale down (line 4).

**Function 5:** Checking if overprovisioning and handling it if it is the case

Input : $\omega_c$ // Current service placement  
Output : $\omega_n$ // New service placement

```plaintext
Function CheckOverprovisioning($\omega_c$)

1. $E^{\omega_c} \leftarrow \text{CalculatePlacementQuality}(\omega_c)$;
2. $\text{scdownObj} \leftarrow \text{CalculateScaleDownObjective}(\omega_c)$;
3. while $E^{\omega_c} < E_0$ and scdownObj not reached do
4.   $\Omega_P \leftarrow \text{CreateNewCombosScDownSpare}()$;
5.   if $\exists \Omega_S \subseteq \Omega_P, \forall \omega \in \Omega_S, E^{\omega} < E_0$ then
6.     $\omega_c, E^{\omega_c} \leftarrow \text{GetFirstPlacement}(\Omega_S)$;
7.   else
8.     $\Omega_P \leftarrow \text{CreateNewCombosScDownDedicated}()$;
9.     if $\exists \Omega_S \subseteq \Omega_P, \forall \omega \in \Omega_S, E^{\omega} < E_0$ then
10.    $\omega_c, E^{\omega_c} \leftarrow \text{GetFirstPlacement}(\Omega_S)$;
11.  end if
12. $\omega_n \leftarrow \omega_c$;
```

Figure 4 illustrate how the combinations are generated and how the cost of a new placement ($\omega_n$) is calculated compared to the current one ($\omega_c$) for the case of overprovisioning. It works in the same way as Figure 3. A first difference is that for replica replacement (the blue leaves), the location is changed from a dedicated device to another dedicated device, from a dedicated device to a spare device, from a spare device to a dedicated device or from a spare device to another spare device (i.e. the two middle ones are inverted compared to underprovisioning case). Moreover, the lower line is this time for scale down, with a red one (replica autoscaling), when a new replica is removed from a dedicated device and then a purple one (edge autoscaling), when a spare device is removed to the orchestration area together with the corresponding replica.

4 TESTBED IMPLEMENTATION

VioLinn is implemented in Kubernetes, a mainstream cloud orchestration engine, and a potential one for future edge and fog orchestration [48, 50, 58, 60]. VioLinn relies on a modified version of the Voilà stack [15, 18] which creates a bridge from theory to practice.

In particular, VioLinn leverages the following features of Voilà: pairwise inter-node latency approximation using Vivaldi coordinates [11], a monitor of the load coming from the edge devices receiving tasks and redirected towards one of the replicas, latency-aware routing using Proxy-mity [16], tail-latency-aware placement, tail-latency-aware autoscaling, and finally health check mechanisms to make sure the current placement is achieving the promised QoS. For example, the edge orchestration algorithm is implemented using Proxy-mity and the Voilà monitoring part.

VioLinn orchestration presents novel challenges that require several extensions to the Voilà stack to integrate additional support of edge devices.

4.1 Kubernetes

Kubernetes is an open-source orchestration engine which automates the deployment, scaling and management of containerized applications [60]. As shown in Figure 5a, a Kubernetes cluster consists
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Fig. 4. Overprovisioning: creating combinations and calculating their costs.
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(a) Kubernetes architecture.

(b) The research testbed used for evaluation.

Fig. 5. Kubernetes architecture and testbed.

of a master node responsible for the monitoring and the management of the deployed applications (including resource discovery using etcd), and any number of worker nodes that constitute the system’s computing, network, and storage resources. Each worker node has two daemons: the Kubelet daemon which periodically checks the scheduler decision and deploys any pods assigned to it, and the kube-proxy daemon which takes care of local IP routing.

In Kubernetes, an application deployment is composed of a set of pods, defined as a set of logically-related containers and data volumes to be deployed on a single machine. Application replication is achieved by deploying multiple identical pods. These pods can then be exposed to external end users as a single entity by creating a service which exposes a single IP address to the end users and acts as a front end that routes requests to one of the corresponding pods.

The Kubernetes scheduler is in charge of determining which pod will be placed in which worker node. By default Kubernetes uses latency-unaware filtering/scoring algorithms. To realize the functions described in Section 3, we need to design a new scheduler which controls both the number of replicas and their placement within the fog computing infrastructure. This provides QoS guarantees across large variations in the end-user request workload.
4.2 Extending Voilà
Voilà is implemented as an extension of Kubernetes, and it also provides a simulation tool to evaluate large-scale clusters, thus, ensuring the scalability of the solution. As a result, we also implement and evaluate VioLinn in a Kubernetes cluster and the simulator tool.

Since Voilà only caters for a single device type, we need to extend all of its components to allow making decisions based on the distinction between the dedicated and spare devices. The first step is to add the capability of labeling the devices as dedicated and spare devices, and then to add functions to detect the device type in order to make placement and autoscaling decisions.

Since cost calculation and optimization is not included in Voilà, and this work tries to optimize the network latency as well as deployment cost, new cost estimation functions are implemented. These provide the placement and autoscaling algorithms with an estimation for various service size and placement configurations. The cost functions calculate the cost based on the number of devices and their types, according to the cost model presented in Section 2.7. The system administrator is capable of changing these configuration parameters according to the cluster characteristics.

The availability of the two types of devices and the consideration of cost adds a new level of complexity to be addressed by the placement and autoscaling algorithms. Consequently, three new algorithms (instances of the algorithms described in Section 3.3.3) are implemented to take full advantage of the spare devices to optimize the QoS while maintaining low cost (see Section 5.4).

The code corresponding to the implementation used in this work is available in Gitlab3.

5 EVALUATION SETUP
To evaluate how VioLinn handles the mentioned challenges, two sets of experiments are performed: the first one in a real-world experimental testbed and the second in a simulator. The first set of experiments focuses on understanding how an implementation using the mature Kubernetes container orchestrator can provide a solution for the QoS vs. cost trade-off; the second set of experiments evaluates the algorithms’ scalability with greater number of edge devices.

5.1 Experimental environment
The first experiment environment (shown in Figure 5b) is a cluster of 22 Raspberry Pi 3B+ devices running HypriotOS v1.9.0, Linux kernel 4.14.34, Docker v18.04.0 and Kubernetes v.1.9.3.

The simulation experiments are conducted in a custom Python simulator4 which replicates the behavior of the physical testbed. Using a simulator facilitates experiments with larger numbers of devices (up to 500), which was not possible to do in the testbed. The simulations run on a HP Elitebook 840 G5 laptop with Ubuntu 20.04, 16 GB RAM and an Intel Core i7-8550U CPU @ 1.80 GHz x 8, except for the scalability analysis which was run on Dell Inspiron 15 7000 laptop with Ubuntu 20.10 with 16 GB RAM and Intel Core i7-10750H CPU @ 2.60GHz × 12.

The extended Voilà stack is a complex ecosystem that supports a large range of configurations to cover multiple scenarios. Table 1 summarizes the used parameter values (both in the testbed and in the simulator) for the generic parameters appearing in all scenarios.

The configurable cost values are chosen relative to the utilization cost of a dedicated device during a cycle \((c^D_u)\), set to 1. Using a spare device \((c^S_u)\) is considered three times more expensive as these are scarce resources and should be profitable for providers while being costly enough so that it is not a viable option to permanently overprovision the system. Replicas are running in lightweight Kubernetes containers that are not inexpensive to create, so \(c_r\) is chosen as 0.2. Finally, \(c_a\) is the fee for including a spare device. In this work, including a device does not include reserving

3https://gitlab.liu.se/ida-rtslab/public-code/2022_VioLinn
4Available at https://gitlab.liu.se/ida-rtslab/public-code/2022_VioLinn_sim
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<table>
<thead>
<tr>
<th>Parameter</th>
<th>Notation</th>
<th>Value</th>
<th>Parameter</th>
<th>Notation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Utilization cost of a dedicated device per cycle</td>
<td>$c_{Du}$</td>
<td>1</td>
<td>Utilization cost of a spare device per cycle</td>
<td>$c_{Su}$</td>
<td>3</td>
</tr>
<tr>
<td>Activation cost of a device</td>
<td>$c_a$</td>
<td>0.5</td>
<td>Replica cost</td>
<td>$c_r$</td>
<td>0.2</td>
</tr>
<tr>
<td>Peak radius</td>
<td></td>
<td></td>
<td>Peak strength</td>
<td>PS</td>
<td></td>
</tr>
<tr>
<td>Latency threshold</td>
<td>$L_0$</td>
<td>20 ms</td>
<td># dedicated edge devices</td>
<td>$\Delta^D$</td>
<td>15</td>
</tr>
<tr>
<td>Cycle length</td>
<td>$T_d$</td>
<td>1 h</td>
<td># spare edge devices</td>
<td>$\Delta^S$</td>
<td>7</td>
</tr>
<tr>
<td>Weight parameter between QoS and cost</td>
<td>$\alpha$</td>
<td>0.5</td>
<td># edge devices receiving tasks</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QoS threshold</td>
<td>$E_0$</td>
<td>1%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Evaluation parameters.

resources on it (i.e. there is no guarantee that you can use resources on it) so the cost is lower than the utilization cost in a cycle. A sensitivity analysis of how varying some of these costs impact the results is provided in Section 6.5.

Regarding the other parameters, the length of a cycle ($T_d$) is taken as 1 hour, which allows for capturing load spikes that are lasting long enough at the scale of a day while avoiding unwanted fluctuations caused by short load spikes. A placement is considered satisfactory when 99% of the tasks meet their latency requirements, hence the choice of $E_0$ as 1%. Finally, the proximity of edge devices is governed by the $L_0$ latency threshold. Here it should not take more than 20 ms round-trip latency to another device in order for it to be suitable for executing tasks. This is in line with the fact that current latency-sensitive applications require end-to-end latency below 10 to 20 ms [2, 13].

5.2 Performance metrics

We evaluate VioLinn using several performance metrics: the QoS abstracted as the percentage of slow tasks for a given edge application placement ($E_\omega$) as presented in Section 2.8, the total cost of the placement ($C_\omega$) as presented in Section 2.7, the number of edge devices included in the selected placement (i.e. the deployment size), as well as the number of spare devices in the selected placement (i.e. the number of pods deployed on spare devices).

5.3 Service and load scenarios

Our work focuses on the orchestration algorithms and not on the service provided by the edge devices. The aim is to evaluate how spare devices can contribute to handle load spikes (in time and space) with satisfactory QoS from the edge provider perspective, independently from the performance of the services themselves. Hence, deploying a realistic application service in the testbed could actually interfere with the evaluation of the infrastructure (orchestration) services by burdening the system in a less controlled manner. To create repeatable experiments we test with a service that takes roughly the same duration on every request. Hence, the service considered for the evaluations is a straightforward one where the application task simply asks for the IP address of the chosen application replica for executing the task. Such a service is very lightweight and overload situations are instead created by a large number of such tasks sent into the orchestration system. In our illustrative Open-RAN use case, the RAN elements that are deployed at the edge server are basic operations [26], which the implemented service can be assimilated to.

The load scenarios are based on a trace of geo-distributed Internet requests in the province of Trentino in Italy [4]. Requests are gathered within 1 km$^2$ cells. We emulate load in the testbed and the simulator by randomly selecting as many cells from the trace as there are dedicated devices receiving tasks, and replaying the number of requests as the tasks that the system should handle. This workload presents a classic day/night pattern, with most of the requests being issued between
9am and 11pm. Moreover, different types of geographical areas (e.g., commercial districts and residential areas) have their load peak(s) at different times of the day.

Using spare devices should remain an exceptional solution for dealing with abnormal load in an area. Using spare devices in normal situations would signal that the system is under-dimensioned for this area. We use the workload trace as the “normal” load for the orchestration area. Additional local load spikes are introduced to simulate an overload limited in time and geographical location, for example created by a large concert happening. We select a geographical location determined by a peak center (i.e. a randomly-selected dedicated edge device) and a peak radius (defined in terms of latency around the peak center). During a specified time period the load of the dedicated devices located within the concerned area will be multiplied by a coefficient (called the peak strength) to reflect an area that was impacted by a sudden load increase.

5.4 Algorithm alternatives

The evaluation is performed in two steps. First, a solution without spare devices available (WithoutS) is created as a baseline to compare with a scenario where spare devices are made available to handle load spikes (using one of three scenarios below). This is done in order to showcase the need for extra resources in the case of localized load spikes.

Then, three alternative algorithms for the area orchestration are compared to one another. The edge orchestration part is the same for all three alternatives.

QoSOnly: The first alternative uses spare edge devices but focuses on QoS only (ignoring costs). When the choice has to be made of selecting the best placement in the edge device provisioner of the area orchestrator (using Functions 4 and 5), the one with highest QoS, i.e., the lowest $E$, is selected. The cost of the different placement alternatives is ignored.

QoSMinCost: The second alternative using spare edge devices selects the placement that provides the minimum cost if $E$ is below the threshold. In case of ties, the one with lowest $E$ is selected.

QoSFitness: The third and last alternative selects the best placement, i.e., the one with the highest fitness (i.e., lowest bad-fit score from Section 2.9) if the QoS requirements are satisfied (i.e., $E$ is below the threshold). Depending on the value of $\alpha$, this alternative will favor solutions that are more (or less) cost-effective at the expense of lower (higher) QoS. In the evaluation, this alternative is considered with $\alpha = 0.5$, meaning a balanced trade-off level between QoS and cost.

To the best of our knowledge and according to a recent survey [9], there is no other work dealing with the edge device provisioning subproblem and hence no other alternative algorithms.

6 RESULTS AND DISCUSSIONS

In this section, the outcome of the evaluations described in the previous section is presented. Sections 6.1 and 6.2 use the physical testbed whereas Sections 6.3 to 6.6 are based on simulations.

6.1 Dealing with load changes using spare devices

We begin by showing how a typical change in load over time is treated by the WithoutS and QoSOnly alternatives respectively. Figure 6a shows an example run of a load during 28h. In this run, the testbed is loaded with a sub-trace of the Trentino workload restricted to 12 dedicated edge devices receiving tasks, with no added local spike.

The top part of the graph shows the total number of tasks coming to the area. There is a clear time aspect where, in the early morning, there is low level of activity. The number of tasks increases from 8am and then decreases around 10pm. The lower part of the graphs shows the violations, i.e., the percentage of slow tasks. Most of them appear during the early part of the day, when the system is trying first to find a good set of devices for the load and then has to adapt to the increase in number of tasks. Then, some violations appear again towards the end of the day, when the system...
scales down as the number of tasks decreases (the number of devices used is visible in the middle part of the figure). In the middle of the day, when the load is stable, there is no violation and the number of replicas used for the two algorithms remains stable, showing a similar performance.

In order to achieve high QoS, it is important to be able to handle not only load fluctuations in time but also in space. Therefore, the previous experiment is repeated with the introduction of a load spike in one geographical part of the system during a few hours (in this case between 6 and 10 pm). Such a load spike can correspond to a real scenario with a sport event or a demonstration for example where an unusual number of persons gather in a specific location. Figure 6b shows the system behaviour where the regular workload trace as in Figure 6a is now modified to include a load spike (with a peak strength of 4), highlighted in area shaded blue in the figure.

As visible in the middle graph of Figure 6b, the load spike is burdening the system heavily, since it requires to use 12 of the 15 dedicated devices in the WithoutS scenario (purple curve). When spare devices are introduced (blue curve), it is possible to handle the spike with 7 devices only (of which 4 are spare devices) for a similar performance, as the violation level is almost the same for both alternatives (see the bottom graph). This is because the algorithm focuses on getting devices with the lowest latency, no matter whether they are spare or dedicated.

This experiment shows the potential for scaling up the system using spare devices when the dedicated ones are not sufficient in the presence of localized load spikes.

6.2 Balancing quality of service and cost

In practice, it is often not feasible to add spare devices without any further thoughts as these come at a higher cost for the edge provider. As discussed in Section 2.7, the costs considered in this paper are activation, replica and utilization costs. Therefore, the next step of the study consists of executing the three alternatives for device selection described in Section 5.4 on the same load. The results of this evaluation are shown in Figure 7a and Figure 7b.

Figure 7a shows the number of devices used by the different algorithm alternatives. The overall deployment size (middle graph) is similar for the three alternatives during most of the trace execution. However, in the lower part of the figure the number of spare devices in the deployment varies between the three alternatives. As expected, the QoSOnly alternative is using the greatest number of spare devices as this algorithm focuses on getting the best devices (in our case the ones offering the lowest latency), no matter their cost. The two other cost-aware alternatives use a greater number of dedicated devices instead, which are cheaper according to the cost model.
Fig. 7. Comparison of the three algorithm alternatives when handling a 28-hour workload trace (testbed).

Details about the performance and cost results are shown in Figure 7b. Before the load spike, at time point 8 to 18 of the trace, the three algorithms have a similar performance with regards to violations. However, they do not select the same devices, which is reflected in the cost part (QoSOnly selects more spare devices than the other two so it is more expensive). During the spike, all algorithms manage to handle the violations that appeared after two cycles.

Since different devices get selected by the different algorithms, we see that: (1) QoSOnly presents a greater percentage of slow tasks at the start of the load spike, and also after the load spike despite the fact that this alternative focuses on QoS; (2) QoSMinCost is at the beginning of the load spike actually more costly than QoSFitness. This may seem counter-intuitive but it is an effect of the small scale of the testbed, where selecting a different device can have an important impact.

About the first observation, the greater fraction of slow tasks for QoSOnly at the start of the load spike is due to the chosen devices becoming overloaded. Indeed, the load increases during several cycles at the start of the spike, so a device that was selected during the first spike cycle can in fact be insufficient to handle the additional load during the second spike cycle. Regarding the high percentage of slow tasks after the load spike has ended (cycle 27), it happens as the load is very low and VioLinn therefore scale downs the number of devices handling load. During this scale down, four devices are removed (see Figure 7a) which leads to six tasks becoming slow. However, the load being very low (15), these few tasks yield a comparatively large percentage of the total load, i.e., a high $E$. We can see in Figure 7a that replacing one of the dedicated devices with a spare one drastically reduces the percentage of slow tasks in the next cycle, for a comparable load.

About the second observation, towards the end of the load spike, the QoSMinCost alternative changes the set of selected devices in order to pick the least expensive. Indeed, the priority is always given to QoS in all alternatives. When a load spike starts, the focus is on securing acceptable QoS first before looking at the cost trade-off. The algorithm only trades QoS against cost when the QoS is under the threshold (see lines 5, 9 and 13 of Function 4). Moreover, the small scale of the testbed does not enable the alternatives QoSMinCost and QoSFitness to be clearly differentiated so there is a need to perform further evaluations with a larger scale.

In conclusion, QoSFitness represents a good compromise with regards to both performance and cost. We will delve further into the trade-off by looking at larger experiments next.
6.3 Scaling up using simulations

We now evaluate VioLinn in the simulator described in Section 5.1, with a random subset of 100 devices taken from the Trentino workload trace. Of those, 30 are spare devices.

6.3.1 Single trace study. As in the testbed evaluation, a load spike is introduced in a random 28-hour workload trace, at a random location, between cycle 18 and 22. Figure 8 shows the result for a load spike of peak strength 6. The chosen peak strength is different from in the testbed experiment as the scale of the system differs. Indeed, a larger system has a greater inherent capacity for dealing with increased load so the load spike needs to be adapted according to the system for the evaluation to be relevant. Moreover, the number of dedicated devices receiving tasks is increased from the testbed experiment so that a similar share of devices receive tasks. This leads to an increase of the task rate as visible on the top part of Figure 8.

In this figure, the same behaviour as in the testbed can be observed. When the spike starts, both the WithoutS and the QoSOnly alternative start adding replicas, but the QoSOnly alternative finds a stable state (using 25 replicas) before scaling down, while WithoutS continues adding replicas (up to 31) until the end of the spike, which is a sign that the system is struggling to handle the load and cannot find a placement solution satisfying the QoS requirements. When looking at the percentage of slow tasks, it can be seen that QoSOnly is able to find a solution which decreases the percentage of slow tasks to a pre-spike level after only one cycle into the load spike, while it takes two additional cycles for the baseline to achieve a similar result.

Moving on to comparing the different algorithm alternatives when using spare devices, Figures 9a and 9b show how these are performing with regards to size, performance and cost.

With regards to size, the middle graph of Figure 9a shows that the total number of replicas is rather similar for the different alternatives but when looking at the bottom part, there is a clear difference in the number of replicas deployed on spare devices. When focusing more on QoS (alternative QoSOnly), the total number of replicas is first the greatest and then the lowest, but it always includes a higher number of replicas deployed on spare devices. When introducing the cost trade-off (alternatives QoSMinCost and QoSFitness), fewer spare devices are used (a maximum of 3 instead of a maximum of 7). This is because these alternatives only introduce a spare device when absolutely necessary for meeting the QoS requirements.

With regards to performance and cost, Figure 9b shows that the three alternatives manage to handle the violations caused by the load spike in a comparable way, with a slight advantage for the QoSOnly alternative. Since the deployment size and number of spare devices is different as
seen in Figure 9a, the cost is also different, with QoSOnly being the most expensive solution and QoSMinCost the least expensive one. This is directly related to the number of spare devices used as these are the expensive part in the cost model used in this study.

6.3.2 Multiple traces with variation in time and space. The above analysis is repeated for 50 different random loads that introduce variation in the 28h workload trace used (i.e., different days and devices included) and in the locality of the load spike. The average value for different indicators is computed and presented in the remainder of this section.

The first indicator is the maximum deployment size for a 28-hour workload trace. This corresponds to the maximum number of devices used to handle the different load spikes. Taking the maximum value and not the average enables to see to which extent the system is pushed due to the spike. As all spikes only last 4 h out of the 28 contained in the trace, using an average measure could hide the effect of the load spike by the rest of the load. Figure 10 shows at the top the average of this maximum deployment size over the 50 simulator runs. It can be seen than on average, QoSOnly uses a greater maximum number of devices than QoSFitness that on average uses more devices than QoSMinCost. However, the standard deviation indicates that specific runs can exhibit other behaviours, especially for QoSMinCost and QoSFitness.

The second indicator is the maximum number of spare devices used for a 28-hour workload trace. This is interesting in order to see whether the devices deployed during the load spike are mostly spare or dedicated devices. Figure 10 shows the average number of spare devices over the simulation runs in its second chart from the top. It shows a similar pattern, with QoSOnly having the greatest maximum number of spare devices, followed by QoSFitness and finally QoSMinCost.

---

(a) Size
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Fig. 9. Comparison of the three algorithm alternatives when handling a 28-hour workload trace (simulator).

Fig. 10. Analysis of the chosen indicators for a 28-hour workload trace (simulator).
This is inline with how the algorithms are expected to behave, since the cost aspect is driven by the spare devices in the model used.

The third indicator is the total cost in terms of activation, replica and utilization costs for a 28-hour workload trace. It should reflect the higher cost of spare devices that are used during the load spike but even other factors. Figure 10, third chart from the top, shows the average total workload cost over the 50 simulation runs. QoSOnly clearly exhibits a greater cost, and among the two alternatives QoSFitness and QoSMinCost we find an advantage (i.e. lower cost) for QoSMinCost.

Finally, the bottom chart depicts the percentage of slow tasks in the 50 28-hour workload traces. This indicator shows how the different algorithms are performing with regards to QoS. The goal of any algorithm is to keep the total percentage of slow tasks as low as possible. The three algorithms trigger a reactive approach to fix the QoS degradation once the value of $E$ has exceeded a threshold ($E_0$) defined as 1%. For this indicator, the pattern is different, i.e. all three algorithms apparently have a similar percentage of slow tasks (around 7-8%). This is due to the reactive nature of the algorithms and will be studied in more detail in Section 6.4.

This study confirms the lower cost due to using fewer spare devices when handling a load spike. The location of the spare devices with regards to the location of the spike greatly influences performance. If a spike happens in a place where no spare devices are located, these cannot help handling the load. With regards to the three algorithms alternatives, the simulation study highlights QoSMinCost as being both cheap and performing well in terms of percentage of slow tasks.

### 6.4 Peak load impact on the QoS

In this section, we study the effect of the peak load on the QoS, by depicting how the algorithm reacts to the peak. We start by an experiment similar to the one in Section 6.3: i.e. select 50 traces that are each run 7 times while varying the value of Peak strength (PS) between 1 and 6.

In Figure 11 we compute the cumulative distribution function for the percentage of slow tasks:

$$CDF(Cycle_i) = \frac{\text{Cumulative } \# \text{ of slow tasks until } Cycle_i}{\text{Total } \# \text{ of tasks}}$$ (6)

For conciseness, we only include in the figure the charts for PS values of 1, 2, 4, and 6. This shows us how much each cycle of the simulation has contributed in the final percentage of slow tasks. For $PS = 1$ we see that all the algorithms were capable of achieving a low percentage of less than 1% slow tasks. The main increase of the slow tasks occurs during the 8th cycle where we expect an increase in tasks due to day-night load pattern. Similarly, for $PS = 2$, the percentage of slow tasks remains a little above 1% even though the load suddenly doubled in the peak region.

The important thing to notice here is the fact that all algorithms require only one cycle to repair the QoS after an unexpected load peak, as can be seen when the CDF reaches a constant value in cycle 19 even though the peak continues for 4 cycles. Similar patterns are observed for $PS = 4$ and $PS = 6$: when the peak occurs, the system reacts quickly to provide extra replicas and eliminate the slow tasks. After one cycle in the case of $PS = 4$ and two cycles for $PS = 6$, the system reaches a stable point even with an extreme load change where the load is multiplied 6 times.

We can derive two conclusions: first, most slow tasks occur only in the first cycle, thanks to the reactive nature of the algorithms. Second, the algorithms deliver on their promises of providing an excellent quality of experience by being able to stabilize the system rapidly, within a few cycles.

### 6.5 Sensitivity analysis

This work uses a number of parameters that may influence the evaluation results in one way or another. We now show how changing them impacts the evaluation metrics that were used in the previous subsection. This sensitivity analysis is conducted using the custom simulator in a load...
scenario with a peak strength of 6, using 50 different runs for the QoSFitness algorithm alternative. Each run consists of a separate load (i.e., different number of tasks coming to each edge devices and different locations of the load spike). All other parameters from Table 1 are kept constant. For all the parameters except number of edge devices receiving tasks and number of spare devices, the different parameter values are evaluated on the same 50 different runs. However, changing the number of edge devices receiving tasks or spare devices impacts the load generation process so these evaluations were conducted on 50 different loads for each of the parameter values.

The first parameter we vary in this study is $\alpha$, the weight parameter from the bad-fit score introduced in Section 2.9. This parameter varies from 0 to 1, where a high value gives more importance to performance over cost once QoS requirements are satisfied. Figure 12a shows the evaluation results with regards to average maximum size, average maximum number of spare devices used, average percentage of slow tasks and average total cost for a 28h trace. The maximum number of total and spare devices used is greater for a high value of $\alpha$. This is reflected by a greater cost for greater values of $\alpha$, which is expected as spare devices are more expensive. When looking at the percentage of slow tasks, there is no noticeable difference for the different values of $\alpha$. This is expected as the chosen $E_0$, i.e. the QoS requirement threshold, is already enforcing strict QoS requirements (with 1% of slow tasks), leaving little possibility to increase QoS when varying $\alpha$.

The second parameter we vary is $c_S^S$, the utilization cost of a spare device. Figure 12b shows the evaluation with regards to the same indicators as before. When $c_S^S$ increases, the total cost increases as well, as the load still requires using spare devices to maintain a good performance (as shown on the bottom chart with a stable percentage of slow tasks). It is also visible that, since the algorithm tries to find a good balance between performance and cost, the number of spare devices (i.e., the expensive part of the system) decreases when their cost increases.

The third parameter is $L_0$ which defines the devices that are considered nearby. We see in Figure 12c that $L_0$ has a very visible impact on the average maximum size of the system. A high value of $L_0$ leads to a decrease in terms of size (from a max average of 33.65 to an average of 26.72). It also impacts performance with an increase of the percentage of slow tasks. The rate of this increase however slows down for greater values of $L_0$. Finally, a greater latency threshold leads to lower costs, as enlarging the scope of nearby devices allows using cheaper dedicated devices.

The fourth parameter is the number of edge devices receiving end-user tasks. Figure 12d shows that increasing the number of edge devices receiving tasks leads to an increased value of the maximum size, maximum number of spare devices used, total cost and percentage of slow tasks. This is reasonable as increasing the share of dedicated devices that is receiving tasks will mechanically increase the total load the system has to handle, so more resources are needed.

The last parameter is the number of spare devices (out of a total of 100 devices) in the orchestration area, see Figure 13. The spare devices are chosen randomly for each run among the available devices. On average, the size of the placement required for handling the load is similar regardless of the number of spare devices available (which is logical since this is related to the computing capacity.
(a) Varying $\alpha$

(b) Varying $c^S_U$.

(c) Varying $L_0$.

(d) Varying # edge devices receiving tasks.

Fig. 12. Sensitivity analysis.

Fig. 13. Sensitivity analysis - Varying # spare devices.
of the devices). However, the share of spare devices among the devices used increases when the number of spare devices increases, showing that spare devices are chosen instead of dedicated devices when they are available. The percentage of slow tasks varies between the different values of the number of spare devices with no specific pattern. Each value of the parameter is tested with a different load, which can explain the differences. Finally, the greater number of spare devices, the greater total cost, which is again expected as the spare devices are the expensive ones.

6.6 Scalability analysis

We finally study the execution time for various system sizes. We use the parameter values from Table 1, except for $c^S_u = 2$, $|\Delta^S| = 30\% \times |\Delta^D|$, and # edge devices receiving tasks$= 30\% \times |\Delta^D|$. We use different system sizes $|\Delta^D| \in \{100, 200, 300, 400, 500\}$. We look at execution time for the evaluation of different placements according to QoS and cost (when appropriate). This corresponds to lines 6, 10 and 14 in Function 4 and lines 7 and 11 in Function 5.

Figure 14a displays the time needed to evaluate 100 placements as a function of the system size. As expected, the time needed to evaluate the placement increases when the system size increases. The curve’s slope indicates that the placement evaluation time increase is proportional to the increase in number of devices. However, even for a system of 500 devices it is still possible to evaluate 100 placements in a little over one second. Another conclusion that can be drawn from Figure 14a is the improvement on the placement evaluation algorithms achieved in VioLinn, where QoSMinCost and QoSFitness (whose curves are on top of each other) are $\approx 20\%$ faster than QoSOnly.

Figure 14b shows how many placements need to be evaluated until a solution is found as a function of different system sizes and algorithms. For this metric, the slope of the curves indicates first a proportional increase that then flattens. This is clearly visible for QoSOnly (between sizes 300 and 500) but only a beginning of flattening is visible for QoSFitness and QoSMinCost. Since QoSOnly considers the value of $E_0$ as the only metric, finding a solution requires fewer placements to be evaluated. In comparison, QoSFitness and QoSMinCost have two metrics to achieve a solution. As a result they need to evaluate more placements. All in all, both algorithms were still able to find solutions in less than 15 seconds for large system sizes of 500 devices which indicates the ability of these systems to cope with large scales. Recall that this placement evaluation is performed once per cycle when a load change requires it and ensures that services can get a service time satisfying their QoS requirements (e.g. in the ms range) during the rest of the cycle.
7 RELATED WORKS

7.1 Task and service placement

Placing tasks optimally is crucial for the successful deployment of edge computing. Since this work considers that only a subset of the edge devices have an application instance to process tasks, it is also important to consider how to place the service instances (also called application instances or replicas). This service placement problem is being studied since the creation of the first geo-distributed environments such as content delivery networks [25, 56].

In the edge/fog computing field, the survey [61] devotes a section to recent works tackling the task placement problem, while one section of [44] discusses service placement, and one of the fog computing resource management issues discussed in [20] is application placement. More surveys gather works about application placement. For example, [6] focuses on analyzing the algorithms used. There exists several recent application placement taxonomies, e.g. [34] which uses eight dimensions including the resource type, placement metric, and offloading approach. Another classification is found in [49] including control plan design and mobility support. The authors also discuss optimization strategies and evaluation environments. A recent resource scheduling survey [33] includes a resource provisioning part gathering task/service placement studies.

Many works presented in these surveys consider that all the task placement requests are received by a central entity. Such a centralized approach enables formulating the task placement problem as an optimization problem, solved using optimization techniques [35, 42, 53, 66] or heuristics [55, 68]. In this work, the task placement is distributed, i.e. each edge device places the tasks it receives.

Table 2 presents relevant recent publications on task and service placement in fog/edge computing. There are only a few works proposing both a dynamic placement (i.e. an update of the placement when the workload changes) and the placement of a replica set. Yu et al. [70] study replicated VMs placement. Their algorithm considers end user-edge proximity but not edge-edge proximity. Aral et al. [3] and Shao et al. [51] propose dynamic replica placement algorithms for data services. Similarly, Li et al. [30] present a replica placement algorithm to enhance data availability. When evaluating their algorithms, these three works use mean latency as a metric and do not consider performance issues coming from uneven load distribution. ElasticFog [38] modifies Kubernetes to consider the network traffic status of each node and accounts for it when placing replicas. However, contrary to what the name may suggest, they do not consider adding/removing replicas. Our previous works Hona [17] and Voilà [18] are the first dynamic replica placement algorithms aiming to maintain the tail latency within pre-defined bounds. Hona finds a solution based on tail latency and load balancing to ensure a fair load distribution over a fixed-size replica set. Voilà has in addition the capability to scale the replica set size according to tail latency and saturation.

To our knowledge, this work is the first to consider resource elasticity with dynamic placement of tasks and replicas. It also uses tail latency in order to ensure high QoS for most of the tasks.

7.2 Autoscaling

In an edge environment, the workload that the system has to handle will vary according to time and space. Therefore, one must scale the resource to adapt for load changes, i.e., use autoscaling. Despite an important body of work studying autoscaling in the past decades, it has not been widely studied in the context of fog/edge computing. This is probably due to the prevalent use of vertical offloading instead of autoscaling [61], i.e., offloading parts of the requests to the cloud. While this is a valid approach for many applications, it is not feasible for latency-sensitive applications.

Nevertheless, the literature includes a wide range of autoscaling techniques in similar platforms. Autoscalers designed for general-purpose Kubernetes clusters aim at providing a seamless service for the application users [39, 47, 57]. Geo-distributed autoscalers aim at selecting the nearest available
Table 2. Literature review for task and service placement. Response Time (RT) represents the overall response latency including network and processing latency; Network Usage (NU) is the volume of backhaul traffic; Resource Utilization (RU) is the effective use of the available resources; Deployment Time (DT) is the time needed for the algorithm to find and deploy a solution; Proximity (PX) is the latency between end-user and the closest application instance; Load Balancing (LB) is the distribution of the load over the replicas; and Saturation (ST) is the performance degradation induced by overloaded replicas.

<table>
<thead>
<tr>
<th>Type</th>
<th>Reference</th>
<th>Dynamicity</th>
<th>Replication</th>
<th>Elasticity</th>
<th>Objective</th>
<th>Evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Data</td>
<td>Lera [28]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>NU</td>
<td>Sim</td>
</tr>
<tr>
<td></td>
<td>Liu [32]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>RT</td>
<td>Sim</td>
</tr>
<tr>
<td></td>
<td>Naas [36]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>RT</td>
<td>Sim</td>
</tr>
<tr>
<td></td>
<td>Aral [3]</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>RT</td>
<td>Sim</td>
</tr>
<tr>
<td></td>
<td>Shao [51]</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>RT</td>
<td>Sim</td>
</tr>
<tr>
<td>VM</td>
<td>Li [31]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>NU</td>
<td>Sim</td>
</tr>
<tr>
<td></td>
<td>Zhao [71]</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>NU</td>
<td>Sim</td>
</tr>
<tr>
<td></td>
<td>Yu [70]</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>NU</td>
<td>Sim</td>
</tr>
<tr>
<td>Service Oriented</td>
<td>Hong [23]</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>DT</td>
<td>Testbed</td>
</tr>
<tr>
<td></td>
<td>Silvestro [52]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>PX,D</td>
<td>Sim</td>
</tr>
<tr>
<td></td>
<td>Xu [69]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>PX</td>
<td>Sim</td>
</tr>
<tr>
<td></td>
<td>Skarlat [53]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>PX,R</td>
<td>Sim</td>
</tr>
<tr>
<td></td>
<td>Tang [59]</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>PX,D</td>
<td>Testbed</td>
</tr>
<tr>
<td></td>
<td>Li [30]</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>PX,R</td>
<td>Testbed</td>
</tr>
<tr>
<td></td>
<td>Wang [66]</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>RU</td>
<td>Sim</td>
</tr>
<tr>
<td></td>
<td>Mahmud [35]</td>
<td>✗</td>
<td>✓</td>
<td>✗</td>
<td>RT,R</td>
<td>Sim</td>
</tr>
<tr>
<td></td>
<td>Ouyang [42]</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>RT</td>
<td>Sim</td>
</tr>
<tr>
<td></td>
<td>Souza [55]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>RT,NU</td>
<td>Sim</td>
</tr>
<tr>
<td></td>
<td>Xia [68]</td>
<td>✗</td>
<td>✗</td>
<td>✗</td>
<td>RT,NU</td>
<td>Sim</td>
</tr>
<tr>
<td></td>
<td>Nguyen [38]</td>
<td>✓</td>
<td>✗</td>
<td>✗</td>
<td>DT,R</td>
<td>Testbed</td>
</tr>
<tr>
<td></td>
<td>Hona [17]</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>PX,L</td>
<td>Testbed+Sim</td>
</tr>
<tr>
<td></td>
<td>Voilà [18]</td>
<td>✓</td>
<td>✓</td>
<td>✗</td>
<td>PX,S</td>
<td>Testbed+Sim</td>
</tr>
<tr>
<td></td>
<td>VioLinn</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>PX,S</td>
<td>Testbed+Sim</td>
</tr>
</tbody>
</table>

7.3 Edge device provisioning

Edge device provisioning is about dealing with load spikes using all resources without satisfying the need. In other words, what to do when autoscaling on the available resources is not enough?

A straightforward solution would consist of increasing the size of the available edge resources. As an analogy, cellular networks are usually provisioned with enough resources to ensure an excellent resource [46, 73]. Furthermore, countless autoscaling algorithms are available for cloud computing systems which have various objectives such as cost reduction and performance optimization [10].

Few papers propose autoscaling systems designed for fog computing platforms. Zheng et al. [72] propose to vary the number of replicas according to the load, but they do not consider pod placement nor efficient user request routing to the closest replica. ENORM [65] reduces the latency between the user and where the application is executed, as well as the network traffic to the cloud. However, the location of the computing resources is not considered and all devices are deemed equivalent to the others. Abdullah et al. [1] propose a predictive fog autoscaler for microservices. They build their prediction model using machine learning, based on observation from two applications. In our case, the load spikes are events outside of the “normal” operations, hence unsuitable for prediction.

Considering a fixed set of edge devices, the dynamic fog resource manager Voilà [18], which this work extends, considers autoscaling to adjust the number of application replicas upon any significant variation of the request workload, placement/replacement to choose where these replicas should execute, and routing of end-user request to nearby replicas.
QoE even under peak traffic [12]. This however leads to a low energy efficiency and resource utilization during non-peak hours. For cellular companies like Vodafone Germany, this necessary overprovisioning has resulted in a 6% annual decrease in revenue during the period of 2000 to 2009, one of the main reasons being the energy cost [19]. In the context of a file storing application, Li et al. [29] address the resource problem by considering that it is possible to rent cloud nodes if necessary. In our case, this is not a viable alternative due to the latency-sensitive applications.

An alternative solution would be the capability of leveraging another source for spare resources, e.g. by renting nearby resources from another edge or fog infrastructure provider. Narayana et al. [37] present a cost model for renting edge resources. It includes a cost for renting a resource (similar to our utilization cost) and fetching the service (similar to our replica cost). However, their stochastic study is limited to one edge device and one cloud device and assumes that any load can be served. In some cases, like fog gaming where the users’ Sega consoles are used as fog nodes [22], the platform can also rent resources from currently inactive users in order to process requests originating from nearby active users. Another alternative for finding spare resources is to use idle computing resources from (high-end) IoT devices, which are becoming increasingly powerful. For example, Kim et al. [27] propose a task scheduling scheme where edge and IoT devices collaborate to serve the tasks coming to the edge, while ensuring that local IoT tasks are not impacted. Finally, adding extra resources at a particular location can be achieved through the use of mobile edge devices (e.g. edge-equipped drones in a smart city) as advocated by ORCH [62].

7.4 Orchestration frameworks

Santoro et al. [50] propose the Foggy framework for workload association. The prototype is implemented by using OpenStack and Kubernetes. Orchestration is performed in a centralized way, which is different from our work, but the testbed implementation uses similar software tools.

Sonmez et al. [54] present a workload orchestrator using fuzzy logic. The orchestration is performed in a centralized way and considers only task placement, contrary to our work. Moreover, they only propose a simulation evaluation using the open-source EdgeCloudSim simulator.

Etemadi et al. [14] propose an ASRP (Automatic Scalable Resource Provisioning) framework that is composed of four modules: Control, Monitor, Prediction and Decision. They use neural networks for predicting the future workload. However, they only focus on time-varying workloads and not on time- and space-varying ones as in this paper. They also only provide simulation evaluations.

HYDRA [24] is a proof-of-concept of a fully distributed location-aware orchestrator. It scales up to 20,000 nodes, thus providing an alternative design with edge computing in mind to the centralized Kubernetes orchestrator. As HYDRA is a proof-of-concept, there is no real deployment of it and they do not deal with load spikes and their impact on the resource provisioning.

COSMOS [43] is an orchestration framework focusing on offloading requests about points of interest. The implementation is deployed in a square and uses network function virtualization. However, all requests are handled by a central entity that decides on where/if to handle them, whereas in our case, the requests are handled in a distributed way, at the node closest to the user.

Finally, ORCH [62] is a generic framework solving the task and mobile edge placement problems using a deadline-aware approach. While ORCH focused on mobile resources for providing the dynamic resources, in this work both stationary and mobile resources can be exploited. Also, this work includes service placement, while ORCH assumed all edge devices have the required service.

8 CONCLUSION

Orchestration of network resource utilization in presence of explicit quality of service and cost requirements is one of the challenges of edge networking systems. We presented the VioLinn system for tackling the joint problems of task placement, service placement and edge provisioning
to handle latency-sensitive tasks even during sudden and geographically-limited load spikes. Three different QoS-cost trade-off algorithms that exploit spare devices are implemented in a real testbed and compared. The implementation extends the Voilà software stack atop Kubernetes, and is extensively evaluated. The algorithms are also evaluated for scalability using a simulator. Spare devices are shown to be an effective way to handle localized load spikes. In particular, the QoSFitness and QoSMinCost algorithms allow for QoS to be achieved with a reduced cost hence showing that the proposed solution can maintain QoS while introducing different QoS-cost trade-off options, one focusing on reducing cost (QoSMinCost) and the other providing flexibility in the trade-off.

This approach relies on the edge infrastructure providing an appropriate amount of resources for the regular load. The spare device concept and the proposed algorithms were therefore not thought of as a way of handling regular load in the absence of spikes and may work orthogonally with alternative resource management regimes. Moreover, VioLinn relies on the availability of spare devices nearby (in time and space) in relation to the load spikes, which requires further work on how to make it easy to have devices capable of acting as spare devices.

A further step in this work would be to test the VioLinn system using the presented components with more specific load and deployment scenarios in order to define more precisely how it can be used in a real edge deployment. Another further step is to consider more elaborate alternatives for implementing the different components where simplified options were explored here. For example, a prediction scheme could be considered to predict the locations in the edge infrastructure that may be sensitive to a load spike and study how this may improve the overall system performance. An option is to explore leveraging data-driven machine learning techniques.
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