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IMPACT OF TEMPORAL RESOLUTION ON CONVOLUTIONAL RECURRENT NETWORKS
FOR AUDIO TAGGING AND SOUND EVENT DETECTION

Wim Boes, Hugo Van hamme

ESAT, KU Leuven, Belgium

ABSTRACT Secondly, for sound event detection, we inspect what happens
Many state-of-the-art systems for audio tagging and sound eventUSing multiple types of measures. More speci cally, in addition to
detection employ convolutional recurrent neural architectures. Typ- the intersection-based scores employed in subtask 4 of the DCASE
ically, they are trained in a mean teacher setting to deal with the 2021 and 2022 challenges, we also utilize segment-based and event-
heterogeneous annotation of the available data. based metrics, which are commonly used in this subdomain of ma-
In this work, we present a thorough analysis of how changing chine learning as well. This is further elaborated upon in Section 4.
the temporal resolution of these convolutional recurrent neural net- T this end, the following approach is taken: We start with a
works — which can be done by simply adapting their pooling opera- suitable baseline, which forms the basis for many state-of-the-art ar-
tions — impacts their performance. By using a variety of evaluation chitectures for both audio tagging and sound event detgction, sgch
metrics, we investigate the effects of adapting this design paramete@s [11], [12] and [13]. We change the temporal resolution of this

under several sound recognition scenarios involving different needsmodel by adapting its pooling operations. We then analyze the re-
in terms of temporal localization. sults obtained by this modi ed system in a variety of experimental

con gurations, representing different evaluation scenarios.

In Section 2, we expand upon the baseline system. Afterwards,
in Section 3, we describe how the pooling operations of the consid-
ered architecture can be adapted to modify the temporal resolution
1. INTRODUCTION of the model. Then, in Section 4, we elaborate upon the experimen-

tal setup. Next, in Section 5, we analyze the results of the performed

Recently, the popularity of research into audio-related tasks haSexperimentsl and nally, we draw a conclusion in Section 6.
surged because of, among other reasons, multiple versions of

the Detection and Classi cation of Acoustic Scenes and Events

(DCASE) challenge [1, 2, 3, 4, 5, 6]. The latest editions encom- 2. BASELINE

passed six categories, each dealing with a distinct sound recognition

problem. Subtask number 4 [7] consistently covered sound event!n this section, the baseline system, which is nearly the same as in
detection — joint classi cation and temporal localization of audi- [14], is elaborated upon. Itis a slightly adapted version of the base-
tory events — in domestic environments. Submitted systems wereline supplied for task 4 of the DCASE 2021 and 2022 challenges [7].

ranked utilizing measures which represent scenarios involving vari-

able requirements with regard to the estimation of time boundaries. 1 Architecture

The baseline [7] supplied for the fourth problem of the DCASE
2021 and 2022 challenges, a convolutional recurrent neural net-A schematic visualization of the baseline model is given in Figure 1.
work trained using the mean teacher principle [8], was based on  The inputto the baseline is a spectral map of an audio recording.
the second-ranking system [9] of task 4 of DCASE 2019. Its output The amount of frequency bins is prede ned and set to 128.
temporal resolution was prede ned and xed. The rst component of the architecture is a convolutional neural

Our submission [10] for the fourth subtask of the DCASE 2021 network (CNN) made up of seven blocks. Each of those consists of
challenge [7] demonstrated that simply adapting the amount of the following ve layers: a convolutional layer, a batch normaliza-
pooling in this network, which is directly linked to its temporal res- tion layer [15], a ReLU activation layer, a dropout layer [16] with a
olution, can signi cantly impact its performance. dropout rate of 33%, and lastly, an average pooling layer.

In this work, we provide a more thorough and complete analysis  All convolutional layers use a square kernel of size 3 and uti-
of this interesting nding. We substantially supplement the discus- Jize a stride of 1. For the rst three blocks, the number of output
sion in multiple ways, as outlined in the two paragraphs below. channels of the convolutional operations is equal to 16, 32 and 64

Firstly, we examine more than the speci ¢ evaluation scenar- respectively. For the last four blocks, this number is equal to 128.
ios prescribed in task 4 of the DCASE 2021 and 2022 Challenges. The hyperparameters of the poo”ng Operations are given per
Particularly, we also investigate what happens when the temporalmodel block in Table 1. The rst and second numbers of each tuple
resolutions of convolutional recurrent networks are adapted in the gre connected to the time and frequency axes respectively.
context of audio tagging. In this situation, the goal of the models is After the last block, the frequency-related dimension of the
to perform clip-level auditory event classi cation. Unlike for sound  gpectral (auditory) input map has been brought down to one and
event detection, temporal localization is not required in this case.  the corresponding axis can therefore be squeezed, i.e., removed.

This work was supported by a PhD Fellowship of Research Foundation  Afterwards, a bidirectional gated recurrent (BiGRU) unit, con-
Flanders (FWO-Vlaanderen) and the Flemish Government under “Onder- Sisting of two layers with hidden sizes equal to 128, is used to model
zoeksprogramma Al Vlaanderen”. potential temporal relationships in the auditory data.

Index Terms— sound recognition, audio tagging, sound event
detection, temporal resolution
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Table 1: Kernel sizes and strides of pooling layers in baseline CNN

Block Kernel size= stride
0-1 (2, 2)
2-3-4-5-6 1,2

In the mean teacher training framework, two models called the
student and the teacher are utilized. They share the same architec-
ture, but their parameters are updated completely differently.

The student system is trained in a regular fashion: A differen-
tiable loss function is optimized by an optimization algorithm such
as Adam [18]. This is not the case for the teacher counterpart: The
weights of this model are computed as the exponential moving av-
erage of the student parameters with a multiplicative decay factor of
0.999 per training iteration, also explaining the name of the method.

The loss used to train the student consists of four terms: The

rst two are clip-level and frame-level binary cross entropy func-
tions, which are only calculated for the weakly and strongly la-
beled data samples respectively. The remaining two components
are mean-squared error consistency costs between the clip-level and
frame-level output probabilities of the student and teacher models,
which can be computed for all examples, including the unlabeled
ones. The classi cation and consistency terms are summed with
weights equal to 1 and 2 respectively to obtain the nal objective.

. . . . 3. ADAPTATION OF TEMPORAL RESOLUTION
Figure 1: Schematic representation of the baseline
The goal of this project is to investigate how modifying the output
) ] ] temporal resolution of the considered convolutional recurrent neu-
~ The output of this recurrent layer is followed by a linear pro- g network affects its sound recognition performance under differ-
jection and application of the sigmoid function to obtain multi-label gnt circumstances. In this section, we describe which parts of this
frame-level probabilities. These values indicate per temporal frame ,qdel were changed to achieve these speci ¢ adaptations.
which sound categories are active, and can be postprocessed to ob- | the baseline model outlined in Section 2, the pooling lay-
tain event-level predictions of sounds, which are relevant for sound grs in the rst and second blocks of the CNN halve input feature
event detection, as explained in the next subsection. maps along the temporal dimension, while the others do not change
Finally, the frame-level sound probabilities are aggregated t0 gnything in this regard. This results in a total pooling factor of 4.
get clip-level auditory event probabilities, which are relevant for the As explained in more detail in Section 4, most of the audio
task of audio tagging, by performing linear (softmax) pooling [17]. recordings used in this project have a duration of 10 seconds. They
are fed to the baseline convolutional recurrent neural network as
2.2. Postprocessing spectral feature maps consisting of 608 time frames. This model
applies a temporal reduction factor of 4, and hence, the frame-level
probabilities contain 152 values per sample. This comes down to a
temporal resolution of about one class prediction vector per 65 ms.
We create adaptations of the baseline convolutional recurrent
network in the following way: Instead of only allowing the rst
two pooling layers to apply a reduction in the number of temporal
frames, we create model versions of which the xgiooling layers
perform this halving operation, witk ranging from 1 up to 6. This
erlesults in systems with time reduction factors of 2, 4, 8, 16 and 32
respectively, which are equivalent to temporal resolutions of about
one frame-level prediction bin per 32.5, 65, 130, 260 and 520 ms.
Important to note is that changing the amount of pooling in the
o considered convolutional recurrent neural network does not change
2.3. Mean teacher training the number of trainable parameters, and thus, its modeling capacity.

The clip- and frame-level probabilities are converted into binary
values by enforcing a xed threshold. The frame-level decisions
are also passed through a smoothing median Iter with a window
of about 500 ms. Preliminary experiments showed that more com-
plicated postprocessing (e.g., class-wise optimization on validation
data) is unnecessary as it provides relatively insigni cant bene ts.

The binary clip-level decisions can readily be used to perform
audio tagging. On the contrary, to produce outputs suitable for
sound event detection, an extra step has to be taken: The frame-lev
decisions are converted into event-level predictions by performing
a merging operation with a maximum gap tolerance of 200 ms.

As expanded upon in Section 4, the training data employed in this

research project is heterogeneously annotated: Some of the samples 4. EXPERIMENTAL SETUP

include clip-level or weak labels, some come with event-level or

strong labels, and the rest is unlabeled. To deal with this dif culty, In this section, we provide full details on the setup used during the
the mean teacher training principle [8] is applied. experiments, of which the results are analyzed in Section 5.
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4.1. Data 4.4.2. Evaluation

The data set for problem 4 of DCASE 2021 [7] is a multi-label For audio tagging, we used the (micro-averaged) clip-based F1 mea-
collection consisting of audio recordings with a maximum length of sure [22], which was also utilized in task 4 of the DCASE 2017
10 seconds. There are 10 possible sound event categories, related ghallenge [23]. This score was computed for a single operating

domestic environments, which are not mutually exclusive. point, namely, the situation in which probabilities were converted
The partition used to train models consists of three subsets: ~ into binary decisions by enforcing a 50% threshold.
« 1578 real samples with weak (clip-level) annotation For sound event detection, we employed multiple types of met-
« 10000 synthetic samples with strong (event-level) annotation rics. To start with, we utilized the intersection-based measures used
« 14412 real samples without annotation for ranking in task 4 of the DCASE 2021 and 2022 challenges [7].

More speci cally, we used two polyphonic sound event detection

scores [24] representing distinct evaluation scenarios, denoted as

PSDS 1 and 2. The former imposes strict requirements on the tem-

poral localization accuracy, the latter is more lenient in this regard.
The hyperparameters utilized for calculating these PSDS mea-

sures are summarized in Table 2. These scores were computed using

4.2. Preprocessing 50 operating points, in which thresholds linearly distributed from

0.01 to 0.99 were used to convert probabilities into binary decisions.

To get spectral maps of the available audio recordings, which are  Details on the procedure for calculating PSDS scores and a dis-

used as input features for the considered convolutional recurrentcussion on the hyperparameters can be found in [24].

nets as explained in Section 2, we resampled all clips to 22050 Hz

and performed peak amplitude normalization. Then, log mel spec-

trograms with 128 frequency bins were extracted using a Hamming Table 2: PSDS hyperparameters

window with a size of 2048 samples and a hop length of 363 sam-

For evaluation purposes, two partitions were available: the so-
called validation and public evaluation sets, holding 1168 and 692
real recordings respectively. Both subsets include strong or event-
level labels of the active environmental auditory events.

. o . Hyperparameter PSDS1 PSDS2
ples. Lastly, per-frequency bin standardization was carried out. _ —
As mentioned before, for a 10-second audio clip, these steps ~ Detection tolerance criterion 0.7 0.1
resulted in a spectral feature map consisting of 608 temporal frames. ~ Ground truth intersection criterion 0.7 0.1
Cross-trigger tolerance criterion N/A 0.3
Cost of class instability 1 1
4.3. Data augmentation Cost of cross-triggers 0 0.5
Maximum false positive rate 100 100

In order to avoid the risk of over tting, we employed data augmen-
tation during the training of the considered models. In particular, )
we used mixup [19], which comes down to creating extra learning ~ Furthermore, we used the segment-based (micro-averaged) F1
examples (and associated labels) by linearly interpolating the origi- SCO'e based on chunks of 1 s [22] to gauge the performance of the
nal samples. We employed this method with a probability of 50% of considered models. This metric was also employed in task 4 of the
applying it. The mixing ratios used in this algorithm were randomly DCASE 2017 challenge [23]. Because of the long segment length,
sampled from a beta distribution with shape parameters set to 0.2. thiS measure quanti es systems in terms of their ability to perform
Unlike for our related submission [10] for task 4 of the DCASE more coarse-grained sound event detection, not unlike PSDS 2.
2021 challenge [7], we did not employ time and frequency mask- Last]y, we also employed the (macro-averaged) event-based '.:1
ing [20] in this project. This choice was based on two observations SCOT€ With tolerances of 200 ms for onsets and 20% of the audio
made during initial experiments: Firstly, the best hyperparameters €V€Nt lengths (up to a max of 200 ms) for offsets [22]. This mea-
for these techniques seemed to depend on the situation, e.g., usegH'® Was used m_task 4 of the DCASE 201.8‘ 2019 and 2.020 _c_hal-
metric. Secondly, these methods only led to minimal improvements. lenges [7, 25]. Th'.s metric quanti es model_s n te_rm_s of their ability
As the focus of this work is on analysis rather than trying to get op- to perform ne-grained sound event detection, similar to PSDS 1.

timized performance, they were excluded for the sake of clarity. Thgse segmen.t-base.d ar}d th?nt-based scores were computed
for a single operating point, in which a threshold of 0.5 was en-

forced to convert frame-level probabilities into binary decisions.
4.4. Training and evaluation All measures were computed using the clip-level or frame-level
probabilities of the student models after the last training epoch.
All models were trained and evaluated using PyTorch [21].

5. EXPERIMENTAL RESULTS
4.4.1. Training
In this section, we analyze the results obtained by the convolu-

All models were trained for 200 epochs. Per epoch, 250 batches oftional recurrent neural systems with varying output resolutions, as
48 samples were given to the networks. Each batch contained 12explained previously. We report the metrics for audio tagging and
weakly labeled, 12 strongly labeled and 24 unlabeled examples.  sound event detection elaborated upon in Section 4 after applying

Adam [18] was employed to train the weights of the student the following method to signi cantly diminish the variability of the
models. Learning rates were ramped up exponentially from O to results: For each experimental con guration, we train 20 models
0.001 for the rst 12500 optimization step. Thereafter, they decayed with independent initializations and average the scores they achieve
multiplicatively at a rate of 0.99995 per training iteration. on the public evaluation partition of the employed data set.
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Figure 3: Subset of class-wise event-based F1 scores

their global versions. Nevertheless, the absolute performance and
responsiveness strikingly vary across metrics and sound categories.
For all of the measures, there is a substantial link between the
scores and the examined kind of sound. As an example, the best-
performing categoryspeech consistently outperforms the worst
(running watej by a large margin. This behavior can be explained
The scores achieved on the public evaluation set are summahy multiple factors, e.g., qualitative differences between types of
rized in Figure 2. Precise numerical values are not essential to theaudio events and imbalance within the data used for training.
interpretation below and are not disclosed due to a lack of space. As is the case for the aggregated scores, the class-wise sensi-
Only one of the metrics appears to display a (very slight) neg- tivities are only strongly pronounced for ne-grained sound event
ative correlation with the temporal output resolution of the con- detection measures. In these cases, they also greatly depend on the
sidered models, namely, PSDS 2. Intuitively, this behavior is not considered audio category. This is exempli ed for the event-based
unexpected as this intersection-based score was designed to gaugel metric in Figure 3. For events which are short and localized
relatively coarse-grained sound event detection performance. (e.g.,dog dishe$, reducing the temporal resolution leads to severe
All other measures correlate positively with respect to the time deterioration in terms of performance. For more long-lived sounds
resolution. For the event-based F1 score and PSDS 1, the scores dge.g.,vacuum cleandr this dependency is much less outspoken. In
manding precise estimations of the boundaries of sounds, this seemthe most extreme case fofing, there is even no correlation at all.
logical: Naturally, if the length associated with an output prediction
bin is too long, this becomes more challenging or even impossible.
However, this positive relationship also appears to hold for the 6. CONCLUSION
clip-based and segment-based F1 metrics, which inherently require
much less accurate temporal differentiation — in the former case, Numerous state-of-the-art sound recognition models are based on
this is not even needed at all. This counterintuitive result is all the convolutional recurrent neural architectures. They are usually opti-
more unanticipated given the trend of PSDS 2: Apparently, there is mized in a mean teacher framework to deal with the heterogeneous
a certain discrepancy in the reaction of the examined types of mea-abeling of the supplied data samples. In this work, we provided
sures for audio tagging and coarse-grained sound event detection tdeeper insight into how changing the temporal resolution of such
the temporal output resolution of the considered models. nets impacts their performance. We analyzed the effect of mod-
The sensitivity of the performance of convolutional recurrent ifying pooling operations on a multitude of metrics, designed for
neural networks to their output resolutions depends on the crite- distinct audio tagging and sound event detection scenarios.
rion. In particular, scores designed for more ne-grained sound The experiments showed that the performance of the considered
event detection show a high responsiveness in this regard: PSDSnodels is highly susceptible to changes in terms of their pooling op-
1 and the event-based F1 measure drop sharply as the temporal regrations. More speci cally, metrics designed for ne-grained sound
olution of the models at hand decreases. On the contrary, the clip-event detection showed a strong, positive relation with respect to
and segment-based F1 metrics as well as PSDS 2, used to gaugide temporal output resolutions of the systems at hand. For sound
performance with regard to audio tagging and coarse-grained soundecognition measures involving less focus on temporal differentia-
event detection, remain more stable as this hyperparameter varies.tion (among others, F1 score for audio tagging), the direction of the
It is also possible to study how the performance and sensitivity correlation was mixed and contingent on the scoring method.
of the models differs across sound categories by inspecting class- The responsiveness appeared to depend on the considered eval-
wise scores. For F1-based measures, these can easily be obtainedation scenario. Generally, measures devised for ne-grained sound
For the PSDS metrics, they can also be computed, but unlike forevent detection displayed a much higher reactivity than metrics built
their aggregated counterparts, the cost of class instability (see Secfor audio tagging and coarse-grained sound event detection.
tion 4) must be disregarded. Exact numerical results are not crucial A class-wise study showed that for the latter, the sensitivity to
to the following analysis and are not included due to a lack of space.temporal resolution was low across all sound types. Conversely, for
In nearly all instances, the class-wise scores correlate to the ne-grained sound event detection scores, the reactivity was decid-
temporal resolution in the same direction (positively/negatively) as edly stronger for shorter than for longer-lasting events.

Figure 2: Results on public evaluation subset
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ABSTRACT

One of the main issues of polyphonic sound event detection (PSED)

is the class imbalance problem caused by the proportions of active

and inactive frames. Since the target sounds occasionally appear, bi-

nary cross-entropy makes the model mainly t on inactive frames.

This paper introduces an effective objective function, con dence

regularized entropy, which regularizes the con dence level to pre-

vent over tting of the dominant classes. The proposed method ex-

hibits less over tted samples and better detection performance than Figure 1: Simple illustration of an audio clip with target sounds.
the binary cross-entropy. Also, we compare our method with the

other objective function, the asymmetric focal loss also designed

to solve the class imbalance problem in PSED. The two objective pgep task: the image object detection also has suffered from the
functions show different system characteristics. From an e”d'userbackground-foreground class imbalance [3]. For the image object

perspective, we suggest choosing a proper objective function for thegeection, a solution is the focal loss that controls the weight pa-
purposes. rameter of cross-entropy so that train the model well for the target
Index Terms— Polyphonic sound event detection, class imbal- object, but vice versa for the background images. Motivated by the
ance problem focal loss, the previous study in PSED proposed asymmetric focal
loss (AFL) [4] that could control the focal weights of entropies for
the inactive and active terms, respectively. AFL successfully con-
trolled the imbalance problem, but an adverse effect arose: the sys-
tem detected repetitive impulsive sounds as a long-duration sound.
In this study, we propose con dence regularized entropy
E), which set the con dence threshold to the binary cross en-
‘tropy (BCE). When calculating the BCE, samples are eliminated
for the backpropagation during training steps if the detected results
Dif cult to gather strongly labeled recordings. are over the threshold. The proposed method keeps the samples less
over tted, especially for the inactive frames. Compared to the AFL,
) ) the proposed entropy resulted in a system that can detect the onsets
Hard to nd an analytic model that can cover the various sound 44 offsets of target sounds well. Both CRE and AFL relieved the

1. INTRODUCTION

Polyphonic sound event detection (PSED) is one of the acoustic
classi cation and detection tasks that detects the target sound an CR
timestamps in an audio signal. For many years, PSED has had fol
lowing several challenges:

The subjectivity problem of manual labeling.

patterns. class imbalance problem for PSED. However, they showed a differ-
The class imbalance problem due to the proportion of active ent system characteristic: the CRE-based system was advantageous
and inactive frames. in detecting a target event's precise localization on frames, whereas

the AFL-based system showed strength in detecting whether a tar-

The rst problem has been solved with two approaches: semi- get sound appeared. The details will be discussed in Section 5.2.

supervised learning approaches using both labeled and unlabele

data and training with synthetic audio mixed background noise and

target sounds. The second problem could be relieved by choos- 2. CLASS IMBALANCE PROBLEM WITH PSED

ing the metric when comparing the system with others [1]. And

the third problem has been solved by deep neural netoworks usingA\ class imbalance problem is one of the considerations for building

improved convolutional neural networks (CNNs), Transformer, at- and training a neural network. If the class imbalance problem re-

tention mechanisms, etc [2]. mains unsolved, the model could remain ungeneralized [3]. When
This study focuses on the last problem of class imbalance. Mostcollecting data from real world, the target sound would appear inter-

inactive frames (background sound) dominate an audio clip, somittently rather than often; thus, one of the factors that cause class

the problem arises when detecting a target sound frame by frameémbalance is the imbalance between the number of active and inac-

(Fig. 1). This phenomenon is not a problem presented only in tive frames [4] in dealing with the PSED tasks. Additionally, the
imbalance among the target sounds could appear since each event's

corresponding author. duration is entirely different, and the amount of recorded sound is

11
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Figure 3: Training scenario when CRE is used for objective func-
tion.

L (9nc) Tyne logh
NG itne ynei> (Yne ne ne
NC n;c =0 (2)

(1 ync) log(l  $nc)g;

) ) . ) wherel( ) denotes an indicator function. We setto 0.01; the
Figure 2: Bar graphs representing the duration of active soundsgames are excluded on each optimizing step, if those of con dence
(blue) and the number of active segments (yellow). Considering gre gither over the 0.99 or under 0.01. Generally, the mixup aug-
the total audio length, the proportion of inactive frames is large. mentation [5] is widely used for training the PSED network, and

Eq. (2) also can be used whether the mixup is applied. If the mixup
is used, con dences that are too close to the mixed labels are ex-
also diverse according to the datasets. cluded during the training. In Section 5.1, the experimental results
The total duration and number of segments for each target will demonstrate that a system that applied both CRE and mixup
sound composing the domestic environment sound event detectiorsurpasses the system without either of them.
(DESED) dataset are shown in Fig. 2. In both synthetic and real
data, inactive frames have large proportions and, all the events ex- 4. EXPERIMENTS
cept speech have very low proportions. ’
Imoto et al. proposed asymmetric focal loss (AFL) [4] to con- 4.1, Dataset
trol the entropies of active and inactive frames. The entropy be-

CRE =

tween a ground trutfin.. and a model outpuit, is described: To validate our proposed method, we used DESED dataldse

MC There were ten sound events that could occur in domestic environ-

AFL = ff]_ Pnc) %nc '09(9”‘3? ments. For the_ training set, there were 10,_000 synthetic clips vv_ith

nic =0 =1 strong annotations, 3,470 recorded clips with strong labels coming

Active term (1) from the Audioset [7], 1,578 recorded clips with weak labels, and
+ (I%C) @ y,]c7) log(1 9"cfg 14,412 unlabeled-'recorded clips. For the evaluatiqn set, there were

s 1,168 recorded clips. Each clip had a 10 s duration and was pro-

Inactive term vided either 16 kHz or 44.1 kHz and single or dual channel. All

where and denote the parameters to control the entropies of clips were down-mixed to 16 kHz and extracted to log-mel spectro-

active and inactive frames in each, addandC denote the number . . . e
of frames and target sounds, respectively. lnd are set to 0 grams. For the detalils, W|_ndow size and shift size were used 2048
: ' ' and 255 samples, respectively, and 128 mel- Iter banks.

the entropy is same as the binary cross entropy, and the higher the
values, the less focal. Imotet al. set and to 0.0625 and 1,
respectively, which means that the objective function focuses more4.2. CNN networks

on the active frames. . . . -
The CNN architecture for the experiments is shown in Fig. 5. The

group size of convolutional layer was 4, and output channel sizes
3. CONFIDENCE REGULARIZED ENTROPY were 32, 64, 128, 256, 256, 25§ and 128, respecti\{ely. To reduce a
temporal size of feature map without temporal pooling, we stacked
Suppose that there are lot proportion of speech-activated and in-frames in 4 Ifiyer_s. Also, we designed the axis-wise atte_ntion mod-
active frames among the datum. If then, the inactive points are .UIG (AWAM) |nsp|rgd by parallel temporgl-spectral ateention [8] to
converged earlier than the otheri target sé)unds (e.g., cat, vacuu ymprove the baseline model [9]. AWAM is a module that_calculates
cleaner, etc. in Fig. 2). Even if the training epoc.h .i,s précessedn?he S|gm0|q-based score for each axis and adds to the input fgature
enough, the.inactive.poi.nts are still converging more closely to one map, and it was adopted after the 2nd, 4th, and 6th convolutional
! blocks. The detail of AWAM architecture is shown in Figs. 4. The

or zero, whereas the network_ is less optimized for the other ta_rgetRNN network was same to the baseline CRNN introduced in [9].
sounds. To concentrate on training the network for the false positive

and false negative data, we propose the con dence regularized en-  1gyong |abeled real recordings were newly released in DCASE 2022
tropy (CRE) that can regularize con dences so that they could not challenge task 4. https://github.com/DCASE-REPO/DESED_
converge beyond the threshold. task/tree/master/recipes/dcase2022_task4_baseline

12



Detection and Classi cation of Acoustic Scenes and Events 2022 3-4 November 2022, Nancy, France

Figure 4: Axis wise attention modul& ¢ denotes the output of tHeth convolutional block in Fig. 5. The architecturefof( ) andfr ()
are same tdc (), but are performed on frequency and time axis, respectively.

5. RESULTS AND DISCUSSION

5.1. Effect of con dence regularization

The experimental results according to the objective functions are
compared in Table 1. If the other conditions are same except ob-
jective function, the systems built with CRE showed great perfor-
mances under the event-f1 and PSDS1 metrics (SRBCE >
AFL). Whereas, the systems built with AFL showed better perfor-
mances under the PSDS2 metric (AFIBCE> CRE), and the sys-
tem with BCE showed medium performances for all metrics. Also,
the proposed con dence regularization method was applicable with
the mixup augmentation. The results demonstrate that if the detec-
tion performances of a mixup-applied system with BCE improved
more than the system without the mixup, the mixup-applied system
with CRE also improved. Although sounds and labels are mixed up,
Eq. (2) keeps an output not too much tting to the mixed label.

Con dence of detected sound event versus number of frames
graphs are shown in Fig. 7. In the aspect of detection as the inac-
tive frame, many frames with detection results close to 0 when BCE
was used for the objective function. Most of the detection results of
the CRE-based system were also close to 0 but more spread from 0
to 0.02 than the system with BCE. In other words, CRE made the
model less over tted to inactive frames, which shows the class im-
balance problem was relieved. Whereas, the detection con dences
of the AFL-based system were evenly distributed rather than biased
towards zero.

In the aspect of detection as the active frame, all systems show
) _similar results to each other but have a little difference. The peak
We adopted the mean teacher [9, 10], one of the semi-supervisechf the CRE-based system's curve was left-biased due to the thresh-
learning strategie_s_ to train thg detection m_odel using the unla- o|d: however, the peak of the AFL-based system's curve was right-
beled data. A minibatch consists of synthetic, strong, weak, andpiased since the focal weight was set to train well for the active
unlabeled-recorded clips with batch sizes of 8, 8, 4, and 40 each. Allframes. It demonstrates that the CRE-based network is trained well
networks were optimized with the AdamW [11] optimizer and the p to the regularization threshold and is prevented from over tting
cosine-annealing learning rate scheduler for 50 epochs after warm-yhen the con dences come over the threshold. On the other hand,
ing up the rst 50 epochs from 0 to 0.001. Also, we set the weight according to the focal weights, the AFL-based network is trained

decay and dropout to 0.001 and 0.5, respectively. We used eventyel| focused for the active frames but less focused for the inactive
based f1 score [12] and polyphonic sound detection score (PSDS)rames.

[13] for the evaluation metriés

Figure 5: Block diagram of CNN architecture.

4.3. Experimental setup

5.2. Discussion: system characteristics and PSDS

2The speci ¢ parameters settings for all metrics were same to the recentAs shown in the experimental result, the system’s scores are differ-

DCASE challenge. ent according to the evaluation metrics. For instance, the system
https://dcase.community/challenge2022/ trained with CRE outperformed the system with AFL on PSDS1
task-sound-event-detection-in-domestic-environments but vice versa on PSDS2. Then which system should we choose or
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Figure 6: Two detection examples of CRE- and AFL-based systems. (From up to bottom: log-mel spectrogram, ground truth, CRE-based
system, AFL-based system)

Table 1: Comparison of the detection performances among the
different objective functions.

Network Loss Event-F1 PSDS1 PSDS2

BCE 43.27 33.78 59.91

CRNN
Wi mixup AFL 40.63 31.99 65.05
CRE 4550 33.98 57.30
CRNN BCE 44.93 34.79 58.60
w/ mixup AFL 41.90 32.79 60.92
CRE 46.40 35.08 57.82
CRNN+AWAM BCE 49.17 37.51 66.34
Wi mixu AFL 45.16 34.03 66.88 .
p Figure 7: A graph of the number of frames over con dences of

CRE 51.11 38.12 64.33 . . .
detected target sounds. Since there are a large number of inactive

frames in the dataset, the graph of con dence near zero was log-
scaled. (Top: con dence 0.9, bottom: con dence 0.1)

which is better? As discussed in [1], PSDS1 is an effective met-

ric for whether the system could detect the sound's timestamp cor-

rectly; whereas it has a severe problem related to the labeler's subgetection resolution.

jectivity. PSDS2 has strength in relieving the labeler's subjectivity;

however it is hard to detect event localization precisely, and highly

depends on the long-duration sounds. 6. CONCLUSION

For further description, we analyze the different detection pat- |, this paper, we introduced the con dence regularized BCE that
temns of the systems as shown in Fig. 6. Just as people label subjecg, iy ayoid over tting inactive frames. Compared to AFL, CRE
tively according to their background, systems have different char- e formeq better under the event-based f1 score and PSDS1. Fur-
acteristics under the objective functions. The CRE-based systempormore, we suggested choosing the proper objective function ac-
tends to detect onsets and offsets precisely, whereas the AFL-base ording to the user's requirements. Of course, the system having
system tends to detect sound longer than the ground truth. In other, performance in both PSDS1 and PSDS2 is the best, but in a
words, the AFL-based system is proper to detect whether a Soun(gituation where you have to choose between the two, we can design

appears in a clip rather than timestamps. The more general analysi ,,,e gyitable system by controlling the objective function.
is shown in the top graph of Fig. 7. The blue line shows that the

con dences are more tted to zero for inactive frames than green
line. Instead, the green line is spread evenly without being biased

to one side. . . . .
From the standpoint of user experience, the CRE-based systemTh'S work was supported by Institute of Information & communi-

(system having high PSDS1 but low PSDS?2) is required for userScatlons Technology Planning & Evaluation (II'TP) grant funded by
or environments that need to detect the target sound's onset an he Korea government(MSIT) (No.2021-0-00456, Development of
offset precisely. Whereas, the AFL-based system (system having Itra-high Speech Quality Technology for Remote Multi-speaker
high PSDS2 but low PSDS1) is more suitable in the environments Conference System)

for whether the appearance of target sounds is more important than
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ABSTRACT

The arctic is warming at three times the rate of the global aver-
age, affecting the habitat and lifecycles of migratory species that
reproduce there, like birds and caribou. Ecoacoustic monitoring
can help ef ciently track changes in animal phenology and behav-
ior over large areas so that the impacts of climate change on these
species can be better understood and potentially mitigated. We
introduce here the Ecoacoustic Dataset from Arctic North Slope
Alaska (EDANSA-2019), a dataset collected by a network of 100
autonomous recording units covering an area of 9000 square miles
over the course of the 2019 summer season on the North Slope of
Alaska and neighboring regions. We labeled over 27 hours of this
dataset according to 28 tags with enough instances of 9 important
environmental classes to train baseline convolutional recognizers.
We are releasing this dataset and the corresponding baseline to the
community to accelerate the recognition of these sounds and facili-
tate automated analyses of large-scale ecoacoustic databases.

Index Terms— Ecoacoustics, audio dataset, labeled data, base-

line, biophony, anthrophony, geophony, convolutional network . . . . .
ine, biophony, anthrophony, geophony, convolutiona ' Figure 1: Audio recording device locations.

1. INTRODUCTION

the volume of data produced by acoustic studies makes manual data
The Arctic Coastal Plain is an ecosystem in northern Alaska and processing pr0h|b|t|ve|y expensive’ researchers have recenﬂy em-
Canada that hosts over 180 migratory bird species from nearly everyp|oyed convolutional neural networks (CNN) to label the contents
continent on the planet. The health of this ecosystem is inextricably of |arge ecoacoustic datasets [12, 13, 14]. To train a CNN in a super-
linked to other habitats across the globe [1] and is undergoing rapidyised fashion, researchers must label a small subset of data to train
change due to global warming [2, 3] and land-use change [4]. This the model, and that labeled data is what we have provided in this pa-
region has rich oil and gas resources; extraction and transportatiorper. We used an earlier version of this dataset (batch-1, described in
of these fossil fuels increase the usage of machinery and vehiclessypsection 2.3) in our research to understand the advantages of self-
As a result, anthrophony from industrial activity or aircraft over-  sypervised learning and data valuation for audio classi cation [15].
ights may change the acoustic environment in the area. Aircraft we are providing the best performing model from that work as the

over ights associated with this activity have been a community con- paseline in this paper, which utilizes data augmentation [16, 17, 18]
cern in the region. One village on the Coastal Plain, Nuigsut, ex- and global temporal pooling [19].

periences air traf ¢ equivalent to a city 95 times its size [5]. Past
acoustic monitoring studies in Alaska have been smaller in geo-
graphic scope and utilized coarse acoustic indices or manual label-
ing [6, 7]. While some of this research has addressed anthrophony2
[7], our dataset is the rst to account for both developed and unde- ™
veloped regions across the Arctic Coastal Plain. Such recordingsSamples were taken at latitudes between &4d 70 N, and lon-
are valuable for understanding the natural state of the Arctic acous-gitudes between 13%0 150 W, covering predominately the Arc-
tic environment, how development changes that state, and how thatic Coastal Plain but also spanning tundra, shrub, and boreal forest
change affects wildlife. ecosystems on the north and south of the Brooks Mountain Range
Passive acoustic monitoring is an effective tool to monitor this in northern Alaska. A map of the recording sites is shown in Fig-
system—and many others—because acoustic data can tell us aboutre 1. We used 40 recording devices to cover the Prudhoe Bay oil-
changes in wildlife populations, including phenology [8], biodiver- elds and the 1002 portions of the Arctic National Wildlife Refuge
sity [9], community structure [10], and distribution [11]. Because (ANWR) in a grid separating locations by 20 km with a random

2. CORPUS

1. Monitoring sites
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Label b-1 b-2 b-3 b-4 Total
Biophony 4107 500 776 886 6269
Bird 3821 493 78 52 4444
Songbird 2210 238 5 6 2459
Waterfowl 573 126 2 3 704
Upland Bird 386 44 2 2 434
Insect 372 36 734 846 1988
Anthrophony 328 217 1367 1165 3077
Aircraft 100 93 731 769 1693
Silence 1146 325 32 19 1522
Total 5566 1045 2133 2038 10782

Figure 2: Audio recording times for monitors in each region. The

top row displays the number of daylight hours for each correspond-
ing month shown below it on the second row. The colored cells
show the months where recordings were made for each region.

Table 1: Number of samples per label in each of the four batches,
batch-1 (b-1) through batch-4 (b-4). The last row shows the total
number of samples in each batch.

) . . the bird category were not uncommon, but ne labels under other
offset. We also had 20 recording devices at sites along the length of

s - ) categories were relatively rare or absent.

the Dempster and Dalton Highways (10 devices each) in the Yukon
Territories and Alaska, respectively, and an additional 10 recording
devices placed at existing wildlife monitoring sites throughout Iv-
vavik National Park in the Yukon. Devices are deployed over 3-5 Qur dataset is composed of four batches differentiated by the sam-
days in each region, starting from the 16th and 23rd of March, 2nd, pling and labeling methods used, which are described below. We
3rd, and 4th of May, respectively, in Dalton, Dempster, Ivvavik, initially labeled data with broad coverage of time and space in our
Prudhoe, and Anwr. Recordings are saved locally on the device anddataset so as to capture as many sound classes as possible without
collected manually. The acoustic recording units (ARUs) were SM4 pias. We pulled our initial batch, batch-1, of random samples from
wildlife recorders from Wildlife Acoustics, sampling at a rate of 48 each site within the Arctic National Wildlife Refuge and the adja-
kHz with gains set to 16 dB. ARUs recorded 150 minutes of audio cent Oil elds (sites 11-50). We selected a random 150-minute con-
at a time, with rotating breaks of 120 to 150 minutes in order to tiguous recording within each site, visually examined each record-
cycle through every hour of the day within a 4-day period. In total, ing's spectrogram in Audacity [20], and labeled all visually iden-
devices recorded 2,161 days of audio data throughout 2019, ti ed sounds present in that recording via listening. We excluded

Recording periods for each region are shown in Figure 2. sound recordings that were inaudible due to wind-related clipping.
Recordings from the Prudhoe Bay Oil elds, ANWR, and Ivvavik We describe the details of four examples in Subsection 2.4.
were able to capture wildlife activity on the Arctic Coastal Plain The same expert labeler labeled sound clips in all batches based
and in the foothills of the Brooks Range, which serve as the pri- on the taxonomy described in Subsection 2.2 In almost all cases,
mary breeding grounds for a majority of migratory species in the sounds could be identi ed at the coarsest scale (tagthrophony”
area. Sites along the Dempster and Dalton Highway captured theor “biophony”), and more speci ¢ labels were added as they could
arrival and departure of those migratory birds that use the major be identi ed. This generated 3083 separately labeled sounds that

2.3. Sampling and labeling

north-south yways that converge on the Coastal Plain. ranged in length from a few seconds to a few minutes. To gen-
erate equal-length samples, they were then split into 5566 non-
2.2. Taxonomy overlapping, 10-second clips. However, not all clips' lengths were

divisible by 10, generating clips less than 10 seconds. Clips less
Labels of our dataset are members of three taxonomic ranks: coarsethan 2 seconds were discarded, and clips between 2 and 10 seconds
medium, and ne. The coarse rank is the highest rank of the were zero-padded to the full 10 seconds.
taxonomic tree and contains the four most general lab&s- We divided the whole set of samples into training, validation,
throphony”, “biophony”, “geophony”, and“silence”. A higher and test sets so that all samples from a given site were con ned to
rank contains more general labels compared to the lower ranks. Theone of these three sets rather than split between them. To determine

medium rank contains more speci c labels for each of the coarse which site went to which set, we used a multiple knapsack problem

rank labels and include®ird” , “insect”, and“aircraft” . The ne detailed in [15]. This split ensured that we were measuring gener-
rank consists of the most speci c labels, each belonging to one of alization across sites, and thus to future recordings.

the medium rank categories and includesngbird”, “waterfowl!” In order to increase the number of examples in the rare class
(which in our dataset includes ducks, geese, and swans)ugnd “anthrophony”, we labeled more samples that we expected to be
land bird” (including grouse and ptarmigan). Labels used in our relevant from sites where this class was more common using pre-
baseline system are shown on the leftmost column of Table 1. dictions of a model trained on the training set of batch-1. At those

For example, a sample that contains a birdsong event is anno-sites, we pulled 500 10-second clips not tied to model con dence
tated with the'biophony”, “bird” , and“songbird” tags represent-  and 500 clips where model con dence for anthrophony was 0.75 or
ing labels from the coarse, medium, and ne ranks, respectively. higher. We split the season into 12 weekly periods starting on May
Annotating a sample with a child label will automatically annotate 7 and pulled 80 samples from each weekly period, 40 of which
it with the parent label, however, it is possible for a sample to be an- were not tied to model con dence and were just the rst 40 sam-
notated only with a parent label. Our annotators could assign nearlyples from that week, and the other 40 of which were tied to model
all samples a designation from the coarse labels. Fine labels undecon dence and tended to be distributed more throughout the week.
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Figure 3: The depictions in this gure highlight the visual charac-
teristics of spectrograms from four examples produced in Audacity.
From left to right, these represent a truck driving on a road, a bird
singing, and a loon singing near an acoustic recording unit (in sites
26, 50, and 11, respectively).

Figure 4: Number of clips out of 10,000 randomly sampled that
have at most a particular clipping percentage (percentage of samples

For each week, we randomly chose one of the training sites (30'at maximum or minimum value).

29, 25, 24, 22, 21, 19, 16, 13, 49, 48, 44, 41, 40, 38, 37, 33) to
pull samples from. The proportion of all 1000 samples taken from
each training site depended on the proportion of anthrophony that
was identi ed at that site in batch-1. So if 30% of all anthrophony
in batch-1 had come from one site, 30% of our samples for batch-When labeling batch-1, we viewed the 150-minute contiguous
2 were also pulled from that site. This meant that, in some cases,recordings as spectrograms in Audacity so we could locate sounds
we had to use multiple sites to Il our quota of samples for a given visually. The spectrogram was shown up to 24 kHz so that all pos-
week. This process created a second batch of clips, batch-2. All ofsible sounds were visible. While the harmonics of birdsong could
the clips from this 1000-sample set were labeled by trained under-extend to 10-12 kHz, a majority of the visible signal on the spec-
graduate students, and then their labels were reviewed and correctettogram was at 9 kHz or below. The presence of anthrophony was
by an expert labeler before being nalized. generally indicated by lower frequency, uniform partials that tend to
To ensure the accuracy of our original samples, plus the addi- have a consistent pitch and long duration. The presence of biophony
tional anthrophony samples, we built a user interface (Ul) in Python presents as harmonic signals with clear partials that have a wide
that allowed users to quickly listen to a sample, view its spectro- frequency range and short duration, though they are often part of a
gram, and label it. The expert labeler checked or unchecked boxedarger temporal pattern, or song. Rain was the most common form
next to each possible label to validate the original labels associatedof geophony and was clearly indicated by extremely brief, nonhar-
with a sample. All 6616 10-second clips that we had previously monic signals on the spectrogram that look similar to “clicks', i.e.,
labeled were reviewed using this process. Note that all numbersthey have a vertical, broadband form that does not follow an inten-

2.4. Labeling examples

provided in Table 1 are after this relabeling. tional temporal pattern.
The Ul made it considerably more ef cient to review clips, al- Figure 3 displays depictions that highlight the visual character-
lowing us to label additional samples from tkercraft” sound istics of spectrograms from three examples produced in Audacity.

class by selecting high-con dence predictions from the baseline From left to right, the rst depiction, labelenthrophony”, repre-
model trained on batches 1 and 2. This created our third batch,sents a truck driving on a road, near an acoustic recording unit (site
batch-3. Note that batch-3 is only used for training, so we are less26) in the oil elds. The lines highlight the visible, at partials at
concerned that this selection process might bias the labels. Usinghe lower frequencies that are characteristic of anthrophony sounds.
this process, we were able to label an additional 2133 clips. The second depiction represents a bird singing near an acoustic
Performance was still below what we had hoped for the sound recording unit (site 50) in the Arctic National Wildlife Refuge and
classeginsect”, “anthrophony” and*aircraft” , so we decided to s labeled“songbird”. The patterns highlight the signals created
collect a nal batch of data, batch-4. In this batch, we labeled sam- by the birdsong, which show a complex pattern of partials that ex-
ples for the validation and test sets. Since selecting samples to labetends from low to high frequencies; this complex song is repeated
using a single model's con dence scores could lead to choosing multiple times to produce a “singing bout'. The third depiction rep-
only the type of samples that are successfully recognized by thisresents a loon singing near an acoustic recording unit (site 11) in the
model, we used an ensemble of 7 different iterations of our soundoil elds and is labeledwaterfowl” . The patterns highlight partials
labeling model, including architectural and training variants, devel- of the loon call, which show a de nitive temporal pattern.
oped with earlier versions of the dataset. We normalized the con -
dence scores of each model across time to be between 0 and 1. The Clipping
assigned the maximum con dence across models to each label on
each clip. Again, we pulled clips where this combined con dence Clipping is distortion caused by loud sounds. Recorders have a high
was high, though this differed for each sound class as follows: 0.7 and low limit for the amplitude of the sounds they can process; if
for anthrophony, 0.25 for aircraft, and 0.99 for the insect. The ex- these thresholds are passed, the data gets corrupted. We count the
pertlabeler used the Ul to review these clips and was able to identify proportion of sample values in a 10-second interval that are at the
an additional 1,874 instances of labels so that the nal set of label- maximum or minimum observed levels in a given recording.
clip associations was over 10,000. Table 1 displays the number of  An acceptable clipping percentage depends on the speci ¢ ap-
samples per label in each of the four batches of our dataset. plication. To pick a threshold of acceptable clipping level, we lis-
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tened to random 10-second clips and observed that a clipping pro- Label Validation ~ Test
portion less than 0.1% is almost unnoticeable to a listener. We there- Biooh
. - - phony 0.95 0.96
fore removed samples with more than 0.1% clipping before labeling Bird 0.96 0.98
in batch-2, batch-3, and batch-4 of our dataset. Figure 4 shows for Songbird 0.90 0.96
10,000 randomly selected clips, how many had clipping less than Waterfowl 0.87 0.90
a given percentage. In a similar fashion, for batch-1, the expert la- Upland bird 0.87 0.93
beler checked the recordings' spectrogram and only labeled those Insect 0.90 0.83
- - S . Anthrophony 0.88 0.88
without any visible clipping artifacts. 80% of these samples from Aircraft 0.96 0.88
batch-1 have a clipping percentage lower than the 0.1% threshold. Silence 0.96 0.93
Average 0.92 0.92

3. BASELINE

Table 2: AUC per label of the baseline on validation and test sets.
Our initial labeling included examples of 28 unique categories in all
levels of the hierarchy, out of 41 we thought we might encounter. Of
these, only 9 had more than 100 examples in batch-1 and were usedmall amounts of training data [24]. Another dataset with 385 min-
to train our baseline modelbiophony”, “bird” , “songbird”, “wa- utes of dawn chorus recordings was collected from Eastern North
terfow!”, “upland bird”, “insect”, “athrophony”, and“silence”. America, including 48 species and 16,052 annotations [25]. Some

As a baseline systelywe provide the best system described in  of the other datasets with bird calls are BirdVox [26], Nips4Bplus

[15]. Our baseline system employs the Ecoacoustic Dataset from[27], Free eld1010 [28], Warblrb10k and PolandNFC [29].
Arctic North Slope Alaska (EDANSA-2018)and uses convolu- Larger general-purpose datasets have been extracted from
tional neural networks (CNNs) together with global temporal pool- YouTube such as Audio Set [30] and VGGSOUND [31] and in-
ing and data augmentation. We share our code with MIT and our clude bioacoustic classes as a small part of their corpus. There
dataset under Creative Commons 4.0 licenses, which are highly perare also continuously recorded open-source sound datasets without
missive. We decided to use CNNs with hyperparameters inheritedbioacoustic labels, such as SONYC-UST-V2, which is the output
from AlexNet [21] due to their common success in sound event de- of an urban noise monitoring project and it is a multi-labeled [32].
tection experiments [22]. Each sample is a 10-second clip, pre-This dataset is 51 hours long in total and labeled with 8 main tags
processed and turned into a mel-spectrogram with a hop size ofthat are common in city environments, such as engine, music, and
23 ms, a window size of 42 ms, and 128 mel-frequency bins. We the human voice.
use a stack of 4 convolutional layers where all kernel$aré, fol-
lowed by two fully connected layers. We train our model for 1600

epochs and keep the one with the highest mean AUC score over all 5. CONCLUDING REMARKS
labels on the validation set. Table 2 shows the AUC per label of the _ . . .
baseline model on the validation and test sets. This paper presented the Ecoacoustic Dataset from Arctic North

Slope Alaska (EDANSA-2019), collected by autonomous recording
units during the summer of 2019, and its corresponding baseline.
4. PREVIOUS WORK We provided detail on the recordings and the sampling and label-

ing methods used to generate the four batches of our dataset. This
There are a number of open-source datasets, similar to ours, sharedork should help facilitate the analysis of large-scale ecoacoustic
along with their research ndings. The CityNet dataset, which is recordings made in arctic conditions, and it would be interesting to
collected from London, has diverse anthropogenic classes but theexamine the extent to which models trained on this data can gener-
biophony classes are limited to only general labels‘iked” , “in- alize to data collected in other environments and ecosystems.
sect”, “vegetation”, and“wing beats” [23]. Another soundscape
dataset consists of 5 hours of recordings collected from Sonoma
County, California, USA and samples are labeled wihthro-
pophony’”, “biophony”, “geophony”, “quiet” , and“interference”
[14]. The main difference between these datasets and ours is tha
ours is recorded in remote locations and over a much larger area
Our dataset consists of 29 hours of labeled data, compared to 1
hours in CityNet and 5 hours from Sonoma County.

There are large datasets focusing on bird calls, which are chal-
lenging to model and of high scienti ¢ interest. BIRDCLEF is a
family of such datasets focusing on short targeted recordings as
opposed to long-term continuous recordings. It consists of sound 7. REFERENCES
recordings collected by the Xeno-canto community and new ver-
sions with different purposes have been released every year since[1] B. K. Sullender. (2019, Apr) Migratory birds in the heart of the
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ABSTRACT anomaly. The fth model estimates the conditional density of spec-
trogram target frames conditioned on remaining frames using an
This paper presents our submission to DCASE 2022 Challenge TaskRNN based model and a GMM loss. The sixth model is a GAN
2, which aims to detect anomalous machine status via soundingbased model.
by using machine learning methods, where the training dataset it- e next present the results of the baseline systems in Section 2,
self does not contain any examples of anomalies. We build six and then describe each of our subsystems in detail in Section 3.
subsystems, including three self-supervised classi cation methods,For each subsystem, we will describe how it is trained and present
two probabilistic methods and one generative adversarial networkits results on the development dataset. After that, we present our

(GAN) based method. Our nal submissions are four ensemble sys-ensemble systems and their detection results in Section 4. Finally,
tems, which are different combinations of the six subsystems. Theconclusions are drawn in Section 5.

best of cial score of the ensemble systems can achieve 86.81% on
the development dataset, whereas the corresponding Autoencoder-
based baseline and the MobileNetV2-based baseline are with scores

. 0 . o
of 52.61% and 56.01%, respectively. In addition, our methods rank In order to give a clear picture of the Challenge Task 2, we include

?g?h?gézglﬁeer:’gefpmem dataset and fourth on the evaluation dataset e baseline scores on Table 1 and Table 2. To present the results

succinctly, the results in all tables in this paper present only the
Index Terms— DCASE, anomaly detection, domain general- harmonic mean of the source AUC, target AUC and pAUC for each
ization, machine condition monitoring, machine health monitoring machine type on the development dataset. Here the harmonic mean
is denoted as h-mean. The data used in this challenge is 16 kHz,
single-channel audio. For more details, please see [5, 6, 7].

2. BASELINE RESULTS

1. INTRODUCTION

The DCASE 2022 Challenge Task 2 is concerned with detecting Table 1: baseline-AE results

anomalous state of the target machine using the sounding data. Un-bearing fan gearbox slider ToyCar ToyTrain valve h-mean
like the acoustic scene classi cation, the available training data in

this task contains samples of only one class — the normal-state
class, but the aim is to detect whether a test sample is in another

class, refer to as anomaly class, which may include various anoma-

lous situations. A further complication added to this challenge is

that the distributions of the training data and of the test data are dif- Table 2: baseline-MobileNetV2 results

ferent. This is called as domain shift. In the literature, there are bearing fan gearbox slider ToyCar ToyTrain valve h-mean

some works investigating how to solve the domain shift problem by 59.16% 57.21% 59.91% 50.26% 54.23% 51.18% 62.42% 56.01%
using machine learning methods and reducing the performance gap
between the training and test data [1]. Although these techniques

achieved impressive performance on image classi cation, they did

not generally gain the expected and comparable results in the ma- 3. APPROACHES

chine status detection via sounding up to now.

In this paper, we present six subsystems, the rst three are self-The general idea of the rst three approaches isto rsttrain a neural
supervised classi ers trained by using the supervision information network to extract the embeddings of the samples by classifying la-
provided by the metadata, similar to the approach taken by severabels extracted from the metadata, and then use the outlier detection
teams at DCASE 2021 [2, 3] and DCASE 2020 [4]. The fourth and algorithm to score how abnormal the embeddings are. The input to
fth models are probabilistic models. For the fourth model, inspired the rsttwo models is a spectrogram with or without a Mel transfor-
by the probabilistic model in [2], we employ normalizing ows to  mation, the difference between the rst two models is that the rst
estimate the conditional density of the feature vectors for each sec-model uses a single index loss detection, while the second model
tion where the Mel spectrograms are used as the input of the poolinguses a multiple indices loss detection. For the third model, the in-
layers. Those output above the de ned threshold will be marked as puts are the embeddings extracted by the pre-trained wav2vec [8],

54.80% 58.47% 63.07% 57.99% 51.06% 39.61% 50.59% 52.61%
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3.1.1. Features & Training

The input feature of the embedding network used in the SC and
MHCR is STFT spectrogram with or without a Mel transformation.
For the SC-wav2vec, the input feature is the embedding extracted
from a pre-trained wav2vec [8], which is trained using a partial Au-
dioSet [9]. The logarithm is taken for the Mel spectrogram but not
taken for the STFT spectrogram. We select the optimal STFT frame
length, hop length, and number of frames based on the results on the
development dataset and decide whether to use the Mel transform
for each machine type. The speci ¢ feature parameters are shown
in Table 3.

For the SC, the embedding network is trained to predict the
section IDs using ArcFace [10] loss function. Since only the sec-
tion ID metadata is used, there is only one classi cation head in the
SC. For the MHCR, we additionally use other tags in the lenames
to design classi cation (factory noise, microphone position, etc.) or
regression (speed, weight, etc.) tasks. In order to achieve multi-
label classi cation or regression, multiple parallel classi cation or
regression heads are used. Different tasks are trained simultane-
ously. The hyperparameteris used to balance multiple losses, as
shown in (1). X

L= iLi (1)
|
where ; > OandL; is the loss of label. For the SC-wav2vec, we
Figure 1: Overview of the classi cation based method. rst train wav2vec [8] model using Fairseq [11] on the balanced

AudioSet [9], while the features extracted using the pre-trained

wav2vec [8] are input to the embedding network. The supervised

label for the SC-wav2vec is the section IDs, hence, only one classi-
which is trained with a partial Audioset [9]. The loss function for  ~ation head is used in the SC-wav2vec.
the rst three models is ArcFace [10]. The fourth and fth models Based on various experiments using the training dataset pro-
differ from the rst three in that they are not trained using any meta- ;iged in section 0-2, we observe that the architecture of the em-
data information, which makes them completely unsupervised. Theeqding network has a signi cant impact on the performance and
fourth model attempts to learn several distributions of some fea- yhe gptimal network architecture is different for different machine
ture vector bins conditioned on the remaining bins. The fth model types, so we select the best performing network from Mobile-
estimates the distribution of target frames for the spectrogram con-g5ceNet (MFN) [12], MFNSE, Ecapa-tdnn [13] and Cnn6 for each
ditioned on the remaining frames. The sixth model is a GAN based ,5chine type. The MFNSE is an improved network from the MFN,
model. After describing these six subsystems, we present four enne difference between the MENSE and MFN is that we add a
sembles of these subsystems, which are our nal submission. squeeze-excitation [14] block to the bone block of the MFN. The

Cnn6 is a 6-layer convolutional network used in [15].

For the training of embedding network, we adopt the AdamwW

3.1. Classi cation Based Methods optimizer with the default learning rate &f 10 *, weight decay

1 10 *, and 25 epochs for training, where all the training data is
In this subsection, we describe the rst three subsystems, which wedrawn from the development and evaluation datasets. When training

call SC GectionClassi cation), MHCR M ulti-headClassi cation the wav2vec [8] model on the balanced AudioSet [9], we use the
& Regression) and SC-wav2vec. All of the three subsystems follow initial learning rate oft 10 7 and linearly increase the learning
the overview shown in Figure 1. rate to5 10 * in the rst 500 updates, then decayto 10 ©

The overview shown in Figure 1 is divided into three processes. along the cosine curve.
First, we use the training samples to train the embedding network,
a_nd then use th_e_trained embedding network to extract the emt_)ed- 3.1.2. Anomaly Detection Algorithms
dings of the training samples. Later on, we use these embeddings
to train the outlier detector. Finally, the trained embedding net- Because the training samples only contain the normal ones, outlier
work is used to extract the embeddings of the test samples, and theletection algorithms are used to detect anomalous samples. Once
trained outlier detector is used to score the abnormality of these em-the training is completed, the embedding network is used to ex-
beddings. In Figure 1, the embedding is extracted from the outputtract the embeddings of the input samples, which are used to t the
of the last or penultimate layer of the embedding network. Since outlier detectors. For the outlier detection, we employ four well
the ArcFace [10] loss function increases the inter-class distance andknown algorithms, k-NN [16], LOF [17], cosine distance and Ma-
decreases the intra-class distance so that the network learns a bettéalanobis distance. For the cosine distance and Mahalanobis dis-
representation of the data, an ArcFace [10] layer is usually chosentance, we compute the average embedding using the embeddings
for the classi cation head. The regression header is a fully con- of the training samples, and additionally compute the covariance
nected layer. matrix for the Mahalanobis distance. In the test phase, the average
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embedding and covariance matrix are used to compute the cosine

and Mahalanobis distances of the test embedding, and use them te - Table 5: The results _Of SC-wavavec -
present the anomaly scores. bearing fan gearbox slider ToyCar ToyTrain valve

Scoring maha maha k-NN k-NN LOF k-NN  cosine
h-mean 58.54% 57.16% 58.01% 66.77% 71.90% 65.03% 68.89%

3.1.3. Results
Table 3 shows the results of the SC, Table 4 shows the results of )
the MHCR, while Table 5 shows the results of the SC-wav2vec. Table 6: The architecture of IGNN
layername parameters
Fully Connected nMels, 128
Table 3: The results of SC 3y GRU E128’ 128) )
bearing fan gearbox slider ToyCar ToyTrain valve Fully Connected (128, 32)
feature STFT STFT STFT STFT logmel STFT STFT Fullg C%nSSCted (1(5,82 11223))
nMels y - - ) 64 P b Fully Connected ((nF-1)128 2 nC nMels)
nffts 2048 2048 2048 2048 2048 2048 2048 y !
nFrames 192 192 192 192 192 192 192

network MFN MFNSE MFN MFNSE Ecapa-tdnn Cnn6 MFNSE
h-mean 82.20% 80.64% 83.20% 88.27% 77.50% 75.92% 96.84%

To achieve a better performance on more complex data, we em-
ploy DeepFilterNet (DFnet) [18], a more complex Unet-like net-
work proposed in speech enhancement. The computational com-
plexity of the original DeepFilterNet [18] is high, so we use two

Table 4: The results of MHCR fully connected layers in place of the original two convolutional
bearing fan gearbox slider ToyCar ToyTrain valve h-mean layers, which greatly reduces the amount of computation. Addi-
tionally, we add a fully connected layer to match the number of Mel
bins.

IDNN [19] was demonstrated to achieve signi cant improve-
ment on non-stationary signals, which predicted the center frame of
the input Mel spectrogram. We also adopt this idea. Another mod-
i cation is that the Gaussian mixture model is adopted as the loss

In this subsection, we describe the fourth and fth subsystems, function. Letx, is thep-th frame to be predicted. By mapping in-

which we call WSP-NFCDEE and IMDNI (iterpolationMixture put featureX to the parameters of the GMM, we obtain the frame
DensityNetwork). predictions in probabilistic form (In the test system, the component

The WSP-NFCDEE is built on the NFCDEE proposed in [2]. weights are selected the same value):
The difference between the NFCDEE and the WSP-NFCDEE is e
that we gdd aNelghte.dSt.atlstlc Pooling (WSP) layer before the p(XpjX; D;E) = Pm (XpjX; D;E) ©)
normalizing ows, which improves the performance on most ma-
chine types, especially on the slider. Hence, we call this method
WSP-NFCDEE. LeX 2 R" T is a Mel spectrogram, wheid is whereC is the number of Gaussian components pds the den-
the number of Mel bins and is the number of frames. The WSP  sity of them-th Gaussian component. Since the aim is to nd the
computes the mean and standard deviatioX afong time axis to maximum probability density of the predicted frame, the LSE func-
obtain the mean vectar2 RM and the standard deviation vector tion is as follows.
z2 R™ . The output of the WSP is y+ z, where the and !

are two trainable parameters satisfying the constraints (2). Lise = IogXA exp x* log pm (XpjX; D;E ) (4)
= m piA Y,

i=1 m=1

72.07% 72.16% 84.01% 83.18% 71.10% 68.14% 95.28% 77.01%

3.2. Probabilistic Models

m=1

+ =1;; > 0 2)
whereM is the number of Mel bins. When the covariance matrix
For the IMDN, we adopt three network structures mainly based of GMM is taken as diagonal matrix, this loss function is proved to
on CNN and GRU, and a special density estimation loss function be equivalent to maximization of the log likelihood of network with
that combines the IDNN structure and Gaussian mixture model. the given data.
We employ three networks named IGNN, LRCGNN, and a simpli-
ed DeepFilterNet [18]. Suf cient experiments had shown that net-
works based on RNN structure perform well on time series inputs.
Hence, we select the 3D input with this form, (batch size, nFrames, The input feature of the WSP-NFCDEE and the IMDN is STFT
nMels), which will be later propagated forward in the time dimen- spectrogram with Mel transformation and the logarithm is taken for
sion by the GRU, while CNN is mainly in the frequency dimen- the Mel spectrogram. For different machine types we tune the val-
sion. We rst select two lightweight network architectures, IGNN ues of nMels, nffts, nFrames.
and LRCGNN. These two networks are with relatively low com-
putation complexity, but achieve signi cant improvements over the 3.2.2. Results
Autoencoder-based baseline. The architecture of IGNN is shown in
Table 6. The LRCGNN additionally add a Convld layer after the Table 7 shows the results of the WSP-NFCDEE, while Table 8
rst fully connected layer of IGNN. shows the results of the IMDN.

3.2.1. Features & Training
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Table 7: The results of WSP-NFCDEE
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Table 9: The results of AEGAN-AD

bearing fan  gearbox slider ~ ToyCar ToyTrain valve bearing fan gearbox slider ToyCar ToyTrain valve h-mean
“r:\"ﬁfs's 2102488 210388 2838 Z%ig 2652 8 536148 %24 75.78% 65.83% 71.50% 75.02% 79.16% 58.71% 52.52% 67.04%
nFrames 100 60 100 100 100 100 30
network LRCGNN LRCGNN DFnet LRCGNN LRCGNN DFnet IGNN
h-mean 68.12% 68.54% 79.96% 78.52% 65.23% 60.29% 68.27% o
whereP; andPy denote the real distribution and the reconstructed
distribution respectively.Px is the linear combination oP, and
Table 8: The results of IMDN Pg. f (x) is the output of the last convolution layerIh. This em-
bearing _ fan 'gearbox slider  ToyCar ToyTrain valve bedding is also extracted during test time and it is compared with
| average embedding using k-NN [16], LOF [17], cosine and Maha-
”r:\;'fgs 2102488 21024% 2818 2%‘28 26&8 536148 %24 lanobis distances. We simply choose the best performing metric
nFrames 100 60 100 100 100 100 30 from both G-based and D-based metrics.
network LRCGNN LRCGNN DFnet LRCGNN LRCGNN DFnet IGNN i i
h-mean 60.92% 62.24% 67.73% 73.17% 68.29% 65.07% 86.19% Allinputfor the model is128 128Mel spectrogram computed

3.3. AEGAN-AD

In this subsection, we describe the sixth subsystem, which we call
AEGAN-AD.

We design an autoencoder which reconstructs Mel spectro-
grams and complement it with a discriminator, resulting in a GAN
[20] model. Inspired by [21], we adopt a DCGAN [22]-like autoen-

with 2048-point FFT and 512 hop-length. Logarithm is taken rst
and a MinMaxScaler then scales spectrograms to [-1, 1]. We use
an Adam optimizer with a learning rate 8f 10 *. The batch

size is setto 512. The model is trained on both development set and
evaluation set. The performance is shown in Table 9.

4. SUBMISSION RESULTS

In this subsection, we present the results of ensembles. For the

coder, with the discriminator being our encoder and the generatorensembles, we combine the six subsystems by rst standardizing

being our decoder. As deconvolution suffers from checker-board ef-
fect, yet this effect is somehow resulting from the periodicity of the

spectrogram, which makes reconstruction better than an “upsample-

conv” structure. BNs are substituted by LNs in order to promote the

the training data scores and then searching over a grid of convex
combinations, similar to [2].

The difference between submission-1 and submission-2 is that
for submission-1, we additionally train domain classi ers with

detection in the target domain. Since most samples in a batch arecnn6é for sections with obvious domain differences to predict

from the source domain, it is likely that the network is misled by the whether the test samples belong to the source domain or the target
biased statistics and only learns the distribution of source domain,domain. The test scores for both domains are normalized respec-
resulting in a poor performance for the target domain. LN, which tively. For the submission-3, we combine the top performing two or
normalizes each sample independently, can learn to transform specthree subsystems for each machine type. For the submission-4, we
trograms into domain-invariant features. As for ToyCar and gear- only combine the SC and WSP-NFCDEE for each machine type.
box, we pass the latent variable through an adaptive LN which doesTable 10 shows the results.

different af ne transformations for different sections. This observa-

tion indicates that it could help to transform reconstructed samples

to their respective styles as in [23] so that features of different sec- Table 10: The results of ensembles

tions can be better represented. The loss function is selected as method bearing fan gearbox slider ToyCar ToyTrain valve h-mean
the MSE. Anomaly detection is conducted not only in input space, submission-1 87.75% 84.98% 87.55% 89.35% 83.52% 78.81% 98.10% 86.81%
but also in the latent space, which is done by sending the recon- sugmiss!on—g g;-éggjo gjggg/@ g;-gig//o gg-gg;o gg-‘z‘gzﬁl ;%22;0 gg-ggg//o gg-i(l)gf
structed samples back to the encoder to obtain their latent repre-g, ricion 4 5276% 83.85% 54.08% 89.25% 76.81% 76.57% 97.02% 84.18%
sentations. L1 norm, L2 norm and cosine are utilized to measure
the difference of each spectrogram and the overall anomaly score is
the mean/min/max of these. We select the best performing metric
among these metrics.

For gearbox and slider, a discriminator is introduced to promote
the reconstruction, while the autoencoder becomes the generato
The discriminator has the similar architecture with the encoder. It
is trained to do a feature level discrimination on the reconstructed
samples as a complement for MSE loss. Loss function for the dis-
criminator is WGAN-GP [24] and loss function for the generator
is a combination of MSE and feature matching loss [25]. Both of
them are shown as (5) and (6), respectively.

5. CONCLUSION

We have outlined our submission to the DCASE 2022 Challenge
Task 2, which features a domain shift between the training and test
distributions.

In this challenge, we build six subsystems and four ensemble
systems in which four new unsupervised models, namely WSP-
NFCDEE, IGNN, LRCGNN, and AEGAN-AD are integrated. All
these four new models are employed with unsupervised training.
Our methods are expected to be promising because they clearly
match the data sampling characteristics of practical application sce-
narios for machine working condition detection in Industry 4.0.
Moreover, our best of cial score of ensembles can achieve 86.81%
on the development dataset, which is 30.80% higher than the best
baseline. Finally, our method ranks fourth on the evaluation dataset.

LD :Ek pg[D(k)]
Ex p,[(kr xD(x)k2

Ex . [D(X)]+
171 ®)

Lo = Ex p [kx  G(X)K5]+ KEx p, [f ()] Ex rylf (R)IK3
(6)
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ABSTRACT and environmental domain shifts caused by changes in the back-
ground noise or in the recording environment. One solution for
We present a machine sound dataset to benchmark domain generahandling domain shifts is to use domain adaptation techniques and
ization techniques for anomalous sound detection (ASD). Domain adapt the model to the new data. MIMII DUE [14] and ToyAD-
shifts are differences in data distributions that can degrade the detecMOS2 [15] were developed for benchmarking domain adaptation

tion performance, and handling them is a major issue for the appli- techniques, while an unsupervised scenario was also assumed.
cation of ASD systems. While currently available datasets for ASD

tasks assume that occurrences of domain shifts are known, in prac-  However, in some real-world cases, domain generalization

tice, they can be dif cult to detect. To handle such domain shifts, techniques [16-18] rather than domain adaptation techniques can
domain generalization techniques that perform well regardless ofpe preferred. For example, if the operational domain shifts occur
the domains should be investigated. In this paper, we present theog frequently, adaptation of the model can be dif cult. This is
rst ASD dataset for the domain generalization techniques, called pecause only a small amount of data can be used for adaptation
MIMII DG. The dataset consists of ve machine types and three do- anq frequent adaptation can be too costly. For another example, if
main shift scenarios for each machine type. The datasetis dedicateiomain shifts are dif cult to detect, such as the domain shifts in
to the domain generalization task with features such as multiple dif- the packground noise, adaptation of the model can also be dif cult.
ferent values for parameters that cause domain shifts and introducqp, these cases, domain generalization can be useful for handling
tion of domain shifts that can be dif cult to detect, such as shifts gomain shifts. Because these techniques aim at generalizing the
in the background noise. Experimental results using two baselinemodel to detect anomalies regardiess of the domains, adaptation of
systems indicate that the dataset reproduces domain shift scenarioghe model during the operation is not necessary. Therefore, domain
and is useful for benchmarking domain generalization techniques. generalization techniques for ASD task should be investigated for

Index Terms— Machine sound dataset, Anomalous sound de- handling domain shifts that are too frequent to adapt or too dif cult
tection, Unsupervised learning, Domain shift, Domain generaliza- to detect.
tion
To benchmark the domain generalization techniques for ASD
task, a new dataset dedicated to the domain generalization task
1. INTRODUCTION should be developed. This is because the data required for domain
generalization and domain adaptation can be different. For exam-
Anomalous sound detection systems (ASD) are automatic inspec-ple, generalization of the model may require a larger number of sets
tion systems that identify anomalous sounds emitted from machinesof data recorded under different conditions. Also, because domain
[1-8]. Because these systems use microphones to conduct inspeaeneralization techniques are likely to be used for domain shifts that
tions, contactless inspections of anomalies inside the machines caman be dif cult to detect, this type of shifts should be included in the

be realized, unlike the vibration monitoring systems [9-11]. dataset for domain generalization tasks.
For the widespread application of ASD systems, researchers
have mainly tackled two types of challenges. First, in real-world In this paper, we present a new dataset for benchmarking ASD

cases, only a few anomalous samples are available or providednethods using domain generalization techniques. The dataset con-
anomalous samples do not cover all possible types of anoma-sists of ve different machine types; fan, gearbox, bearing, slide
lies. Therefore, unsupervised anomaly detection methods are ofterrail, and valve. Each machine type includes three sections, each of
adopted so that the system can detect anomalies by training withwhich corresponds to a type of domain shift. Each section consists
only normal samples. MIMII [12] and ToyADMOS [13] are the rst  of the source domain data to be used for generalizing the model
datasets that contain machine sounds in real factory environmentsand the target domain data for evaluating the domain generaliza-
and are used for benchmarking the performance of unsupervisedion performance. The source domain has at least two different sets
ASD methods. of values that cause domain shifts to generalize the model. Also,

Second, the detection performance of the system degrades duedomain shifts that can only be handled with domain generalization
to changes in the distribution of normal sounds (i.e., domain shifts). techniques are included in the dataset. The dataset is freely available
Domain shifts for an ASD task can be classi ed into two categories; athttps://zenodo.org/record/6529888 and is a subset
operational domain shifts caused by changes in states of a machinef the dataset for Task 2 of the DCASE 2022 Challenge.
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2. RECORDING ENVIRONMENT AND SETUP

We prepared ve types of machines (fan, gearbox, bearing, slide
rail, and valve), three types of factory noise data (factory noise A,
B, and C), and three different domain shift scenarios for each ma-
chine type. The types of machines and domain shift scenarios were
chosen on the basis of our experiences building ASD systems for
real-world commercial solutions. Here, we identify each scenario
of domain shifts bysection IDs The details of the type of do-
main shift for each section and the values of the parameters that
shift between domains, the domain shift parameters, are described
in Table 1.

We then recorded sound data of each machine to reproduce (c) Bearing (d) Slider
the domain shift scenarios we assumed. We recorded both normal
and anomalous sounds for each domain, where to reproduce
anomalous sounds, we used deliberately damaged machines or
operated machines in an incorrect manner. For recording, we used
a TAMAGO-03 microphone manufactured I8ystem In Frontier
Inc. [19]. The recording was conducted either in a sound-proof
room (Fan and Valve) or in an anechoic chamber (Gearbox,
Bearing, Slide rail). Although the microphone has eight channels,
we only used the rst channel for the dataset. Recorded sound clips

are 16-bit audio with a sampling rate of 16 kHz and are 10 seconds  Figyre 1: Examples of spectrograms for each machine type.
long. Examples of spectrograms for each machine type are shown

in Fig_ure 1. A short description and recording procedures of each factory noise A, B, or C as the background noise to simulate real-
machine type are as follows. world environments. The factory noise A, B, and C were recorded

in different real factories and consisted of sounds of various ma-

Fan An industrial fan used to keep gas or air owing in a factory. chinery. The noise-mixed data of each section was generated by the
Operational conditions were kept the same between source an%llowing steps.

target domains, since Fan was dedicated to environmental domain o )
shifts. Anomaly types include wing damage, unbalanced, clogging, 1. The average power over all clips in the sect@mwas calcu-
and over voltage. lated.

2. For each clip from the section,

(a) Fan (b) Gearbox

(d) Valve

Gearbox A gearbox that links a direct current (DC) motor to a

slider-crank mechanism, transmitting the power generated by the (a) the signal-to-noise ratio (SNR)dB for the clip was
rotation of the motor at a constant speed to the slider-crank mech- set to the value shown in Table 1,

anis.m. The S!ider-Crank mechani§m then ConVert.S the .rotational (b) a background_noise C|ipwas random|y selected, and
motion into a linear motion and raises and lowers its weight. We its powerl was tuned so that = 10log,,(a=h),
changed the operation voltage and mass of the weight to cause and

domain shifts. Anomaly types include gear damage and over

(c) the noise-mixed data was generated by mixing the ma-
chine sound clig and the power-tuned background-
noise clipj .

voltage.

Bearing Two ball-type bearings are attached to a shaft with a spin-

dle motor, and the sound is emitted from the bearing as it SUppOftSHerel the background-noise clipvas randomly selected from pre-
the rotating shaft. We changed the rotation speed of the shaft andjetermined types of factory noise, depending on the domain shift
the location of the microphones to cause domain shifts. Anomaly scenario. For Fan section 01, Bearing section 02, and Slide rail sec-
types include eccentricity inthe beal‘ing for two different directions. tion 02Y factory noise A and B were used for source domain and fac-
tory noise C was used for target domain. For other sections, factory
Slide rail (slider) A linear slide system consisting of a moving noise A and B were used for both source and target domain. Also,
platform and a staging base that repeats a pre-programmed opergor Fan section 00, we additionally mixed sound data of pumps from
tion pattern. We changed the operation velocity and accelerationmM|MIl DUE.
to cause domain shifts. Anomaly types include cracks on the ralil, The complete dataset consists of normal and anomalous oper-
removal of grease, and a loose belt for a belt-type slide rail. ating sounds of ve different types of industrial machines, and each
machine type has three sections with source and target domain sam-
Valve A solenoid valve that repeatedly opens and closes in accor-ples. Table 2 lists the number of samples in each section. The train-
dance with a pre-programmed operating pattern and is connectedng data have 990 source domain samples and ten target domain
to a pump to control air or water ow. We changed the operating samples for each section. We prepared ten target domain samples
pattern and location of the panels surrounding the valve. Anomaly for training data so that the users can utilize a small number of target
types include contamination in the valve. samples for generalization if the generalization of the model was too
dif cult. The test data have 50 normal samples and 50 anomalous
After recording the machine sounds, we mixed the prerecorded samples for both domains.
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Table 1: Type of domain shift, values of domain shift parameter, and SNR for each section. Values of domain shift parameters represent
machines the sound of which are mixed in Fan section 00, levels of noise in Fan section 02, and locations of microphone in Bearing section

01.
Machine type / Type of Domain shift Parameter values for Parameter values for
; SNR [dB] . : : )
section ID [Domain shift parameter] source-domain target-domain
00 -6.0 Mixing of different machine sound W, X Y, Z
[machine sound index]
01 -12.0  Mixing of different factory noise A, B C
Fan R
[factory noise index]
02 N/A  Different levels of noise [noise L1 (3), L2 (-9) L3 (-3), L4 (-15)
level (SNR [dB])]
00 -6.0 Different operation voltage [V] 1.0,1.5,2.0,2.5, 3.0 0.6,0.8,1.3,1.8, 2.3, 2.3, 3.3,
35
01 -12.0 Different weight attached to the 0, 50, 100, 150, 200 30, 80, 130, 180, 230, 250
Gearbox
gearbox [g]
02 -12.0 Different gearbox ID [machine ID] 05, 08, 13 00, 02,11
00 12.0 Different rotation speed [krpm] 6, 10, 14, 18, 22 2,4,8,12, 16, 20, 24, 26
01 12.0 Different microphone location A B, C,D E,F G H
Bearing [location of the mic.]
02 12.0 Mixing of different factory noise A, B C
[factory noise index]
00 -6.0 Different operation velocity [mm/s] 300, 500, 700, 900, 1100 100, 200, 400, 600, 800,
1000, 1200, 1300
Slide rail 01 -3.0 Different acceleratiojm=s] 0.03, 0.05, 0.07, 0.09, 0.11 0.01, 0.02, 0.04, 0.06, 0.08,
0.10,0.12,0.14
02 -12.0 Mixing of different factory noise A, B C
[factory noise index]
00 0.0 Different open/close operation 00,01 02,03
patterns [pattern index]
01 0.0 Different number and location of open (no panels), bs-c b-c (back closed), s-c (side
Valve : .
panels [panel locations] (back-side closed) closed)
02 0.0 Different number of valves (v104), (v105), (v2 04), (v2 (v104,v204), (v104,v205),

[(valvel pattern index, valve2 05)
pattern index)]

(v1 05, v2 04), (v1 05, v2 05)

3.

While

Table 2: Number of samples in each section

Source domain Target domain
normal anomaly| normal anomaly
Train 990 0 10 0
Test 50 50 50 50

RELATION TO MIMII DUE AND TOYADMOS2

MIMII DUE and ToyADMOS2 were developed for domain

adaptation tasks, MIMII DG in this paper is for domain generaliza-
tion tasks. As described in Sec. 1, the domain generalization tech-
niques are promised for handling domain shifts that domain adap-
tation techniques may not be applicable. We created a new dataset
dedicated to the domain generalization tasks because the dataset for

domai
differe

n generalization tasks and domain adaptation tasks should be
nt in some points. We included these points as three main

features that characterize differences from MIMII DUE and Toy-
ADMOS2.

The number of values the domain shift parameter (a param-
eter that causes domain shift) takes has increased to at least
three for each type of domain shift. This change is crucial
because domain generalization techniques may require mul-

28

tiple sets of data obtained from different domain shift param-
eter values to generalize the model [20]. For example, for the
velocity shift in Slide rail, we increased the number of values
of the velocity from four in MIMII DUE to 13 in MIMII DG.
Also, with the increased number of sets, users can adjust the
dif culty of the generalization task.

Domain shifts that can be dif cult to detect are introduced.
As described in Sec. 1, domain generalization techniques are
preferred for domain shifts that can be unnoticed. Therefore,
we introduced dif cult-to-detect domain shifts such as dif-
ferences in states of a machine operating in the background.

Domain shift parameters become easier to access and uti-
lize. To generalize the model, not only the sound data but
additional information such as the domain shift parameters
and other attributes can be useful. Therefore, easy access to
these additional information is crucial. Unlike MIMII DUE,

we speci ed domain shift parameters in le names and at-
tribute les for both the source and target domain. With do-
main shift parameters in the target domain, users can evalu-
ate the detection performance for each value of the domain
shift parameter.
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4. EXPERIMENT . .
Table 3: AUC (%) of each domain for each section.

Autoencoder MobileNetV2

In this section, we use MIMII DG to benchmark the domain gener-

alization performance of two baseline systems. Machine type /

source target source target

section ID

00 84:69 3935 7107 6213
4.1. Baseline systems Fan 01 7169 4474 7626 3512
. 02 80:54 6349 6729 5802
We used two ASD systems for benchmarking; an autoencoder- 00 6463 6479 6354 6702

based system and a MobileNetV2-based system. These systems . ' s :
. . . Gearbox 01 67.:66 5812 6668 6696
are provided as the baseline systems in Task 2 of the DCASE 02 7538 6557 8087 4315

2022 Challenge, and Python implementations of the systems

are available at https://github.com/Kota-Dohi/ 00 5r48 6307 6785 6017

Bearing 01 71.03 6104 5967 6465

dcase2022_task2_baseline_ae for the autoencoder- . )
based system andhttps://github.com/Kota-Dohi/ 8(2) gigg gégi g%‘g gggg
dcase2022_task2_baseline_mobile_net_v2 for the ) '

Slide rail 01 67:85 5030 4966 3207
02 86:66 3878 7270 3294

00 54:24 5273 7526 4360

Valve 01 50:45 5301 5478 6043
02 51:56 4384 7626 7874

Average 67:21 5399 6872 5642

MobileNetV2-based system.

The autoencoder-based system is often used as an unsupervised
ASD system. Sound data were rst converted to log-Mel spectro-
gram with a frame size of 1024, a hop size of 512, and 128 Mel bins.
Five frames with four overlappings were successively concatenated
to generate 640-dimensional input feature vectors. The model had
four linear layers with 128 dimensions for the encoder, one bottle-
neck layer with eight dimensions, and four linear layers with 128 ) ) ) .
dimensions for the decoder. The model was trained to minimize the " the sectiom in the machine typen. N, is the number of nor-
error between the input feature vectomnd the reconstructiox®. mal test clips in the domaid andN,, is the number of anomalous
We trained the model for 100 epochs using the Adam optimizer [21] test clips in the section.
with a learning rate of 0.0001 and a batch size of 128. The anomaly
scores were calculated by the averaged reconstruction error.

The MobileNetV2-based system uses an auxiliary task to im-
prove the detection performance of an unsupervised ASD systemBgseline results are shown in Table 3. On average, the AUC for
[22,23]. 64 frames with 48 overlappings were successively con- the target domain data was lower than the source domain data
catenated to generate input feature vectors. For the model, we usegt 13.29 with the autoencoder-based system and 12.3% with the
a MobileNetV2 [24] with a multiplier parameter of 0.5. The model  pjgpileNetv2-based system. In some sections, the AUC of the
was trained to classify section IDs for each machine type. We target domain was slightly higher than that of the source domain.
trained the model for 20 epochs using the Adam optimizer with @ This could be because the target domain data happened to be sim-
learning rate of 0.0001 and a batch size of 128. The anomaly scoregjar to the source domain data of other sections. Overall, the fact
were calculated by the averaged negative logit of the predicted prob-that models trained with the source-domain tended to show lower

4.3. Results

abilities for the correct section. performance for the target data indicate that there is a signi cant
difference between the source-domain data and the target-domain
4.2. Metric data. This suggests that domain shift scenarios have been success-

fully reproduced. Thus, the dataset is useful for benchmarking the

We used the area under the receiver operating characteristic curvgperformance of domain generalization techniques.
(AUC) for evaluation. Because the domain generalization task re-
quires detecting anomalies even when the occurance of domain
shifts can be dif cult to detect, the anomaly detector is expected 5. CONCLUSION
to work with the same threshold regardless of the domain. There-
fore, we calculated the AUC using both the source and target do-We presented a new dataset, MIMII DG, which was developed
main data. Also, to evaluate the anomaly detection performance forfor benchmarking domain generalization techniques for ASD. The
each domain, the AUC was computed for each domain. The AUC dataset has normal and anomalous operating sounds of ve differ-
for each domain, section, and machine type was calculated as ent types of industrial machines with domain shifts. Experimental

results using two ASD systems demonstrate that the detection per-
Ya X formance signi cantly degrades for the target domain.

HAA (x) A (x); (D)

i=1 j=1

1

AUC = .
N, N»
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ABSTRACT characteristics between the source and target domain data caused by
o ) ) differences in a machine's operational conditions or environmental
We present the task description and discussion on the results,sise. Because these shifts are caused by factors other than anoma-
of the DCASE 2022 Challenge Task 2: “Unsupervised anomalous ies, the detection performance of models trained with the source
sound detection (ASD) for machine condition monitoring apply- gomain data can degrade for the target domain data. Therefore,
ing domain generalization techniques”. Domain shifts are a critical j, 2021, we organized DCASE Challenge 2021 Task 2 [8]-*

problem for the application of ASD systems. Because domain shifts 5 servised ASD under domain shifted conditichat focused on
can change the acoustic characteristics of data, a model trained i’handling domain shifts using domain adaptation techniques.

a source domain performs poorly for a target domain. In DCASE
2021 Challenge Task 2, we organized an ASD task for handling do- . . . .
main shifts. Ign this task, it w%s assumed that the occurrencges of . The taj'k in 2021 mvolv_ed theF_use OL c(ijomal_n acriﬁptar?on tECh'
domain shifts are known. However, in practice, the domain of each glques unaer two assumptions. |_rst, all domain s |_ts ave been
sample may not be given, and the domain shifts can occur implic- etected in ad\_/ancg, and the domain of each sample is known. Sec-
itly. In 2022 Task 2, we focus on domain generalization techniques ond, the domain shifts do not oceur too frequently for the mo_del to
that detects anomalies regardless of the domain shifts. Speci cally, adalp()jt. Howeyer, these assulmptlons rkrll'ayln%t hild for gertamdreal-
the domain of each sample is not given in the test data and only one‘t’)vor ﬁ scer(;aglos. I_:or exam[:()je, amachines ‘3(.: grﬂun sohu_n car(lj
threshold is allowed for all domains. Analysis of 81 submissions e affected by various sound sources surrounding the machine, an

from 31 teams revealed two remarkable types of domain general-it can be dif cult to identify the cause of changes and attribute the

ization techniques: 1) domain-mixing-based approach that obtainsghangistﬁo the ﬂpmaln Sht':t' Also,_tggcaushe Te o_ptzratl((j)natl_ COI:[]r(Z]iI-

generalized representations and 2) domain-classi cation-based ap-'onds? N mt.ac ine czn (t: anget\lm TT] a Sf or perlt(;] ’da k?p 'n? be

proach that explicitly or implicitly classi es different domains to mode! every imeé can be too costly. 1herefore, methods have to be

improve detection performance for each domain. investigated such that the detectlor_l of d_omaln shifts is unnecessary
and frequent occurrences of domain shifts can be handled.

Index Terms— anomaly detection, acoustic condition monitor-

ing, domain shift, domain generalization, DCASE Challenge, To solve the problem described above, we designed DCASE
challenge 2022 Task 2Unsupervised Detection of Anomalous
1. INTRODUCTION Sounds for Machine Condition Monitoring Applying Domain Gen-

eralization Techniqués This task is aimed at developing domain

Anomalous sound detection (ASD) [1-7] is the task of identify- generalization techniques to handle domain shifts. The task in-
ing whether the sound emitted from a target machine is normal or volves the use of domain generalization techniques so that the de-
anomalous. Automatic detection of mechanical failure is essential veloped ASD systems do not require detection of the domain shifts
in the fourth industrial revolution, which involves arti cial intel-  Or adaptation of the model. Speci cally, to evaluate the generaliza-
ligence (Al)-based factory automation. Prompt detection of ma- tion performance, the domain of each sample is not provided in the
chine anomalies by observing sounds is useful for machine condi-test data. To enhance generalization of the model, attributes that
tion monitoring. caused domain shifts are also provided in the training data.

One challenge regarding the application scope of ASD systems
is that anomalous samples for training can be insuf cient both in We received 81 submissions from 31 teams. By analyzing
number and type. In 2020, we organized the fundamental ASD these submissions, we found two types of domain generalization
task in Detection and Classi cation of Acoustic Scenes and Event techniques: 1) domain-mixing-based approach and 2) domain-
(DCASE) Challenge 2020 Task 2 [8]ufisupervised ASDthat classi cation-based approach. The domain-mixing-based approach
was aimed to detect unknown anomalous sounds using only normakims at obtaining generalized representations across domains by
sound samples as the training data [1-7]. For the wide spread applimixing data from different domains. In contrast, the domain-
cation of ASD systems, advanced tasks such as handling of domairclassi cation-based approach differentiates different domains so
shifts should be tackled. Domain shifts are differences in acoustic that the model can be specialized for each domain.

31



Detection and Classi cation of Acoustic Scenes and Events 2022 3-4 November 2022, Nancy, France

2. UNSUPERVISED ANOMALOUS SOUND DETECTION for each location or microphone can be too costly.
APPLYING DOMAIN GENERALIZATION TECHNIQUES As a possible solution to handle these problems, domain gener-

alization techniques should be investigated. Domain generalization
techniques for ASD aims at detecting anomalies from different do-
mains with a single threshold. These techniques, unlike domain
adaptation techniques, do not require detection of domain shifts or
adaptation of the model in the testing phase. Therefore, domain
generalization techniques can be used for handling domain shifts
that are dif cult to detect or too costly to adapt.

The DCASE 2022 Task 2 is set to develop domain generaliza-
tion techniques for ASD. Because the domain generalization tech-

Let the L-sample time-domain observation 2 R- be an audio

clip that includes a sound emitted from a machine. The ASD task
is a task to determine whether a machine is in a normal or anoma-
lous state using an anomaly sc@re(x ) calculated by an anomaly
score calculatoA : R | R with parameters. The machine

is determined to be anomalous wh&n(x) exceeds a pre-de ned
threshold as

Anomaly (A (x)> )

Decision= Normal  (otherwisg: 1) nigues are expe_cted to_worl_< regardless of the domal_ns, the dom_aln
of each sample is not given in the test data. The task is to determine
The primary dif culty in this task is to trairA with only normal if x is from the normal conditio®s [D 1 or anomalous condi-

sounds. This is because anomalies are rarely obtained in practice. ion Dsa [D 7a using an anomaly score calculatr (x) and .
Domain-shift is another major issue in real-world applications. Because the dn‘ferences'lr} operational or enwronn_wental co_ndltlons

Domain shifts mean a difference in conditions between training and MakeDs 6 Dr, the decision must be executed without being af-

testing. The conditions are machine's operational conditions suchfected by the differences between different domains.

as its speed, load, and temperature, or the environmental conditions

such as the type of environmental noise, level of the noise, and loca- 3. TASK SETUP

tion of the microphone. Differences in these conditions change the

distribution of data and degrades the detection performance. Let3 1. Dataset

us de ne two domainssource domainandtarget domain, where

the source domain is the original condition with enough training We used ToyADMOS2 [10] and MIMII DG [11] to generate the

clips and the target domain is another condition with zero or a few dataset. The dataset consists of normal/anomalous operating sounds

training clips. Also, letDs, D1, Dsa, andDta be the distribu- from seven types of toy/real machines (ToyCar, ToyTrain, fan, gear-

tions ofx under the normal condition in the source domain, normal Pox, bearing, slide rail, and valve).

condition in the target domain, anomalous condition in the source ~ Each recording is a single-channel and 10-sec-long audio with

domain, and anomalous condition in the target domain, respectively.@ sampling rate of 16 kHz. We mixed machine sounds recorded
The task in DCASE 2021 Task 2 involved two tasks. One was at laboratories and the environmental noise recorded at real-world

to detect anomalies in the source domain: determine whethes factories to create the training/test data. Details of the recording
from Ds or Dsa using an anomaly score calcular, (x) anda ~ procedure can be found in [10] and [11]. _
threshold s. The other was detection in the target domain: whether In this datasetMachine type means the type of machingec-

Xt is generated fronDt or Dt using an anomaly score calcula- tion is de ned as a subset of the data within a machine type and
tor A |, (x) and a threshold:. The task was set to develop domain corresponds to a type of domain shift scenario.
adaptation techniques so that the detection performance on the tar- We provide three datasetstlevelopment datasetadditional
get domain can be improved by adaptation on the model trainedtraining dataset, and evaluation dataset The development
with the source domain data. Although this problem setting as- datasetconsists of three sections (Sections 00, 01, and 02), which
sumes that the domain (source/target) of each sample is known, irare sets of the training and test data. Each section provides (i) 990
practice, the detection of domain shifts can be dif cult and the do- normal clips from a source domain for training, (i) 10 normal clips
main may not be available. Also, the use of domain adaptation tech-from a target domain for training, (iii) 100 normal clips and 100
niques can be too costly if the domain shifts occur too frequently. anomalous clips from both domains for the test. We provided do-
We show four types of real-world scenarios for these problems. main information (source/target) in the test data for the convenience
Domain shifts due to differences in machine's conditions of participants. Attributes represent the operational or environmen-
Characteristics of a machine sound can change due to changes iff! conditions, e.g. velocity of slide rail and level of noise (SNR)
the machine's operational conditions. Although these shifts can beMixed in fan data. Thedditional training dataset provides train-

detected, if these conditions change within a short period of time, it N9 €lips for three sections (Sections 03, 04, and 05). Each section
can be too costly to adapt the model every time.

consists of (i) 990 normal clips in a source domain for training and
Domain shifts due to differences in environmental conditions

(ii) 10 normal clips in a target domain for training. Attributes are
Because characteristics of background noise can be affected by var(-j1ISO provided. Thevaluation datasetprovides test clips for three
. L . sections (Sections 03, 04, and 05). Each section consists of 200 test
|0us_factors, it is dif cult to det_ect_these. shifts. Therefore, a model clips, none of which have a condition label (i.e., normal or anomaly)
that is unaffected by these shifts is desirable. or the domain information. Attributes are not provided. The main
Domain shifts due to maintenance difference from our task in 2021 is that the domain information is
Characteristics of a machine sound can change after maintenanc@ot given in the evaluation dataset. Thus, the participants have to
or parts replacement. Though these shifts can be detected, adaptingevelop a system that performs well regardless of the domains.
the model every time can be costly.
Domain shifts due to differences in recording devices
In real-world scenarios, many microphones are installed at different
locations, and these microphones may be from different manufac-This task is evaluated with the area under the receiver operating
turers. Although these shifts can be detected, adapting the modetharacteristic (ROC) curve (AUC) and the partial AUC (pAUC).

3.2. Evaluation metrics
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The pAUC is calculated as the AUC over a low false-positive-rate

(FPR) rangd0; p]. In this task, we used = 0:1. - Table 1. Resu}\taco[fo/sPe AE-based bgf&':”[‘ojj]
Because the domain generalization task requires detecting ~ S°¢ion Source Target
- i ) 00 86:42 1.10 41.48 6:11  51.31 1.34
anomalies using the same thresh_old between domalns,_ the pAUC ToyCar 01 8985 139 41.93 536 2i08 lsa
has to be calculated for each section, not for each domaln. We cal- 02 9884 052 2650 1352 52:79 1:04
culated the AUC for each domain and pAUC for each section as 00 67:54 097 33:68 3:12  52:72 1.63

ToyTrain 01 79:32 0:82 29:87 5:62 50:64 2:33
02 84:08 0:38 15:52 14:90 48:33 2:33

1 %ﬁ %: 00 67:85 19:61 60:17 7:24 54:41 5:72
AUCmnd = ——— HA (X)) A (X)) @ Bearing 01 59:67 12:67 64:65 12:63 55:09 3:36
o Ny No i1 o1 ! 02 61:71 33:52 60:55 35:10 64:18 19:79
== 00 8469 1.74 39:35 9:35  59:95 2:.00
20 N7 Fan 01 71:69 0:69 44:74 1:79  51:12 0:55
1 noAD . . 02 80:54 1:42 63:49 2:36 62:88 1:55
PAUC ., = ———+ HA x7) A (X)) ) 00 64:63 088 6479 1.06 6093 231
Pn Nn o, =1 Gearbox 01 67:66 0:51 58:12 0:38  53:74 0:56
02 75:38 0:75 65:57 0:82  61:51 0:69
h p = N ts the ind f hine t 00 81:92 0:81 58:04 1:22 61:65 1:22
whereP, = bpN, ¢, m represents the index of a machine type, Slide rail 01 67:85 0:53 50:30 1:25  53:06 0:53
represents the index of a sectiah= f source targetg represents 02 86:66 0:39 38:78 5:13  53:44 118
a domain,b c is the ooring function, andH (x) returns 1 when 00 54:24 068 52:/3 193 5215 0:25
. Y Valve 01 50:45 3:67 53:01 1:73  49:78 0:19
x> O0and O otherwise. Heré\ (x; )gandfA (x; )gare sets of 02 51:56  2:80 43:84 1:11  49:24 0:65
anomaly scores of normal and anomalous test clips, ordered in de-
scending power, respectively,; is the number of normal test clips
in domaind, N, andN; are the number of normal and anomalous Table 2: Results ofAthe D//IobﬂeNetVZ-basid bg/selme
test clips in sectiom, respectively. We calculateflUC g to Section T UC [%] Target PAUC %]
evaluate the cogfribution of each domainAUC r;» , as it holds 00 47.40 7.22 56:40 411 4996 2.56
thatAUC mn = dAUCm;n;d if Nource = Ntarget i ToyCar 01 62502 1;[:07 56538 11531 50592 2552
The of cial score for ranking submitted systems is given b 02 7419 794 4564 132 S6:51 6:07
_ 9 4 9 y 00 46:02 1221 49:41 1514 50:25 149
the harmonic mean of the AUC and pAUC scores over all machine ToyTrain 01 71:96 5:72 45:14 13:66 52:97 4:61

00 67:85 19:61 60:17 7:24 54:41 5:72
Bearing 01 59:67 12:67 64:65 12:63 55:09 3:36

= h AUCmna ; PAUC,, | 02 61:71 33:52 60:55 35:10 64:18 19:79
. } . 00 71.07 19:84 62:13 12:50 55:40 1129
m2M ;n2S(m); d2fsourcetargetgg; (4) Fan Ol 76:26 495 3512 13:38 52:14 4:08

02 67:29 10:34 58:02 7:46 65:14  1:09

whereh f g represents the harmonic mean (over all machine types, 00 63:54 9:46 67.02 13:50 62:12 11.66
sections, and domaind)l represents the set of machine types, and Gearbox 01 66:68 12:29 66:96 8:92  56:85 4:47
S ts the set of sections f hi 02 80:87 7:85 43:15 16:12 50:62 7:73
(m) represents the set of sections for machine type 00 87:15 271 80:77 453  71:57 528
Participants are required to submit the anomaly score and nor- Sliderail 01 49:66 30:46 32:07 46:84 48:21 2:73
mal/anomaly decision result of each test clip. Even though the of - 02 72:70 11.67 32:94 19:77 49:69 1.63

. . e 00 7526 4:84 43:60 14:38 5537/ 586
cial score can be calculated with only the anomaly scores, decision valve Ol 54:78 537 60-43 508  54:69 3:87

results are also required because we must determine the threshold 02 76:26 1:02 78:74 2:64  85:74 0:08
in real-world applications.

3.3. Baseline systems and results 4. CHALLENGE RESULTS

The task organizers provide an autoencoder (AE)-based and 3 1. Results for evaluation dataset
MobileNetV2-based baseline systems.

The AE-based system calculates the anomaly score as the reye received 81 submissions from 31 teams, and 22 teams outper-
construction error of the sound. To determine the threshold, we formed the MobileNetV2-based baseline in the of cial score. In
assume that anomaly scores of normal sound follows a gamma distigyre 1, the harmonic means of the AUCs are shown for top 10
tribution. The parameters of the gamma distribution are estimatedieams [16-25]. Although the AUCs change drastically between dif-
from the anomaly scores of normal sound in the training data, andferent machine types and teams, these highly ranked teams outper-
the threshold is calculated by the 90th percentile of the gamma dis-formed the baselines for most of the machine types. It is worth not-
tribution. A test clip is determined to be anomalous if its anomaly  jng that, for these teams, the source-domain AUC did not correlate
score exceeds the threshold. _ with the of cial rank (correlation coef cient was 0:033) while the

In the MobileNetv2-based system [12-14], classi ers such as target-domain AUC did (correlation coef cient was0:862). This
the MobileNetV2 [15] are trained to identify from which section jndicates that handling domain shifts and generalizing the model
the observed signal was generated. The anomaly score is calculateg)as the key to better ranks among highly ranked teams.

as the avere_tged negative logit pf the predictc_ed probabilities for the We nd that domain generalization approaches adopted by the
correct section. The threshold is calculated in the same manner a?)articipants can be categorized into two types: domain-mixing-

in the AE-based baseline. based approach and domain-classi cation-based approach. These

i Tagles 1 ant(;l] 2 shol\;v the aﬁ\UCdan_?hpA(L;JgUfor the wo ::l)ase- methods achieved the aim of the task by generalizing the model
In€és. because he results produced with a are genera ynon'using data with different attributes. Figure 2 shows the aver-

determlnlgtlc, the average anq standard deviations from ve inde- age source-domain and target-domain AUC of the top 20 teams.
pendent trials are also shown in the tables.
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Figure 1: Evaluation results of top 10 teams in the ranking. Average source-domain AUC (Top) and target-domain AUC (bottom) for each

machine type. Label “A” and “M” on the x-axis denote AE-based and MobileNetV2-based baselines, respectively.

4.3. Domain-classi cation-based approach

Domain-classi cation-based approach distinguishes the source and
target domain data to obtain better detection performance for each
domain. The 1st and 6th place teams [16, 21] used distances be-
tween the embedding of a domain and that of the test data to cal-
culate anomaly scores. Because the domain of each sample can be
estimated by the domain with shorter distance, this approach can
be regarded as implicitly classifying the domain of each sample.
The 2nd, 3rd, 4th, and 5th place teams [17-20] explicitly trained a
classi er to distinguish the attributes or the domains. The 5th place

Figure 2: Average source-domain AUC and target-domain AUC of teams trained an attribute classi er and a section classi er so that

the top 20 teams. “classi cation” denotes teams that used domain-y, , the gomain-wise information from the attribute classi er and

classi cation-based approaches, mix-up. denc:tes teams that usedy, domain-independent information from the section classi er can
domain-mixing-based approaches, and “none” denotes teams thabe obtained

did not use particular domain generalization techniques. As shown in Figure 2, the domain-classi cation-based ap-

proach outperformed the domain-mixing-based approach. This can

. N be because the normal conditions are de ned for each speci ¢ do-
Domain-classi cation-based approaches outperformed other aP-main, unlike the domain-mixing-based approach that de nes nor-

proaches especially for the target domain. However, these ap-mq) congitions over all domains. However, this approach assumes
proaches may be specialized for the types of target domain datay, ¢ the target domain data in the train data includes all types of the
provided in both the training and test data, and thus may not per-iarqet domain data in the test data. If the target domain data in the
form_w_ell for those _not included in the train data. We describe the test data contains too many types of data not included in the train
details in the following. data, the classi er may fail to distinguish domains, which can de-
grade the detection performance. Therefore, further investigation is

o needed to examine the ability of this approach to handle completely
4.2. Domain-mixing-based approach unseen target domain data.

Domain-mixing-based approach extracts common representations
between domains. These include batch mixing that use data from
both domains in a batch to train a model [17, 23], Mixup [26] that

5. CONCLUSION

This paper presented an overview of the task and analysis of the

synthesizes data from both domains to obtain intermediate repre A ;
sentations [17, 23, 25, 27], and data augmentation techniques to 0b§olut|c_)ns S_me'tted to DC?AS.E .2022 Challenge Task_2. To handle
({Jomam shifts that occur implicitly, the task was dedicated to de-

tain robust representations [24]. These techniques use the targe . . L . o
domain data to expand the normal conditions for the model so thatVéloping domain generalization techniques. The organization o_f
the model can be generalized to better handle domain shifts. How-the taslf re_vealed t_WO app_roac_h_es that can be useful for dom"?““
ever, as shown in Figure 2, they have been outperformed by domaineneralization task: domain-mixing-based approach and domain-
classi cation-based approaches. This can be that, for the Mixup andCIas‘s‘I catlor_]-based apprc_)ach. For the _former approa_ch, obtaln_lng
data augmentation, synthesized data was not useful for representing'°'¢ meaningful synthetic representations from multiple domains
the target domain data. One future direction can be on obtaining left forfuture_ works. For the Iat_ter approach, future works can fo-

meaningful synthetic representations with the aid of external infor- cus on analyzing the effect of this approach on completely unseen

mation such as the attribute information. types of target domain data.
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ABSTRACT ing of danger. This judgment can however vary greatly from one

| . kol th dibility of tic al . tial individual to another. It should also be noted that such consider-
N noISy workplaces, the audibriity of acouslic alarms 1S €ssential 4y jg dependent on the sound environment in which the alarm
to ensure worker safety. In practice, some criteria are required iNGecurs

international standards to make sure that the alarms are “clearly au- . -
y In the presence of background noise, our ability to detect a

dible”. However, the recommendations may lead to overly loud . ; ; ) ) X
alarms, thereby exposing workers to unnecessary high sound leyiven sound is reduced. It translates into an increase in the audi-

els, especially when ambient sound levels are high themselves.br:t)tysghljggr}glqug t:f dtiggeitssr?iuﬂg} ri?]eggi'gg :E:Lt?ne;ﬁ\éilc? V;h'zh
For this reason, it appears necessary to properly assess the audl- | 9 [3. 4].

bility of alarms at design stage. Existing psychoacoustical meth- 'th?h?gsliillg qﬁgit:nm:sckilrlfarsgsér?pg Wle rlf;?jrtthorgﬁcigg;\z”-
ods rely on repeated subjective measurements at different sound” w ISP

levels and therefore require time-consuming procedures. In addi-masking mechanism is the basis for current alarm design methods.

tion, they must be repeated each time the alarm or sound environ-WVith the understanding that the alarm level must be well above the

P : ked threshold to ensure reliable audibility, it has been suggested
ment changes. To overcome this issue, we propose a data-drivel) 25
approach to estimate the audibility of new alarm signals without that alarms should exceed the masked threshold by 10 to 15 dB [5].

having to test each new condition experimentally. In this study, a ;TSSLeOﬁggng?]nggt:ﬁggl?::g IenxCIL(;?iiwdelr?t;ne séangﬁrgu[ga{ ;\Aaflgggh
convolutional neural network model is trained to perform a binary is not the most convenient sincepa S choa)éc[)u]s,,tical ex erir?fent re-
classi cation task on short sound clips labeled with the outcomes ' psy P

of psychoacoustical experiments. We propose a proof of conceptqUires t.h.e. involvement_of ”.‘”'“p'e hl_Jman subjects, z_and measuring
of this approach and analyze its performance depending on the dat n audibility threshold implies covering a range of different sound

used at training and the temporal context used by the networks toni\gtss‘ g?(')?]h |Ca3ebeerﬁ?ﬁhc?r?sugg]&ugurrt-geg::ioerse'otfhfhgfﬁﬁﬁz
predict the audibility of the alarm. gly dep prop .

. o . _ Consequently, the experiment must be repeated for any new con-
Index Terms— Acoustic Scene Classi cation, Warning sig-  dition of interest such as a new alarm signal, or different ambient

nals, Psychophysics, Machine learning noise type or level. In response to this problem, some models have
been developed to predict masked thresholds [7, 8]. However, these
1. INTRODUCTION are based on the explicit estimation of the masked thresholds, and
therefore only ef cient in well-controlled conditions.
The audibility of acoustic signals indicating a danger — for instance, ~ The main motivation of our work is to propose a model capable

the reverse alarm of a construction machine — is essential to ensur@®f accurately estimating the audibility of acoustic alarms in noise.
the safety of workers and to prevent the risk of accidents. The in- We intend this model to be applicable to a large variety of sound
ternational standard dedicated to auditory danger signals for publicenvironments, including uctuating noises and different types of
and work areas requires for the alarms to be “clearly audible” [1]. In warning signals. In that regard, we suggest that a deep learning
order to meet this requirement, several criteria related to the ambi-approach, which is data-driven, would be suitable. A few studies
ent noise levels are proposed. In particular an overall level criterion have already begun to pave the way for connecting psychophysics
imposes a minimum signal-to-noise ratio (SNR) of 15 dB. This rec- and deep learning methods, for instance, by implementing a psy-
ommendation is questionable on two counts. First, the proposedchophysically inspired methodology for model evaluation [9]. More
criteria appear to lead in practice to excessive sound levels whenrecently, in the context of handwritten document transcription, a
the ambient noise levels are higdera and Nagrski have found loss function was reformulated to account for perceptual data [10].
that, when asking listeners to adjust the level of alarms so that theyThe authors used it to train a CNN to perform character recognition
are judged to be clearly audible, the required SNR varies continu-and obtained consistent and repeatable performance improvement
ously from 15 to 2 dB as the noise level increases from 60 dB to on standard datasets. In the eld of audition, recent works have
90 dB [2]. An SNR of 15 dB could therefore be too conservative replicated human perceptual judgments with a high level of likeness
or even harmful at high noise levels. Second, there is no scienti ¢ in word recognition, genre recognition [11] and sound localization
or formal de nition of what "clearly audible” means. We can easily in natural environments [12].

understand the difference between a sound that is simply detectable In this paper, we propose to adapt methods used in ambient
and another, quali ed as clearly audible. The alarm must not only sound analysis [13, 14] to the speci c topic of audibility assessment
be perceptible but also "loud” enough to provide an effective warn- of auditory alarms. To that end, we introduce a new dataset consist-
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ing of sound clips made up of auditory warning signals embedded in In the experiments, 5.5-second clips were generated, each con-
noise labelled through psychoacoustical experiments. Based on thigaining a background noise and a single alarm with a random onset
dataset, we train a model to reproduce human judgment regardingemporal location. The level of the noise varied between 60 dBA

the audibility of the alarms. and 80 dBA. The SNRs were all taken betwe&® dB and 15 dB.
The stimuli were played at a sample rate of 44.1 kHz using an RME
2 METHOD Babyface Pro sound card, and presented over Beyerdynamic DT

770 Pro headphones calibrated with Larson Davis AEC101 arti -

Ambient sound analysis is a broad eld of research that encom- i@l €ar and Model 824 sonometer.

passes several sub-areas such as Acoustic Scene Classi cation

(ASC) [15], Sound Event Dectection (SED) [16, 17], or audio tag- 3 5 procedure and datasets

ging [18]. Although our approach does not fully tinto any of these

categories, it does share certain aspects with some of them. FirstTwelve volunteers aged from 18 to 43 and free of reported hearing

similarly to what is done in ASC and audio tagging, we want the problems took part in this study. They came for multiple sessions of

model to produce le-level estimations. Besides, the analysis fo- one or two hours each. All the participants were compensated for

cuses on the alarms, which are temporally localized sound eventsthe time spent on the experiments. To evaluate the audibility, the

This is pretty similar to SED or tagging. Despite this, we are not di- subjects were presented with a clip made up of an alarm embedded

rectly interested in the ability of the model to detect the alarm. Yet, in a background noise. At the end of the presentation, they had to

if the model can predict that an alarm is audible, it gives an indica- answer the questiorWas the alarm clearly audibléby simply

tion that the model did initially detect it. The opposite, however, is clicking Yesor No. Three different experiments were carried out

not true. Itis quite possible that the model predicts that an alarm is and most of the subjects took part in each of the three experiments.

not audible although it has detected the alarm itself. Each experiment served to collect a separate subset designed for a
To assess whether a particular alarm can be considered clearlyspeci ¢ purpose.

audible in a given environment, we propose to frame the problem  The rst set consists of 6 audio clips, each declined in 2 differ-

as a binary classication task. The proposed method uses 5.5-ent noise levels (60 dBA and 80 dBA) and 10 SNRs linearly spaced

second audio clips containing auditory warning signals embeddedbetween 30 and, 15 dB, making a total of 120 signals. In each

in background noises as input. After extracting acoustical featuresof the 6 clips, the alarm signals and backgrounds are different from

from these signals, we used a CNN to produce a binary estimate ofthe other clips. All these stimuli have been annotated once by the

whether the alarm present in the clip is clearly audible or not. More 10 participants. As a result, it contains psychoacoustical data that

details about the audio clip generation and the annotation processire quite close to what would have been obtained through a stan-

are provided in the next section. dard procedure, yet it is often recommended to make more than one
repetition per subject [1]. This set is the most controlled set and is
3. PSYCHOACOUSTICAL DATA COLLECTION selected as the evaluation set. The data collection process on this

subset will eventually allow for further comparison with more stan-

The need for relatively large amounts of data with a suf cient vari- dard psycho-acoustic experiments. The labels (0 or 1) have been
ability is a well-known constraint associated with deep learning. Obtained by setting a 0.5 threshold on the proportionvef'across
To develop our model with psychoacoustical data, no ready-to-useParticipantanswers. This subset is referred tsLdsAin the remain-
dataset was available from external sources. Therefore, we had téier of the paper.
collect one. To do this, our choices were guided by two major con- ~ The second set contains 1800 audio clips, made with the same
siderations. First, we had to nd a way to collect the maximum noises and alarms as in the rst set, except that the 6 formerly used
amount of data at the lowest time cost. Second, we still wanted toalarm-noise combinations were avoided. As a consequence, there
keep the possibility of explaining all or part of our results within Wwas a total of 30 possible alarm-noise combinations. Six different
the psychoacoustical framework. We decided to divide the psy- SNRs ([ 25, 10, 5,0, 5, 12.5] in dB) and six noise levels ([60,
choacoustical experiments in three parts. The rst part is following 64, 68, 72, 76, 80] in dBA) were used and uniformly distributed
within-subject design, closer to psychoacoustical procedures. Theamong the clips. Each of the 1800 clips had a unique alarm onset
second and third parts follow lighter procedures and lower data col- location. Ten participants were involved in this experiment. Each of
lection time cost. In this section, we describe the psychoacousticalthem listened to 180 clips. The distribution of the clips among sub-
experiments that have been carried out to collect the dataset. Thdects was done in such a way that each subject listened to the same
dataset in this paper is a preliminary version used for a proof of humber of clips per SNR and per noise level. No repetition was
concept. The nal dataset is expected to be larger. made across subjects, meaning each stimulus has been annotated
just once. This subset is referred tosahB

The data eventually collected in these experiments will be used
to form a large training subset. However, the third set introduced
Stimuli were made of short alarm sounds (between 0.243 andin this paper is also composed of 1800 different clips. This is mo-
1.763 s long) embedded in background noises. The alarms wereivated by the desire to keep comparable size between this set and
mostly synthetic signals, but some of them were clean record- subB There are 70 alarms and 52 background noises in this set, all
ings. Backgrounds were eld recordings, taken to be industry- different from the 6 used in the rst and second sets. Two noise
related (factory, roadworks, construction) or captured in noisy pub- levels were used (60 dBA and 80 dBA). There were 46 different
lic spaces. Both alarms and noises were mono signals collectedSNRs ranging from 30 to, 15 dB with a step of 1 dB. Ten sub-
from different sources, mainly the Freesound database [19], Big-jects contributed to the annotation. Some of the conditions have
SoundBank [20], and to a lesser extent, a published set of medicalbeen randomly repeated among subjects, making a total of around
alarms [21] or self-recorded railway warning signals [22]. 11500 annotation points. For clips with a single annotation point,

3.1. Stimuli and material
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the subject's answer was kept as the nal annotation. For clips with We trained the models with 10 randomized initializations. The met-
multiple annotation points, the labels were derived by setting a 0.5 rics were computed on the outputs obtained with these 10 models.

on theYesrate. We refer to this subset sisbC We report the mean and 95% con dence intervals of the metrics.
SubsetsubBandsubCwere used separately for development,

using 1440 training clips and 360 validation clips, which corre- 5. RESULTS AND DISCUSSION

sponds to a 80%/20% ratio. The training/validation split was per-

formed randomly and kept xed for all the experiments. In this section, we report the two series of experiments that have

been conducted on the model. The rst series of experiments fo-
cuses on the model performance depending on the data used at train-
ing. The second series of experiments assesses the potential effects
of the temporal context used in the model to predict the audibility.

4. EXPERIMENTAL SETUP

4.1. Acoustic features

The signals were sampled at 44.1 kHz. The features we used aré.1. Impact of the training data
mel-spectrograms with 64 coef cients. They were extracted using a
1024-sample short-time Fourier transform (STFT), with 50% over-

lap and a Hamming window. clips in subAandsubBwere made with the same alarms and back-

We did explore the idea of using more perceptually relevant oo \nq noises. For this reason, we expect the model to perform
representations such as cochleagrams [12] or spectro-temporal g etter when it is trained osubBthan onsubC

citation patterns [23]. However, preliminary experiments with these
features did not provide any signi cant performance improvement

Our rst series of experiments investigates the performance of the
models trained osubBandsubC As described in Section 3.2, the

At rst, the model was trained osubBor subCdata whilesubB
. ~ = " validation data were used to select the model. Table 1 shows the
in terms of accuracy on the development sets. Therefore, in this 5\ and E1-score on development and test sets. As we can ob-
paper we use only mel-spectrograms as input features. serve, performance on the test set is better whedBis used for
_ For the experiments, the input representations were standardyaining. There are two potential causes for this. The difference in
ized to zero mean and unit variance along mel frequency bins. Theperformance can be due to the fact that the alarm signals and back-
standardization coef cients were computed over the whole training grounds insubCare different from those isubBand in the test
set. set or to the fact the task addressediubCis more dif cult than
in subB(or both). We evaluated models trained subCand vali-
dated on eithesubBor subCto verify this second hypothesis (see
Table 2). The results show a signi cant difference in performance
The architecture of the CNN used in this paper is inspired by mod- on development set depending on whether the model was validated
els used in SED [14] and Bird Audio Detection [13]. The model onsubBor subC The high development score wheabCis used
is composed of 4 convolutional layers with [32, 64, 64, 128] lters for validation suggests that the model can be ttedstoC data,
per layer. Each lter has a 3-by-3 receptive eld. Each convolu- which indicates that the task addresseduiCis in fact not more
tional layer is followed by ReLU activations and max pooling along dif cult than in subB However, the performance on test set shows
the frequency axis ([1, 4], [1, 4], [1, 2] and [1, 2], respectively). that the model gives better results on test data when the alarms and
The activation outputs from the last convolutional layer are stacked background noises have been seen during training. This raises the
along frequency axis [13]. Preliminary experiments with recurrent question whether collecting more training data with a larger set of
layers did not lead to signi cant improvement. Therefore they are alarms and backgrounds can help to compensate for this perfor-
not used in this paper. Instead, we directly opetaseaggregation mance gap. If not, it would induce the need to see test alarms or
over the time axis on the stacked representatidns.aggregation test backgrounds or both during training. In practice, such a sce-
with ? = 2 was preferred over max pooling which is not differ- nario would not be realistic. Despite the difference in performance,
entiable and may lead to instability [24]. In addition, it has been it should be noted that when training on different alarms and back-
shown to be more robust to variations in the relative duration of the grounds, the model performance does not actually collapse.
alarm compared to the clip length [25]. The aggregation layer is

4.2. Convolutional Neural Network

followed by the classi cation layer that has one single neuron with Subset Development score _Test scotle
sigmoid activation. The neuron is intended to produce an activa- sub  AYC 8‘1‘3 8'2 gg‘;’ (1):2
tion which is close to 1 when the alarm present in the clip is clearly ZlJC 780 1:0 870 19
audible, and close to 0 when the alarm is not clearly audible. subC ) 791 12 793 24

For training, back-propagation was performed using a binary
cross-entropy loss function and Adam optimizer [26] with a learn- Table 1: AUC and F1-scores on development and evaluation sets
ing rate of 0.0001. To reduce over tting, dropout was applied on the with 95% con dence intervalssubBis used for validation.
outputs of all the convolutional layers with a rate of 0.25 and regu-
larization was employed by xing a 0.0001 weight decay in Adam.

The model was trained for a maximum of 250 epochs and the epoch®-2. Impact of the clip duration

giving the best accuracy on validation set was kept. The alarms that are present in the different clips have variable

lengths. Since the longest alarm is less than 1.8 s long, all the 5.5-
4.3. Model evaluation second clips contain both portions of noise alone and the whole
section where the alarm occurs. It is still to be determined whether
For the experiments, the model was evaluated from the area undethe model bases its predictions on the entire alarm or on a speci c
the receiver operating characteristic curve (AUC) and the F1-score.region of the alarm. This region could be the onset, for instance.
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Validation set Development score  Test score

SubB AUC 789 10 879 1.9
F1 791 12 793 24

SubC AUC 94+4 Q4 883 1.8
F1 872 04 795 290

Table 2: Performance of the model trainedsoih Cwith eithersubB
or subCused for validation.

Moreover, it is not sure whether it also relies on the information
present in the parts of the signal where there is no alarm. In this
second series of experiments, we are interested in observing how
the model uses the temporal context to produce estimations of the
audibility of the alarms.

The model was trained asubBsince it resulted to better per-
formance in the previous experiment. We varied the duration of
the clips used to train the model. Four different durations were ex-
perimented: 5.5, 1.0, 0.5, and 0.1 seconds. For this, each inpu
representation was shortened to the desired length around the alarm
position. Every time, the model was testedsabAusing all four ) . . . .
clip lengths. The results are reported in Table 3. For instance, consider the procedure described in Section 3.2

As a rst observation, when tested with the same clip length as t© collect data fosubA Different clips were generated from the 6
the one used for training, the model shows relatively good perfor- INitial clips by varying the SNR and the noise level. By taking a
mance. This result is true whatever the clip length. However, the 91ven clip at a single ambient noise level, we can represent the evo-
model is only able to perform well for all test clip durations when !ution of the proportion oifesresponses as the SNR increases. This
it is trained on 5.5-second clips. This result suggests that the mode@PProach is quite different from what we do when we train a CNN
needs temporal context at training time but not necessarily to maket® Perform a binary classi cation task. Indeed, we use binary labels
predictions at inference time. Finally, when 5.5-second clips are fOr fraining. This means that the model is trained to produce out-
used for training, the performance of the model weakens slightly asPUts @s close to 1 as possible when the alarm in the clip is judged
the duration of the test clips is reduced, though it is still quite high. t© be clearly audible and close to 0 when the alarm is not clearly
It would therefore be reasonable to train on long clips if the model is @udible. However, information such as an actéedrate is totally
then to make predictions over shorter time periods. These observa@PSent from the data seen by the model. As a consequence, we do
tions are based on the AUC. The-F1 score shows some unexplained©t necessarily expect a match between the output of the model and
effects such as a lower value observed when the model is trained orft PSychometric function when varying the SNR of the alarm present
5.5-second clips and tested on 1-second clips. The investigation of " & Clip- Yet, we did try to observe the output of the model when the

Figure 1. Psychometric function of a clip froeubA The rate of
positive responses averaged across all participants as a function of
the SNR is represented by the plain curve. The dotted curve with
tround markers shows the values taken by the last neuron.

these effects may require a more detailed analysis. inp_uts were the same clips etibAwith different SNRs. The acti?
vation of the last neuron was found to roughly follow the evolution
Tes of what could be interpreted as a psychometric curve. This result
Trainin 0.1 05 1.0 55 opens up analytical perspectives for future studies. An example is
0.1 AUC| 886 14 532 111 518 119 501 75 shown in Figure 1.
T OFL 818 16 360 195 329 206 322 210
05 AUC | 533 132 921 15 555 149 501 67 6. CONCLUSION
™~ FL | 444 177 850 13 419 187 338 202
1.0 AUC | 439 152 535 135 895 18 477 60 In this paper, we proposed a proof of concept of a new approach
"(:llj . 3868;78 16535 ‘;52’53 11‘27 ggg 12 ‘;0‘5% 11‘33 to assess the audibility of acoustic alarms. We presented an experi-
55 e 753 65 800 57 757 4o 870 12 mental procedure that was speci cally designed to collect a dataset

with perceptual annotation. This dataset was used to develop a
odel that gave auspicious results on a binary classi cation task.
oth the in uence of the training data and the importance of the

temporal context have been investigated. Our results showed that

it is possible to predict the audibility of acoustic alarms in relative
accordance with human perception, even if training was made on

a dataset that was collected using a much lighter procedure than

As previously mentioned, psychoacoustical experiments are usuallyusual psychoacoustical tests. However, we are aware of the lack

conducted in a repeated measures design. For example, in order tof a baseline to compare the results of the present work, and there-

evaluate the audibility of an alarm througiesNotask, acommon  fore plan to collect new perceptual data with different annotators
approach consists in presenting same clip once or several times tavhose "performance” will serve as a basis for comparison with the
every participant. With such procedure, we can measure the pro-model. Lastly, the psychoacoustical experiments presented in this
portion of Yesresponses over all trials. Then by varying a given article are part of a broader experimental method that includes the
attribute of the stimulus, it is possible to establish a relationship numerical rating of the audibility and a detection task that have not
between this speci ¢ attribute and the subjects' responses. Such abeen detailed here. The data collected on this occasion will be used
relationship is called a psychometric function. in future developments.

Table 3: Performance on test set depending on the clip length use
for training and evaluation.

5.3. The model's output as a psychometric value
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ABSTRACT several recordings collected from various beekeepers which were
manually segmented and annotated as tooting or quacking. Second,

Yve present an acoustic analysis through timbre features to discrim-

Pfiate between the tooting and the quacking signals. Finally, we

¢ iffactl;)rslgunng thfe lfe o(;_tr:_e colon_y. S.UCh tsounds are O; |nt§r- assess several methods for a supervised detection and classi cation
est for beekeepers for predicing an imminert Swarming ot a bee- ¢ 5 ,4jq elq recordings of beehive sounds. This paper is organized

hive. The present study |ntrod_u;es a nove_l publicly ‘?‘Va"ab'e datasetas follows. In Section 2, we explain the differences between piping
made of several honey bee piping recordings allowing for the eval-

" f fut dio-based detecti d ii thod signals and we introduce our new proposed dataset. In Section 3, we
uation of future audio-based detection and recognition metho s'perform an acoustic analysis of piping sounds using timbre features.
First, we propose an analysis of the most relevant timbre features

for discriminating bet tooti d ki ds which Section 4 presents our audio detection and classi cation results us-
or discriminating between tooting and quacking sounds which are ing several proposed methods. Finally, the paper is concluded by a
two distinct types of piping signals. Second, we comparatively as-

: ; . discussion with future work directions in Section 5.
sess several machine-learning-based methods designed for the de-

tection and the identi cation of piping signals through a beehive- 2. MATERIALS
independent 3-fold cross-validation methodology.

Piping signals are particular sounds emitted by honey bees durin
the swarming season or sometimes when bees are exposed to s

Index Terms— bees piping signals, quacking, tooting, audio 2.1. Tooting and Quacking

signal recognition, smart beekeeping Piping sounds (cf. Fig. 1) are among the most noticeable signs of
swarming. Tooting corresponds to the sound emitted by a virgin
1. INTRODUCTION queen bee who announces her presence by releasing pheromones

and by tooting. Tooting corresponds to a series of pulsed, high-

Nowadays, smart beekeeping is gaining interest since it aims at deitched sounds produced by pressing her thorax and operating her
veloping innovative methods for enhancing the monitoring of bee- Wing-beating mechanism without spreading her wings [10]. Ma-
hives using Al techniques. To this end, the audio-based approacHure queens s_tlll con _ned within their gqueen cells answer the toot-
[1, 2] is promising since it allows to use low-cost sensors for moni- NG With a distinct piping sound, calléduacking A chorus of syn-
toring a bee colony. Recent work pioneered the bee sound analysighronized quacking follows each tooting, and those speci ¢ swarm-
problem through a machine learning approach to predict the differ- g sounds are broadcasting in the bee nest as vibrations of the
ent health states of a beehive. For example, the task of predicting®®mPs and perceived by vibration detectors in the workers' tarsi
the bee queen presence is investigated in [3, 4] and could help peelll]. Toots and quapks are made of different varying pulses: durln_g
keepers to reduce the number of inspections which are stressful folthe process of tooting, the queen produces a one-second-long pipe
a beehive. The prediction of colony swarming from audio signal immediately followed by several bursts of less than half a second.
is investigated [5, 6] and can be related to speci ¢ sounds emitted The fundamental frequency increases with the age of queens, rang-
by the bees. Several studies analyze different piping sounds and"d from 200 to 550 Hz, and is usually observed around 400 Hz
show their interest for beekeepers [7, 5, 6]. Other studies explain[12]- Quacks are made of several short pulses which are typi-
that piping signals can also have other functions for synchronizing cally less than 02 seconds at a lower fundar_nental frequency around
the colony activity [7, 8]. Such particular sounds can respectively 350 Hz [13]. Piping sounds are not only emitted by queens but also
be emitted by bee workers or by a queen and can easily be distin2Y Workers in queenless colonies: laying-workers and guarding-
guished from classical background beehive sounds. A more recentVorkers [14]. More recent studies show that workers could emit
study [9] proposes an acoustic analysis of piping signals which canPiPing sounds to prepare a synchronized liftoff [7]. This prompts
be segregated into two classes with speci ¢ audio signatures: toot-& conclusion that workers pipe in a variety of circumstances, while
ing and quacking. Both tooting and quacking signals can occur dU€ens pipe only in the context of colony reproduction [15]. The

about 1 day before swarming and their occurrences can increase evdUeens’ toots and quacks last several seconds and are broken up
ery 10 minutes during approximately 6 hours. into syllables [12]. Piping sounds emitted by workers come from

The present study pursues the piping sounds investigation with several sources and have a duration below one second. It often con-

an analysis of the most relevant audio features using a machineSists of a single pulse [14].
learning-based methodology. Our contributions are manifold. First,
we introduce a new publicly available audio piping dataset made of 2.2. New Proposed Piping Dataset

This work is partly supported by the French ANR ASCETE project \We introduce a novel dataset of natural honey bee piping audio
(ANR-19-CE48-0001). signals which was built by collecting 44 different recordings pub-
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3. ACOUSTIC ANALYSIS

3.1. Signal analysis

We present in Fig. 1 the waveform of a tooting and of a quacking
signal both extracted from our proposed dataset (Toot1l and Quack1)
with almost the same duration of about 6 seconds. Colored in red,
we plot the Root Mean Square (RMS) envelope computed for a
window length of 23ms. We also display the spectrograms of the
same signals where the fundamental frequelrgy €stimated us-
ing the SWIPE method [18] is highlighted. From these observa-
tions, one can notice that tooting and quacking are both harmonic
signals but with very different temporal and spectral structures. The
tooting signal contains longer pulses with a highgr(mean value
of 1 = 382:97Hz with a standard deviationy = 61:45Hz) and
a slightly lower number of pulses for the same observation duration.
For the comparison, the quacking signal contains more pulses with
(a) Tooting alowerFo ( @ = 306:60 Hz, o = 23:98 Hz). We also notice
that theFo decreases at the end of each pulse for both tooting and
guacking signals.

Table 1: Top-10 most relevant timbre descriptors selected using a
mutual information criterion.

Timbre feature Relevance score
1 | ERB-gammmatone Spectral Centrojid 0.428
2 ERB-gammatone Spectral Kurtosis 0.419
3 ERB-fft Spectral Kurtosis 0.402
4 ERB-gammatone Spectral Skewness  0.373
5 ERB- fft Spectral Skewness 0.373
6 ERB-fft Spectral Centroid 0.371
7 ERB-fft Spectral Spread 0.334
8 Zero-crossing rate 0.321
9 STFT Spectral Kurtosis 0.314
10 STFT Spectral Roll-Off 0.311

(b) Quacking
3.2. Timbre Feature Selection
Figure 1. Spectrograms with highlighté® and waveforms with

RMS envelope of two distinct piping signals. The timbre toolbox proposed by Peeters et al. [16] proposes a large

set of hand-crafted audio features used in various audio recogni-
tion tasks. These features are expected to convey information about
the perceived timbre of an arbitrary sound. They include tempo-
lished on the YouTube platform by various beekeepers around theral, spectral, harmonic and perceptual descriptors which are directly
world.These audio recordings were obtained in eld conditions us- computed from the waveform and from the time-frequency repre-
ing various non-professional microphones located close to the beesentation of the analyzed signal. In this study, we investigate a
hive when a piping signal is emitted. Each recording has a dura-total of 164 timbre features (cf. [19] Table. 2 for details) summa-
tion varying from 2 to 13 seconds and is annotated according torized by median and Inter Quartile Range (IQR) statistics related
the beekeeper comment respectivelyTastingor Quacking We to the signal acoustic parameters. In Table 1, we present the top-
extracted and segmented the audio from 14 distinct videos from 10 most relevant features sorted by descending order of relevance
which the signal is recorded without a loss of quality into WAVE according to the mutual information (MI) criterion [20] by consid-
les with a sampling frequency offs = 22:05 kHz and a sample  ering the tooting/quacking classi cation problem. Our computation
precision of 16 bits. After manually removing the silent and spu- uses the scikit-learn Ml python implementation which shows that
rious frames, the resulting dataset contains 36 tooting signals andoerceptual-based Equivalent-Rectangular-Bandwith (ERB) spectral
8 quacking signals which correspond to a duration of 145 secondsfeatures appear to be the most relevant. Fig. 2a plots in 3 dimen-
for tooting and 60 seconds for quacking (total 205 seconds). To sions the whole dataset where each individual corresponds to a one-
avoid possible copyright issues, we only made publicly available second-long frame where the axes correspond to the top-3 most rel-
the Short-Time Fourier Transform (STFT) matrices and the timbre evant features. This gure shows that the components can almost
descriptors computed using a matlab implementation of the timbre be separated into two distinct clusters corresponding to tooting and
toolbox [16] from the post-processed signals used in our experi- quacking signals (plotted with different colors) using only 3 rele-
ments. We propose a more detailed description of the dataset convant features. In Fig. 2b, we plot a whole dataset projection using
taining the links of the original Youtube videos with our matlab Principal Component Analysis (PCA) which is a dimension reduc-
loader codes published on IEEE DataPort [17]. tion method reducing the redundancy between the features while
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preserving original data inertia. This second projection shows that
the separation between tooting and quacking sounds is not trivial
despite each cluster seem located in a different area. Finally, we
perform a Linear Discriminant Analysis (LDA) [21] which can be
viewed as a supervised PCA providing the optimal linear projection
of the dataset which maximizes the Euclidean distance between in-
dividuals of different classes while minimizing the distance between
individuals of the same class. Fig. 2c shows that there exists a lin-
ear combination of the original timbre features enabling to perfectly
separate tooting and quacking sounds. This result paves the way of
a supervised classi cation investigated in Section 4.

4. DETECTION AND CLASSIFICATION RESULTS

4.1. Experimental Setup

We focus on two distinct tasks which consist of the detection of
piping signals and the discrimination between tooting and quacking
piping signals. To this end, we consider three distinct experiments.
Experiment 1 focuses on the detection of piping signals from bee-
hives recordings. We address this problem through a binary classi-
cation problem involving samples from our proposed dataset and
beehive recordings from the OSBH dataseiade of several bee-
hives sounds.Experiment 2 focuses on the binary piping audio
classi cation problem which consists in identifying respectively
tooting and quacking signals where 145 recordings are labeled as
tooting and 60 recordings aguacking Experiment 3 considers
both the detection and the classi cation problem that is addressed
through a 3-label supervised classi cation approach consisting in
predicting if a signal is &oting, aquackingor anon-pipingsignal.

For each experiment, datasets are preprocessed by splitting signals
into one-second-long chunks sampled=at= 22:05 kHz. Each
signal is centered by subtracting the mean and the amplitude is nor-
malized by dividing each sample layax(jxj). Our evaluation uses

a 3-fold cross-validation methodology (2 training folds and 1 testing
fold) where the recordings are beehive-independent to avoid over t- (b) PCA
ting and to assess over the whole dataset the generalizing capability

of the trained models. Hence, all recordings from the same Youtube

video are only present into a unique fold and cannot simultaneously

appear in both the training and testing sets. In experiments 1 and 3

involving non-pipingsignals, we randomly add bee signals from the

OSBH dataset to obtain the same numbepipfng andnon-piping

signals in each fold.

4.2. Methods
4.2.1. Classi cation

We comparatively assess four distinct supervised classi cation

methods suitable for beehive audio signals. THeB+SVM

method uses the 164 timbre descriptors investigated in Section 3

combined with a support vector machines (SVM) classi er with a

Gaussian radial basis function kernel [22].  The propokbd

CNN method uses the modulus of the discrete Fourier transform

of the signal as input of a 1D-convolutional neural network (CNN) (c) LDA
with residual connections. This architecture (total: 7,684,226 train-

3—-4 November 2022, Nancy, France

(a) Top-3 most relevant timbre features

able parameters) is made of 4 residual blocks with a different num- Figure 2: Three-dimensional projections of our proposed piping
ber of kernel lters (sequentially: 16, 32, 64, 128). Each resid- dataset where each point corresponds to a one-second-long excerpt.

ual block is made of 3 one-dimensional convolutional layers inter-
spersed by the addition of the input followed by a Recti ed Lin-
ear Unit (ReLU) activation and a max-pooling. Output of the last

residual block is average-pooled and connected to 3 fully-connected(FC) layers including atten and with ReLU and softmax activation

for the nal output. TheMFCC+CNN and theSTFT+CNN are

Lhttps://zenodo.org/record/1321278 based on the same 2D-CNN architecture (total: 404,770 trainable
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parameters) with 2 distinct inputs: Mel-Frequency Cepstral Coef - using theSTFT+CNN method with an overall accuracy of 95%,
cients (MFCC) and the spectrogram de ned as the squared moduludollowed from far by theMFCC+CNN method which obtains an

of the short-time Fourier transform (STFT). The proposed 2D-CNN accuracy of 78%. Despite efforts, the two other techniques fail to
architecture is inspired from [2] and consists of 4 convolutional identify quacking sounds and obtain poorer results with a quacking
blocks containing 16 kernel lters of siZ2 3,a2 2max-pooling F-measure below 0.5. These poor quacking recognition results are
layer and a 25% dropout layer. The output is connected to a 3 FCcon rmed in Experiment 3 (cf. Table 4) where the best method re-
layers including 2 dropout layers of respectively 25% and 50% fol- main STFT+CNN for which the results are poorer thankxperi-
lowed by a softmax activation function to compute the output pre- ment 2. This suggests the best pipeline which detects piping signals
dicted label. Convolutional and FC layers both use a LeakyReLU usingMFCC+CNN or TTB+SVM before attempting to discrimi-
activation function de ned aseakyRELU (x) = max( x;x ), nate between tooting and quacking signals usig-T+CNN.

with =0:1.

4.2.2. Detection Table 2: Experiment 1: Piping signals detection comparative re-

sults.
For detecting piping in an arbitrary audio signal as proposétkin - _
periment 1, we also consider the 4 proposed classi cation meth- M [ Feat. dimensior] Label | F;efs:"‘ P'ZZZ"’”‘ F;)SC&;”Q‘ Acouracy |
ods using a binarpiping/non-pipingtaxonomy. We also consider | 70 kem. model 1 Zlgr':giping ooy | ov | osr | oss
two additional methods based on the stochastic modeling of the| rocauss. mode] s aoing | 2. | o3 | oss | oss
estimatedFo distribution respectively for piping and non-piping [ oo Piping | 0.91 | 0.96 0.94
signals. This later approach is motivated by the harmonic prop- 164 Ei‘;?r;gm'”g oor | 9ss | 095 | 094
erty of piping signals described in Section 3. TRe Gaussian 1D-CNN 11,025 | Non-piping| 1.00 | 0.88 | 0.93 093
model estimates the parameters= [ ; _2] of a Gaussian proba- MFCC+CNN 17 a7 ngiping S S A
bility distribution used to model respectively piping and non-piping STETTONN Piping | 0.86 | 0.96 0.91
signals. Thus, given the estimatEd denotedf« of a signal, the 512 42 | Non-piping| 097 | 089 | 098 0.92

decision to detect a piping signal is made whfyj piping ) >
P(fxj non piping ). The FO kernel modelis a variant of theFO
Gaussian modewherep(fxj piping ) is estimated using the empir-
ical distribution (i.e. histogram) of the estimateg smoothed by a
convolution product using a Gaussian kernel [23]. Our eXperimentS\ Method [ Feat. dimension| Label | Recall | Precision]| F - score| Accuracy |

Table 3: Experiment 2: Piping signals binary classi cation compar-
ative results.

used the SWIPE, estimator [18] for which the median functionis 5. qum Tooting | 0.78 | 0.85 0.71
used to summarize a frame of signal with an arbitrary length. 164 Quacking| 024 | 018 | 038 | 066
1D-CNN ooting 0.97 0.72 0.82
11,025 Quacking| 0.08 | 0.50 0.14 0.71
4.3. Implementation details Tooting | 0.93 | 0.79 0.86
P MFCC+CNN 17 47 Quacking| 042 | 071 | 053 0.78
The 17 rst cepstral coef cients of thé/FCC+CNN method are | STFT<CNN | g0 1o | oaieng| 006 | 087 | o6s | o5

computed each 20 ms. The STFT is computed using a Hann anal-
ysis window with a 50% overlap and a FFT sizeMf = 1025

(i.e. 512 positive frequency bins). The input of thB-CNN is Table 4: Experiment 3: Simultaneously Detection and classi cation
set to half of the frequency sampling due to the Fourier transform classi cation comparative results.

Hermitian symmetry of a real signal (i.e. 11,025 real-valued co-

ef cients). During the testing of each of the 3 folds, we use data [Method [ Feat dimensior f"bf' ‘ Roe;:"‘ P’g";zi‘)"‘ F;)S;;”e‘ Accuray|
. P - . ootin B . .
augmentation (DA) [24] to arti cially increase the number (_)f train- | TTB+SVM 164 Quack?ng 003 | 012 0.05 0.82
ing recordings by generating new samples from the original ones Qon-plping | 999 | 989 | o
aye . . . ootin . N .
by the a_ddlt_lon of a white Gaussian noise (SN_RZS dB) and by 1D-CNN 11,025 Quack?ng 010 | 054 0.16 0.85
the application of temporal random circular shifts. The results re- ?0“{,13“""9 ggg 82? ggi
. . ootin B . .
ported in Tab_les 2,3 aqd 4 corre_spond tothe t_;est ones obtained afterMFCC+CNN 17 47 Quack?ng 018 | 045 0.26 0.84
several iterations (no signi cant improvement is shown by data aug- ?‘J“tjpipi"g ggi 83‘7’ ggg
. . . . ootin B . ..
mentation). The training of our CNN methods is con gured for a | STFT+CNN 512 42 Quack?ng 050 | 076 0.60 091
constant number of 25 epochs for thB-CNN and 50 epochs for Non-piping | 0.99 | 0.89 0.94

the2D-CNN, with a batch size of 16. The overall evaluation frame-
work and theTTB+SVM method are implemented in matlab. The

deep learning methods are implemented in Python using Keras with 5. CONCLUSION
Tensor ow frameworks. Our codes are freely available orflifoe
the sake of reproducible research. We introduced a new dataset made of beehive piping sounds de-

signed for identifying tooting and quacking signals emitted by
bees. The most relevant timbre features were presented and re-
veal a link with perceptual spectral features. Our numerical ex-

According to Table 2, the best detection results in terms of ac- Periments involving several state-of-the-art approaches show that a
curacy forExperiment 1 are obtained using th€TB+SVM and time-frequency represention combined with a 2D-CNN is currently
the MECC+CNN method which both obtain 94%. The best pip- the most promising approach for addressing the tooting/quacking

ing classi cation Experiment 2) results (cf. Table 3) are obtained binary classi cation problem and can obtain an accuracy above
85%. Future work consists in evaluating new methods in more real-

Zhttps://fourer.fr/dcase22 istic application scenarios involving embedded systems.

4.4, Comparative results

44



Detection and Classi cation of Acoustic Scenes and Events 2022

[1]

(2]

(3]

[4]

[5]

[6]

[7]

(8]

6. REFERENCES

S. Cecchi, A. Terenzi, S. Orcioni, P. Riolo, S. Ruschioni, and
N. Isidoro, “A preliminary study of sounds emitted by honey
bees in a beehive,” iAudio Engineering Society Convention

144, Milan, Italy, May 2018.

S. Cecchi, A. Terenzi, S. Orcioni, and F. Piazza, “Analysis
of the sound emitted by honey bees in a beehive Aurdio
Engineering Society Convention 14019.

I. Nolasco and E. Benetos, “To bee or not to bee: Investigating

machine learning approaches for beehive sound recognition,”[
1

in Proc. DCASENov. 2018.

I. Nolasco, A. Terenzi, S. Cecchi, S. Orcioni, H. L. Bear, and
E. Benetos, “Audio-based identi cation of beehive states,” in
Proc. IEEE ICASSP2019, pp. 8256-8260.

A. Zgank, “Bee swarm activity acoustic classi cation for an
iot-based farm service3ensorsvol. 20, no. 1, p. 21, 2020.

M.-T. Ramsey, M. Bencsik, M. |. Newton, M. Reyes, M. Pioz,
D. Crauser, N. S. Delso, and Y. Le Conte, “The prediction
of swarming in honeybee colonies using vibrational spectra,”
Scienti ¢ reports vol. 10, no. 1, pp. 1-17, 2020.

T. D. Seeley and J. Tautz, “Worker piping in honey bee swarms
and its role in preparing for liftoff,"Journal of Comparative
Physiology Avol. 187, no. 8, pp. 667—676, 2001.

C. Thom, D. C. Gilley, and J. Tautz, “Worker piping in honey
bees (apis mellifera): the behavior of piping nectar foragers,”
Behavioral Ecology and Sociobiologyol. 53, no. 4, pp. 199—
205, 2003.

[9] T. Yamamoto, M. Sugahara, R. Okada, and H. Ikeno, “Differ-

(10]

(11]

(12]

ences between queen piping temporal structures of two hon-
eybee species, apis cerana and apis mellifekpjtologie
vol. 52, no. 2, pp. 524-534, 2021.

J. Simpson, “The mechanism of honey-bee queen piping,”
Zeitschrift fir vergleichende Physiologierol. 48, no. 3, pp.
277-282, 1964.

J. Simpson and S. M. Cherry, “Queen con nement, queen
piping and swarming in apis mellifera colonieghimal Be-
haviour, vol. 17, pp. 271-278, 1969.

A. Michelsen, W. H. Kirchner, B. B. Andersen, and M. Lin-
dauer, “The tooting and quacking vibration signals of honey-
bee queens: a quantitative analysigurnal of Comparative
Physiology Avol. 158, no. 5, pp. 605-611, 1986.

45

(13]

(14]

(17]

(18]

(19]

(20]

[21]

(22]

(23]

(24]

3—-4 November 2022, Nancy, France

W. Kirchner, “Acoustical communication in honeybee&i-
dologie vol. 24, no. 3, pp. 297-307, 1993.

T. Ohtani and T. Kamada, “worker piping" The piping
sounds produced by laying and guarding worker honeybees,”
Journal of Apicultural Researchvol. 19, no. 3, pp. 154-163,
1980.

S. Pratt, S. Khnholz, T. D. Seeley, and A. Weideiifter,
“Worker piping associated with foraging in undisturbed
gueenright colonies of honey beeapidologig vol. 27, no. 1,
pp. 13-20, 1996.

6] G. Peeters, B. L. Giordano, P. Susini, N. Misdariis, and

S. McAdams, “The timbre toolbox: Extracting audio descrip-
tors from musical signals,The Journal of the Acoustical So-
ciety of Americavol. 130, no. 5, pp. 2902-2916, 2011.

A. Orlowska and D. Fourer, “ldenti cation of beehive
piping audio signals,” iIlEEE Dataport (d0i:10.21227/53mg-
g936) 2021. [Online]. Available: https://dx.doi.org/10.21227/
53mg-g936

A. Camacho and J. G. Harris, “A sawtooth waveform inspired
pitch estimator for speech and musid@he Journal of the
Acoustical Society of Americaol. 124, no. 3, pp. 1638-1652,
2008.

D. Fourer, J.-L. Rouas, P. Hanna, and M. Robine, “Automatic
timbre classi cation of ethnomusicological audio recordings,”
in Proc. ISMIR Taipei, Taiwan, Oct. 2014.

N. Hoque, D. K. Bhattacharyya, and J. K. Kalita, “Mifs-nd: A
mutual information-based feature selection methdtkpert
Systems with Applicationsol. 41, no. 14, pp. 6371-6385,
2014.

T. W. Anderson,An Introduction to Multivariate Statistical
Analysis New York, USA: Wiley-Blackwell, 1958.

A. J. Smola and B. Sdikopf, “A tutorial on support vector
regression,’Statistics and computingol. 14, no. 3, pp. 199—
222, 2004.

A. W. Bowman and A. Azzalini,Applied smoothing tech-
niques for data analysis: the kernel approach with S-Plus il-
lustrations OUP Oxford, 1997, vol. 18.

D. A.VanD. and X.-L. Meng, “The art of data augmentation,”
Journal of Computational and Graphical Statistiosol. 10,
no. 1, pp. 1-50, 2001.



Detection and Classi cation of Acoustic Scenes and Events 2022 3-4 November 2022, Nancy, France
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ABSTRACT SELD has received broad attention recently. Adavanne et al. [1]
L ) ) . proposed a polyphonic SELD approach using an end-to-end net-
Sound event localization and detection (SELD) is a joint task work, SELDnet, which was utilized for a joint task of SED and
of sound event detection and direction-of-arrival estimation. In regression-based DoA estimation. SELD was then introduced in
DCASE 2022 Task 3, types of data transform from computation- 155y 3 of the Detection and Classi cation of Acoustics Scenes and
ally generated spa_tlal recordings to recordings of rez_al-sound SCeNeSgyents (DCASE) 2019 Challenge for the rst time, which uses the
Our system submitted to the DCASE 2022 Task 3 is based on ourtay gpatial Sound Events 2019 dataset [2]. Most datasets of spa-
previous proposed Event-Independent Network V2 (EINV2) with 5 sound events are computationally simulated and these record-
a novel data augmentation method. Our method employs EINVZ i, are generated by convolving randomly chosen sound event ex-
with a track-wise output format, permutation-invariant training, and amples with a corresponding random real-life spatial room impulse
a soft parameter-sharl_ng ;trategy, to d_etect different sound e"ent%sponse (SRIR) to spatially place them at a given position [2—4].
of the same class but in different locations. The Conformer struc- bring each iteration of Task 3 of DCASE Challenge closer to
ture is used for extending EINV2 to learn local and global features. real conditions, stronger reverberation, diversity of environment,

A data augmentation method, which contains several data augmeng,namic scenes with both moving and static sound sources, ambient
tation chains composed of stochastic combinations of several d'f'noise sound events of the same type, and unknown directional in-
ferent data augmentation operations, is utilized to generalize theye fering events out of the target classes were added into datasets to
model. To mitigate the lack of real-scene recordlngs.ln the devel- complicate the SELD task. In 2022, the challenge transforms from
opment dataset and the presence of sound events being unbalancegymptationally simulated spatial recordings to real spatial sound
we exploit FSD50K, AudioSet, and TAU Spatial Room Impulse Re- gcene recordings. The Sony-TAu Realistic Spatial Soundscapes
sponse Database (TAU-SRIR DB) to generate simulated datasets fobgo, (STARSS22) dataset is manually annotated and released to

training. We present results on the validation set of Sony-TAu Real- gerye a5 the development and evaluation dataset of DCASE2022
istic Spatial Soundscapes 2022 (STARSS22) in detail. Experimen-14¢k 3 this vear [5].

tal results indicate that the ability to generalize to different environ-

i SELDnet is unable to detect sound events of the same type but
ments and unbalanced performance among different classes are two .., = - . S
with different locations [1], which is also called homogeneous over-

main challenges. We evaluate our proposed method in Task 3 Oflap. An event-independent network (EIN) with a track-wise out-

the DCASE 2022 challenge and obtain the second rank in the teams f he h |
ranking. Source code is releaded put format was proposed to detect the homogeneous overlap prob-

lem [6-8]. In EIN, there are several event-independent tracks, and

Index Terms— Sound event localization and detection, real each track can be of any event. The number of tracks needs to
spatial sound scenes, Event-Independent Network, data augmentebe pre-determined according to the maximum number of overlap-
tion chains, simulated datasets ping events. EINV2, an improved version of EIN, utilizes multi-
head self-attention (MHSA) and a soft parameter-sharing strategy
of multi-task learning to achieve better performance [7].

The training set often deviates from real-scene spatial and

Sound event localization and detection (SELD) consists of sound acoustical environments, and mismatched distribution of locations
event detection (SED) and direction-of-arrival (DoA) estimation. @nd sound types between the training set and test set is common.
SED aims to detect the presence and types of sound events, and novel data augmentation method is used to generalize the model
DoA estimation predicts the spatial locations of different sound [8: 9] The data augmentation method contains several data aug-
sources. SELD characterizes sound sources in a spatial-temporarme”tat'on chains. These data augmentatlon c_halns consist of some
manner. SELD plays an important role in a wide range of applica- "andomly sampled data augmentation operations. The augmenta-
tions, such as robot auditory and surveillance of intelligent home. tion method can increase the diversity of augmented features.

In this study, our system is based on our previous proposed
Ihttps://github.com/Jinbo-HU/DCASE2022-TASK3 EINV2 with data augmentation chains. EINV2 is extended by

1. INTRODUCTION

46



Detection and Classi cation of Acoustic Scenes and Events 2022 3-4 November 2022, Nancy, France

Conformer, which is a combination structure of self-attention and
convolution. The data augmentation method is composed of sev-
eral augmentation operations. These data augmentation opera-
tions are sampled and layered randomly to combine to several data
augmentation chains [8]. External data is allowed in this chal-
lenge. We generate simulated data by randomly convolving cho-
sen samples of sound events from AudioSet [10] and FSD50K [11]
with measured SRIRs from TAU Spatial Room Impulse Responses
Databas&(TAU-SRIR DB). The experimental results show the pro-
posed model with the novel data augmentation method, which was
trained on our simulated data, outperforms the DCASE2022 chal-
lenge Task 3 baseline model which was trained on of cial synthetic
SELD mixture$. In addition, we present class-wise and room-wise
metric scores of the validation set of STARSS22 in detail. The pro-
posed system obtains the second rank in Task 3 of DCASE 2022

Challengé.
Figure 1: The architecture of the SELD network, which is a Conv-
2. THE METHOD Conformer network. The upper half (yellow boxes) is the SED task.
The lower half (blue boxes) is the DoA estimation task. The green
2.1. Input features boxes sandwiched between SED branch and DoA branch indicate

soft connections between SED and DoA estimation.
In this method, log-mel spectrograms and intensity vectors (V)
in log-mel space are used for features of the SELD task. First From multi-task learning (MTL) perspective, joint SELD learn-
order ambisonics (FOA) include four-channel signals, i.e., omni- ing can be mutually bene cial. Hard parameter-sharing (PS) and
directional channelv, and three directional channelsy, andz. soft PS are two typical methods to implement MTL. Hard PS means
Log-mel spectrograms are computed from the mel Iter banks and sybtasks use the same feature layers, while soft PS means subtasks
the short-time Fourier transform spectrograms, and IVs are cross-yse their own feature layers with connections existing among those

correlation of log-mel spectrograms of with x, y andz [12]. feature layers. In [7], experimental results show that soft PS using

These features are directly calculated online using a 1-D convolu- cross-stitch is more effective.

tional layer, which supports data augmentation on raw waveform. EINV2, which combines the track-wise output format, PIT, and
soft PS, is utilized in our system. Three tracks are adopted to ad-

2.2. Network Architecture dress up to three overlapped sound events. Multi-head self-attention

(MHSA) blocks are replaced with Conformer blocks. Conformer

consists of two feed-forward layers with residual connections sand-
wiching the MHSA and convolution modules, and hence has the
ability to capture global and local patterns. [8, 13]. Our proposed
network is shown in Fig. 1.

The track-wise output format was introduced in our previous works
[6-8]. It can be de ned as

Yrackwise=  (YsED ;YDoA ) | Ysep 2 Ogl K vba 2R™ 3 (1)

whereM is the number of tracks is the number of sound-event
types,O“S" K is one-hot encoding df classes, an8 is the set of
sound events. Cartesian DoA estimation is used here.

The number of tracks is determined by the maximum The main characteristic of our data augmentation method is using
polyphony. Each track can only detect a sound event with a cor- some augmentation chains [8,9,14]. These augmentation chains are
responding direction of arrival. While a model with a track-wise combined by some augmentation operations, which are randomly
output format is trained, sound events may be predicted in any track,selected and linked in chain. We randomly samiple 3 aug-
instead of a xed track. It may cause the track permutation prob- mentation chains. Augmentation operations that are used here in-
lem that sound events predicted and their ground truth may not beclude Mixup [15], Cutout [16], SpecAugment [17], and frequency
aligned in a xed track. Permutation-invariant training (PIT) is pro- shifting [18]. Rotation of FOA signals [19] is an additional aug-
posed to tackle the problem effectively. The PIT loss is de ned as mentation method, but excluded by data augmentation chains. The

diagram of data augmentation chains is shown in Fig. 2.

X n sED \DoA 0 Mixup utilize convex combinations of pairs of feature vectors

Ler ()= I o+@ ) ® @ and their labels to train the model. Mixup on both raw waveform
M and spectrograms is used here to improve the ability of detecting
overlapping sound events. While random Cutout produces several

rectangular masks on spectrograms, SpecAugment produces stripes

masks on time and frequency dimension of spectrograms. Fre-

qguency shifting in the frequency domain is similar to pitch shift

in the time domain, and it randomly shifts input features of all
the channels up or down along the frequency dimension by sev-

2.3. Data Augmentation Chains

where 2 P(t) indicates one of the possible permutations and
is a loss weight between SED and DoA&EP is binary cross
entropy loss for the SED task, anB®* is mean square error for
the DoA task. The lowest loss will be chosen by nding a possible
permutation, and the back-propagation is then performed.

2https://doi.org/10.5281/zenodo.6408611 eral bands. We also use a spatial augmentation method, rotation of
3https://doi.org/10.5281/zenodo.6406873 FOA signals. It rotates FOA format signals by channel swap to en-
“https://dcase.community/challenge2022 rich DoA labels. This method does not lose physical relationships
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Table 1: The SELD performance of our proposed system. The training set of STARSS22 is mixed into synthetic training set by default.

3—-4 November 2022, Nancy, France

Validation set Evaluation (Blind test) set
System Datasets| ER2g Foo LEcp LRcp ER g Foo LEcp LRcp
Baseline FOA [5] Of cial 0.71 21.0% 293 46.0% | 0.61 23.7% 229 51.4%
EINV2 w/o dataAug chains| Of cial 0.75 32.3% 24.0 56.1% - - - -
EINV2 w/ dataAug chaing Of cial 0.56 42.4% 193 61.4% - - - -
System #1 A+B+C 0.50 48.4% 195 65.7% | 0.44 49.2% 166 70.4%
System #2 A+B 0.50 51.0% 164 65.9% | 040 57.4% 151 70.6%
System #3 A 0.53 48.1% 178 62.6% | 0.39 55.8% 16:2 72.4%
System #4 B 053 454% 174 62.5% | 040 50.9% 159 69.4%

greatly. The maximum number of the overlaps is 5, but those cases
are very rare [5]. The overlap of 4 and 5 accounts for the propor-
tion of 1.8% in total. Occurrences of up to 3 simultaneous events
are fairly common, so we ignore the case scenarios that the num-
ber of overlapping events is more than 3. During the development
stage, we train our proposed model on mixed datasets of synthetic
recordings and the training set of STARSS22, and evaluate those
systems using the validation set of STARSS22. During the evalua-
tion stage, both synthetic recordings and all of the development set

between sound sources and observers. We use z-axis as the rotatioor{ STARSS22 are used for training.

axis to swap directional channelandy, which leads to 16 types
of channel rotation.

Figure 2: Diagram of data augmentation chains

3.2. Hyper-parameters

Audio clips are segmented to have a xed length of 5 seconds with
no overlap for training and inference. Log-mel spectrograms and
intensity vectors features, with 24 kHz sampling rate, a 1024-point
Manual annotations are expensive and the duration of STARSSZZHanning window with a hop size of 400, and 128 mel bins, are

(about 5 hours of the development set) is limited compared with the extracted from these audio segments. AdamW optimizer is used.
synthetic datasets (about 13 hours synthetic recordings in DCASEThe learning rate is set to 0.0003 for the rst 70 epochs and then
2021) used in previous years, therefore, external datasets are useglecreased to 0.00003 for the following 20 epochs. The threshold

to improve the model performance. We generated simulated datefor SED is set to 0.5 to binarize predictions. The loss weigh
using the generator cotlprovided by DCASE 2022.

Samples of sound events are mainly sourced from FSD50K
dataset, based on af nity of the labels in that dataset to the tar-
get classes. The target clasackground musi@and the interfer-
ence classhuf ing cardsare not in FSD50K dataset, therefore, we We use the of cial evaluation metrics to evaluate the SELD perfor-
use AudioSet as a supplement. Spatial events were spatialized itTmance [20, 21]. The evaluation metrics use a joint metric of local-

9 unique rooms, using collected SRIRs from the TAU-SRIR DB ization and detection: location-sensitive F-scdfe{ ), error rate
dataset. The ambient noise from the same room was additionally(ER t ), and class-sensitive localization recalR(cp ), localiza-
mixed at varying signal-to-noise ratios (SNR) ranging from 30 dB tion error LEcp ). T means spatial threshold and is se2 in

to 6 dB. The maximum polyphony of target classes is 3, excluding this challengeF + andER 1 consider true positives predicted
additional polyphony of interference classes. under a spatial threshold from the ground truth. FAtEcp and

We select sound event samples whose labels signi cantly cor- LR¢p , the detected sound class has to be correct in order to count
responded to the target classes. Each sound event sample also hagtee corresponding localization predictions.
different energy gain for mixing. By setting different ranges of gain In the previous challenges, the evaluation metrics were micro-
and choosing different samples, we generate three datasets, A, Baveraged, which gives equal weight to each individual decision
and C. All of these synthetic datasets have 2700 1-minute clips.  and the performance is affected by the classes with more samples.
In this challenge, macro-averaging of evaluation metrics is used.
Macro-averaging gives equal weight to each class and emphasizes
the system performance on the smaller classes [22].

2.4. Simulated Data

3.3. Evaluation Metrics

3. EXPERIMENTS

3.1. Datasets )
3.4. Experimental Results
The STARSS22 dataset contains recordings of real scenes, and the

density of sound event samples and the presence of each class varig@ble 1 summarizes the performance of our proposed systems. The
of cial dataset means the synthetic mixtures for baseline training.

The system baseline, EINV2 without dataAug chains, and EINV2
with dataAug chains all use the same dataset for training. EINV2

Shttps://github.com/danielkrause/
DCASE2022-data-generator
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Figure 3: Metric scores of System #2 on validation set of STARSS22 in detail. The rst column shows metric scores of the whole validation
set. The following columns present metric scores of each room of validation set.

without data augmentation chains outperforms the baseline model, 4. CONCLUSION
whereas EINV2 with data augmentation chains performs better.

All con gurations of systems #1 - #4 are the same as system We have presented an approach using an Event-Independent Net-
EINV2 with dataAug chains, except for the training set used. The work V2 (EINV2) with a novel data augmentation method for real-
results also demonstrate the effectiveness of our simulated data ovelife sound event localization and detection. EINV2 is extended by
the of cial dataset. conformer blocks. The novel data augmentation method contains

The rst column of Fig. 3 shows class-wise metric scores of several augmen_tation chai_ns, which are stochastic combination_s of
System #2 on the validation set of STARSS22. The class-wise data augmentatlon operqtlons. For this challfenge, we synthesized
performance on the whole validation set is highly skewed, with more training Sa”?p'es Wh'Ch are convolved using sound events from
F 0 of knockclass being 80.0%, wherefs » of water tap FSD50k and AudioSet with measured room |mpulse responses from
and faucetlass being 2.2%.E cp of female speecblass andva- TAU-SRIR DB. Our m.odel with data augmentation chglns performs
ter tap and faucetlass is a lot higher than average. Other columns better than thg baseline modgl. Furthermorg, experimental results
of Fig. 3 present class-wise performance for each room. Unbal- show further improvement with our synthetic datasets. We also

anced class-wise performance among different rooms results in the'ShOW results on the validatiqn set of STARSSZZ in detail. Our pro-
skewed class-wise performance on the whole validation set. posed method is evaluated in the evaluation set of STARSS22, and

o . obtained the second best team in Task 3 of DCASE 2022 Challenge.
The performance of the localization in room 2 is the worst The study of the generalization ability to different environments and

among all the rooms, resulting in a directly signi cant increase of the performance for unbalanced classes will be analyzed further in
LEcp of female speechlass. It may be attributed to small room  he future work.

size of room 2 compared with other roomsRcp of walk, foot-

stepq0.0%) class andater tap and faucg2.4%) class in room 24

is very low. A possible reason is the low quality of synthetic train-

ing samples, because we ignore the natural temporal occurrences 5. ACKNOWLEDGEMENT

and spatial connections of some types of sounds happening in real

scenes when simulating data [5]. For example, the targetwlass  This work was partly supported by Frontier Exploration project in-
ter tap and fauceaind the directional interference clatishes, pots, dependently deployed by Institute of Acoustics, Chinese Academy
and pansoften occur simultaneously in room 24, which leads to of Sciences (No. QYTS202009), UK Engineering and Physical
many observed false negatives of the classer tap and faucein Sciences Research Council (EPSRC) grant EP/T019751/1 “Al for
the system output. It is dif cult to synthesis training samples that Sound”. For the purpose of open access, the authors have applied
contains the temporal and spatial relationships of sound events ina Creative Commons Attribution (CC BY) licence to any Author
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ABSTRACT 2. PROPOSED METHOD

In this article we describe Conditioned Localizer and Classi- 21 Motivati
er (CoLoC) which is a novel solution for Sound Event Localiza- <+ Vouvation

tion and Detection (SELD). The solution constitutes of two stages: From the perspective of statistical learning theory, the optimal

the localization is done rst and is followed by classi cation condi-  so|ytions to the problem of Empirical Risk Minimalisation (ERM)

tioned by the output of the localizer. In order to resolve the problem e conditional probability? (Y jX ) and conditional expectation
of unknown number of sources we incorporate the idea borrowed g (v jx ) for classi cation with cross-entropy loss and for regres-

from Sequential Set Generation (SSG). Models from both stagessjon with L2 loss respectively [7]. By abuse of language, we will
are SELDnet-like CRNNs, but with single outputs. Conducted rea- ¢4l the general solution to the ERM problem simply as conditional
soning shows that such two single output models are t for SELD propability and we will use notatior(Y jX ) andE (Y jX ) rather
task. We show that our solution improves on the baseline system ingrjyolously.
most metrics on the STARSS22 Dataset. SELD is the problem of simultaneous localization and detec-
Index Terms— DCASE2022 Challenge Task3, Sound Event tion, so the optimal solution in each time frame may be modeled as
Localization and Detection, CRNN, Ambisonics joint probability:
P(fc " ligi=1x jX);
1. INTRODUCTION wherec andl; denote the class and the location of a detected event
e; andk N; whereN is the maximal number of overlapping
Sound Event Localization and Detection (SELD) is a complex events. The rst problem rises from the fact that models do not
task with many applications in robotics and surveillance. Since gytput sets. The most popular workaround is to force a model to
2019, DCASE host annual Challenge in which Task3 is precisely gutput a list of lengttN denoting the individual tracks with class
SELD. This allows for gradual improvement of SELD systems over and |ocation information, where some tracks may be empty.
time. In our solution we rst localize all audio events using the Se-

The original SELDNet [1] has a drawback of being unable to qential Set Generation method, which simultaneously allows us
detect multiple overlapping occurrences of events from the sametg estimate the number of active sound sources. More precisely,

class. We follow [2] and henceforth we call this problewmoge-  the |ocalizer returns, in a sequential manner, directions of arrivals

neous overlapThus, a new track-wise output format has been in- (ppoas) conditioned by DOAs which it already returned starting
troduced in [2] incorporating Permutation Invariant Training (PIT) fom the empty set:

which precisely tackles the problem of homogeneous overlap. Since

then, PIT was used in the improved version of DCASE2021 Top so- I = E(IjX; ;)
lution [3] as well as in the DCASE2022 Task3 Baseline System [4]. L = E(liX: fl

In this paper we propose a novel two-stage solution which in- 2= E(IjX: Thg)
corporates class agnostic localizer based on Sequential Set Genera- I3 = E(IjX; fl1;120)

tion (SSG) and classi er conditioned on the output of the localizer.
We will explain in the Section 2 how our solution solves the prob-
lem of homogeneous overlap without PIT. Our solution can be seen
as an improved and re ned version of our previous system from
DCASE2019 [5]. In this solution the estimator of the number of ac- ) ) ) .
tive sources is included as a part of a conditional localizer, i.e. using Where is a special token denoting thgt there is no more events. In
SSG localizer we can retrieve the number of active sound sourcesXUr €ase is set to be an origid from R*: )

in each time frame. Based on the output from the localizer we then classify the

In the following Section 2 we describe the main components €vent corresponding to this particular DOA. Thus informally

and the inference process of our method. In Section 3 we present a
way how to train the components. Finally, in Section 4 we describe

detailed results obtained on the STARSS22 Dataset [6] and compare | . = . )
our solution with the baseline system. which indicates that we could resolve the SELD task given an

SSG localizerE (1jX; fligi) and location-conditioned classi er
Corresponding author. P(ciX;l):

= E(jX; fligi=1:x 1)
E(|]X, f|igi:1 ::k);

~
|

P(c ~ 1ijX) = P(ciX;li) P(lijX);
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The only edge case where the above solution may fail is when 2.3. Self-Conditioned SSG Localizer
two or more events overlap spatially. However, in practice outputs
from models have temporal context which should resolve thisissue.  The idea behind self-conditioned SSG localizer is to recursively
localize all events from known classes without specifying class la-
bels, i.e. it is class-agnostic. We will call this module simply as
localizer. Our localizer consists of two trainable components:

Let us consider a chunk of First Order Ambisonics (FOA) au- Localizer Encodet enc : R3 1 R®, wherec is the hyperpa-
dio format in which there are at molst overlapping audio events. rameter denoting the number of new channels.
With such audio we associate meta information about the location
and classes of the occurrences in each time frame. By location we
meanxyz Cartesian coordinates on a unit sphere, and by class we
mean one of th&k prede ned classes. We aim to construct an
N T 4tensorstacked-trackswvhereN is the maximal number of
overlapping eventsl denotes the number of time bins and the last
dimension contains information about locations and classes. The  Tpe core idea behind our self-conditioned SSG localizer is to
tensor contains all available meta information in a convenient form. recursively obtain all DOAs in all time frames. We start from the
To obtain stacked-tracks, we iterate sequentially over occurrences,gnk stacked-tracks and in each step we successively Il tracks

and stack them from bottom to top. If an event terminates in some, such a way thak enc encodes previously detected DOAs which
track, then all events from the above tracks are stacked down. All|_ ~ should ignore. For that, we introduce below a modi ed ver-

remaining empty cells are lled with zeros kyz coordinates and  gjon of the SSG method:

with a new class indeK which is interpreted as the lack of any of Step 0. During the rst step we setvz to zeros in each time
prede ned event, i.e. silence or unknown event. Figure 1 presentsﬂrame (ig is‘ convegr;ﬂent 0 look Fz)at it as Li/ttin empty row below STO
an example of how to obtain stacked-tracks. Since the tracks can P g emply

be permuted before stacking, the stacked-tracks are not unique; wé! the Figure 1). I_-lence, we end up W'Fh the vector 9f$|ze. Then
will exploit this during training later. we applyL enc to it frame-wise to obtain tensor of sife c. Next,

we repeat the tensor so many times to obtain vector which could
be stacked with extracted features from audio channels. Thus, we

2.2. Stacked-Tracks

Localizer NetworkL et : R F © 1 RT 2 whereC =

c+ ¢ given thatcr is the number of feature channels, where
t; F are numbers of time and frequency bins respectively, and
whereT is the number of label time bins with meta resolution
(inourcasé =5 T).

Tracks | —q T 2 T'én £ FraTes 5 5 7 obtain tensor of sizé F ¢ which we concatenate with audio
02 | 02 featurestensor of size F ¢ toobtaint F C tensor. Finally,
T4 97| 98 we feed it toL ne to get the tensor of siZé 3 denoting the pre-
3 3 dicted DOAs in each frame. When there is no active sound sources
05 | 05 | 05 | 06 | 06 in a frame we expect it to return origin (i.eyz = 0) similarly as it
3 P I T I was done in [8]. On the other hand, when there are some events we
7 7 7 7 7 expect the model to retunryz coordinates of any of the occurring
05[] -04]-04]-047-03 events. In the end we simply threshold length of vectors to decide
T2 e A A - whether there has been any event. If the length is greateOtban
3 3 3 3 3 then we conclude that there is an event, otherwise we put zeros. In
8-; 8-; summary, we obtain information about DOAs in each time-frame
T1 05 | -05 which we putin a rstrow STO in the blank stacked-tracks.
S Al ||l Step 1. During the second iteration, the output from the rst
0 02 | 02 | 02 step is fed into th& enc . Ifin the rst step in some frames an event
T 01| 01| 02 was detected, then we encode these predicted DOAgherwise.
g8 _|_E In the same way as in the rst step, the encoded tensor is repeated
#H Stacking### and stacked with features channels. Now, we expedt themodel
Tire Erames to output in each time-frame the DOA of second event if there is
Tracks ) T Vi 3 7 5 5 7 any and origin if there is none, or the already detected one is the
8.8 8.8 8.5 %57 %.57 8.8 8.8 8.8 only one. Analogously as in the rst step, we threshold the length
ST2 00 | 0o P01l o5 | o5 | oo | 0o | 60 of output to decide if there is a new event. We stack the obtained
13 | 13 3 7 7 13 | 13 | 13 results in stacked-track ST1 on top of STO.
00 | 02 | 05 | -04 | 03| 06 | 06 | 00
o1 00| 07 | 07| o8 | 08 | -07 | 07| 00 _ Step n. Lets say we already have 1 stackeq-tracks.. lThe
00 | 02| 05| 03 | 04 | 04 | 04 | 00 aim of this step is to get the DOAs of events which haven't been
13 |3 7 3 3 7 7| 13 already localized. For these frames where stacked-track nol
05| 04 | 04 [ 09 | 09| 08| 07 | 07 . L
06 | 071 07| 021 02| 02| o5/ o5 denotes that there is less then 1 events, we encode the origin via
sTo : b : ! ! ! . ! ! ¢
03| 03| 03| 01| 01| 02| -05]|-05 Lenc . Otherwise, for these frames where we acquited 1 DOAs
SIS TS T, 11 | 11 we encode them individually usirlgen. and for each such frame

we average 1 obtained embeddings froR°. Note that thanks

to average-pooling (in contrast to max-pooling as it was resolved
in [9]) we potentially preserve some additional information about
DOAs count. So, we encoded the set of all previous DOAs which
Lnet should ignore. Analogously as in previous steps, encoded em-
beddings are repeated and stack with extracted audio features. Next,

Figure 1. An illustration of obtaining stacked-tracks from regular
tracks. In this example there are ve tracks with maximal overlap
of three events. In this example there are 13 prede ned classes, thu
cells with coordinates at origin get a class label with index 13.
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we predict DOAs of new events if there are some, threshold lengths,
and nally obtain a new stacked-track.

One may ask in which order the localizer should return DOAs.
We did not impose any restrictions on that and let the model learn
its own internal hidden order. It will be evident later from the train-

ing process how it is done. In essence, in each frame the localizer

returns DOAs by DOAs in its own fashion until all sound sources
have been localized.

2.4. Location-Conditioned Classi er

Self-Conditioned SSG Localizer outputs information about
DOAs in each time frame written in the stacked-frame for-
mat. Location-Conditioned Classi er simply takes each row from
stacked-tracks and in each time-frame outputs probabilities of pre-
dicted classes conditioned by DOAs. If the localizer predicted that
there is no event in a frame, the classi er is conditioned by the ori-
gin and it is expected to predict additional special class with index
K, whereK is the number of classes.

Our classi er similarly as localizer consists of two trainable
components:

Classi er EncodelCene : R® ! RS, wherec is the hyperpa-
rameter denoting the number of new channels (may be different
than the one in localizer, but for simplicity we set it to be the
same)

Classi er NetworkCret : R' F © 1 RT (K*1) \where no-
tation is the same as in the localizer above and wikerde-
notes the number of classes.

3. TRAINING PROCESS

In our solution localizer and classi er are trained completely
separately.

3.1. Self-Conditioned SSG Localizer

Let's say we have an audio chunk and associated metaNvith
stacked-tracks, wherd denotes the maximal number of overlap-
ping events. We select a random integfrom Oto N  2in a
uniform way and split stacked-tracks into two parts:

Conditioning part containing tracks frofntor 1,

Target part containing tracks fromto N 1.

The aim of this splitting is to imitate the'th iteration from the
inference, by hiding stacked-tracks with indices .

We feed the Conditioning part intoene frame-wise in the fol-
lowing way: if there is some event in  1'th stacked-track, then
we encode all DOAs vid enc and avarage pool the embeddings.
Otherwise, we encodgvia Lene: We then repeat obtained embed-
dings so many times to be able to stack them with audio features
and we feed an acquired tensor througf: . Thus, in each time-
frames we obtain newkyz coordinates which we denote By .
We compare the predicted coordinates with the ones from the Targe
part. In each time frame we computéd as distance between pre-
dicted DOAs and the ground truth DOAs from Target part and set
the minimum value as our loss. If there are no more active sound

t
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wherek is the index of the last nonzero DOAs from the Target part
of stacked-tracks. During training, given a batch of 8zef audio-
meta pairs we select randanfor each item in the batch, compute

LossX loss (frame-wise and item-wise) and average it ovex all

N andr k. lLe. the nalloss betweefig I, and[lprea 1 is
2 X X 1 X "

_— — Loss o (15t i lprea )
NIN+D+2 0T gy, o

whereT.x stand for time-frames among whole batch and where
k; r were sampled according to the rule described above.

One may ask why we decided to selegtnorm withp = 1:5.
Since forp = 2 the optimal solution is the expected value, there is a
possible risk of ignoring the conditioningen: and averagingyz
outputs in the case of multiple overlapping sound sources. Con-
versely, forp = 1 the optimal solution is the median which may be
too "sharp” decision making. Thys= 1:5.

3.2. Location-Conditioned Classi er

In the same manner as in the case of the localizer, let's assume
that we have some audio-meta pair from a chunk of the sound sig-
nal and letN denote the maximal number of overlapping events.

We select random numberfrom Oto N 1 and we select'th
row from stacked-meta containing DOA information. We aim to

output classes associated with these DOASs. In each time-frame we
encode the DOAs from the selected row @a,c. . Then we repeat

the encoded tensor and stack it with audio features. We forward it
throughCe: to obtainK + 1 scores in each time-frangeassoci-

ated withK classes and one score denoting unknown class or lack
of any event. We then simply compare predicted probability scores
Phred With ground truth classesy;, from the selected stacked-track.
Since there is great imbalance of classes due to the fact that class
associated with unknown event is over-represented, we used focal
loss [10] with =1 instead of regular cross-entropy. |.e.

Loss cls (C;t :p;S)red ) = (1 pz;pred )lOQ( pi;pred ):

For a batch of sizB andT time-frames per item we simply average
everything to obtain the nal loss for a back-propagation.

3.3. Angle perturbation

One drawback of our approach is the error propagation. Since
localizer and classi er are conditioned by the output of the localizer,
the error in DOA predictions downgrade the quality of outputs in
the next steps. To partly resolve that issue we decided to perturb
angles fed td_enc andCene during the training as well during the
inference. We decided to randomly perturb azimuth and elevation
by 5 degrees in each time-frame from meta.

3.4. Stack-track permutation

In order to increase the number of training samples we could
permute ordinary tracks before stacking into stacked-tracks. How-
ever, in our case it was more convenient to operate on stacked-
tracks. Thus, for each stacked-track tensor we permute the tracks
and stack them back.

In our solution we constrained té = 3, i.e. we allow up to 3
overlapping audio events. We simply ignore the rest.

sources in Target part we enforce the target to be a zero vector by

minimizing L 1.5 norm of the predicted DOA. l.e.

8
< min =k [

i
rk s .S _ gt!
Loss loc (Igt » ! pred ) -

if k
ifk<r

s
pred r X
|s

pred 15
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3.5. Model Architecture

ForLnet andCre: We used the SELDnet-like architecture in-
troduced in [1]. More precisely, for localizer and classi er we took
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the baseline model [6] and changed the number of Iters in convo- For localizer we rst report the average DOA error in angles. In
lutional blocks from 64 to 128. After the last time-distributed dense Table 1 we show average DOA errors in multiple cases differentiat-
layer we put at the end another time-distributed dense layer3wvith ing between number of active sound sources and number of DOAs

outputs with tanh activation for localizer and witl3 outputs with in conditioning. As excepted, the more DOAs in conditioning, the
softmax activation for classi er. larger the error. However, what is interesting is the fact that the

We setlLenc andCenc to be single dense layers wighinputs more sound sources, the more accurate the model is in detecting the
andc = 5 outputs with tanh activation. rst few DOAs.

As for the models complexityl-net and Cret have slightly
above2:3 million parameters each whileene andCene have just

Table 1: Dependence of the localizer's average DOA error (in de-
20 parameters each.

grees) on the number of active sources (hoas) and the number of
DOAs in conditioning (#cond) on STARSS22 test split.

3.6. Complexity #cond
) o ] noas o 1 2
During the training of the localizer, we need to compute up to 1 23
NN +1 components to the loss given that the maximal number 2 20 133
of overlapping sound sourcesNs For the classi er, the complexity 3 14 19 51

scales linearly witiN: This contrasts with PIT, where in principle
we need to computBl | components to the loss. During the infer-
ence as described in Section 2, our method requires b steps
for both localizer and classi er.

For the classi er we report conditional accuracy (CAcc) in
which we count the classwith maximal probabilityP (¢jX; 1) cor-
rect if that class corresponds to the conditioning DIO®therwise
we treatit as an incorrect prediction. On the STARSS22 test split we
3.7. Features and augmentations achieved CAcc of 68%. We also kept track of the number of frames
where the classi er misses known classes and of frames where the
We used 24kHz FOA format for our nets. We extracted com- cjassj er predicted a known class where there is none, but for those
plex spectrograms from each four FOA channels using Short Time cgses the classi er achieve almost perfect scores.
Fourier Transform (STFT) withs;y = 1024 and Hanning window Finally, we report our results on of cial DCASE2022 Task3
and hop length 0860 and 480 respectively. From each obtained metrics [6], namely: the localization-dependent error @Ry, |
spectrogram we acquire the log-power spectrogram and the phasg1.scorer,, |, the localization errotE cp and the localization re-
spectrogram. For the last three channels we used intensity vectorgg|| LR ¢p : We compare the baseline system with two versions of
asitwas done in [11]. In summary, from each FOA audio signal we oyr solution. In the rst one we will predict up to 3 DOAs and cor-
acquirell audio features of size 513, wheret is the number of  responding classes, and in the second one we terminate inference
time bins from the STFT. In our case we randomly selected 5s audiogn 2 events. We denote these solutionsiag ov3 andmax ov2
chunks from the recordings which constitute260time bins. respectively. Note that we used the very same models in both solu-
For data augmentation we used volume perturbation by select-tions, only the inference changes. We summarise the results in Ta-
ing a random number betwe€rb and1:5 and multiplying all au- ble 2. In most metrics our solution outperforms the baseline system.
dio channels by that number. We also used FOA domain spatial The only one when our solution is lacking is the error rate. Further-
augmentation [12] to augment every fourth audio-meta pair. more, the error rate is worse when we try to infer more events. We
We trained localizer and classi er using Adam optimizer [13] speculate that this is due to the fact that the localizer is very inac-
with default parameters except learning rate which we set to becurate in later steps (see Table 1), which may generate many false
0:0005 We trained both models for half a million batches of size positives.

96.
Table 2: Of cial metrics; theboldface denotes the best scores.
4. EVALUATION H ER 2o F2o LE cp LR cp
4.1. Metrics Baseline 0:71 21% 29.3 46%
max_ov3 0.85 32% 247 51%
The DCASE2022 Challenge Task3 organizers provided two max_ov2 076 33% 246 49%

types of datasets for the development stage [6]:

Synth: 1200 one-minute synthesized mixtures from collected
SRIRs and selected sound events from FSD50K [14] 5. CONCLUSION

STARSS22: 292 minutes of real recordings simulating real life

scenarios gathered in 11 rooms in Tokyo and Tempere. In this paper we presented alternative solution to the SELD

problem. Our solution uses our custom SSG method to deter-
STARSS22 is further split into train and test folds. In this section mine DOAs one by one and as a result to determine number of
we will discuss results on the test fold. During the training, for sound sources in each time frame. The localizer is followed by the
every batch we sampled half of the recordings from Synth datasetlocation-conditioned classi er. The performance of our method is
and half from the train split from STARSS22, utilizing all the data. comparible to the DCASE2022 Task3 baseline system which uses
We noticed that if we do not use synthetic dataset the scores dropPIT. Thus, we imagine that in the future SSG and PIT may be com-
drastically. bined together to obtain the best of both worlds.
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ABSTRACT

In this study, we propose a model training method for polyphonic
sound event detection (polyphonic SED) that prioritizes rare event
label frames during multiple overlapping sound events. Multi-label
classi cation typically utilized in polyphonic SED often fails to
recognize such events. To overcome this problem, the proposed
method is designed to represent event overlaps of rare labels easily
without a complicated network structure. During model training,
we periodically apply either binary cross-entropy loss (BCE) for
multi-label classi cation or softmax cross-entropy loss (Softmax-
CE) for multi-class classi cation. When multi-class classi cation is
performed using Softmax-CE, the labels of the overlapping frames B .
are reconstructed from the target labels to include the rarest onegMong the 1.4 _human voice (_:Iasses,_the number.of frames among
and exclude the frequent ones. The model was evaluated on strongl{€ classes is imbalanced, with a ratio of approximately 100 to 1
labeled AudioSet data, from which only human voice segments P€tween the most common and the rarest. o
were extracted. The proposed method achieves an improvement of Many studies have treated SED as a multi-label classi cation
0.23 percentage points over the baseline, which only used the BCEProblem for handling overlapping events that often cause detec-
in terms of the mean average precision. In particular, the proposedi©n errors [6, 7, 8]. [9] represented event overlaps by linking a
method outperforms the baseline with respect to rare labels, withPivariate probability distribution based on time and frequency with
an average precision of 1.18 percentage points. The experimentaf!@ss-wise hidden Markov models. In [10], a non-negative matrix

results also demonstrate the effectiveness of the proposed metho§€composition-based method that jointly trained a dictionary and
for both overlap of sound events and rare labels. a multinomial logistic regression classi er was used to manage the

) ] ] overlap of sounds. In [11], an event independent network for SED
Index Terms— Polyphonic sound event detection, multi-label  anq |ocalization was developed with a track-wise output. In poly-

Figure 1: Number of frames in training data.

classi cation, multi-class classi cation phonic sound event detection (polyphonic SED) with deep learning,
[12] performed multi-class classi cation by considering all possible
1. INTRODUCTION overlapping event combinations as classes. However, the model ar-

chitecture requires signi cant modi cation to manage a multi-class

Due to the advancements in deep learning, sound event detectiomnulti-tasking problem. Therefore, the conventional method [12]
(SED), which is a technique used for estimating the type and inter- cannot be applied to the current polyphonic SED system without
val (onset and offset times) of sound events present in an acousti@ny modi cation of the network architecture.
signal, has recently attracted attention. Additionally, shared mobil- Binary cross-entropy (BCE) loss is often employed as the loss
ity services have become ubiquitous in many cities worldwide. For function of multi-label classi cation in polyphonic SED. However,
safety, they require surveillance of both the drivers and passengersSED using BCE often falls into imbalance between sound event
inside the vehicles [1, 2]. In an in-vehicle surveillance system, var- classes when training an SED model. Therefore, when applied to
ious sound events must be detected to understand what is occurringeal-world data, the accuracy of rare class event detection decreases.
inside the vehicle. Therefore, this study focused on human voice Speci cally, accurately detecting anomalous or rare sounds such as
SED for an in-vehicle surveillance system based on human voice“Screaming” is more important than detecting common sounds such
signals. as “Speech,” as shown in Fig. 1. Several loss functions that are ef-

Some DCASE competitions [3, 4] have previously dealt with fective for imbalanced data have been proposed in polyphonic SED.
the sound of human speech or crying babies, where target sound§l13] proposed asymmetric focal loss and focal batch Tversky loss;
are often overlapped, whereas real-world data often suffer from however, these mainly address the imbalance problem between neg-
extreme imbalances between classes as well as overlapping soundtive and positive samples. [14] proposed time-balanced focal loss,
events. For example, as shown in Fig. 1, in the strongly labeled Au- which is highly dependent on the dataset because the class weights
dioSet [5] dataset annotated using real-world data, despite focusingused in the loss function are adjusted as hyperparameters.
on the top seven classes with the highest number of event frames  Therefore, without modifying the original model architecture

56



Detection and Classi cation of Acoustic Scenes and Events 2022 3-4 November 2022, Nancy, France

or preparing the class weights, we propose a method that periodi-
cally uses multi-label classi cation based on BCE and multi-class
classi cation to prioritize rare classes as target labels when sound
events overlap.

The contributions of this study can be summarized as follows:

We propose a new model training method for detecting over-
lapped and rare sound events. The proposed method combines
multi-class classi cation, in which rare classes are preferen-
tially learned as target labels, along with multi-label classi ca-
tion. We then con rm the ef cacy of this method.

We reconstructed a strongly labeled AudioSet using seven
sound event classes with “Human voice” at the upper level.
We conducted a baseline evaluation for an SED task covering
multiple types of human vocalization with these classes.

2. DATASET Figure 2: Overview of the proposed model training method.

Based on AudioSet's strong labels [5], we created a new dataset

comprising 10 seconds of audio taken from the soundtrack of ayheref is the sigmoid functiors ; is thei th classsj th time frame
YouTube video, with approximately 67,000 clips for training and ot v . s thei th classs] th time frames target labelC is the total
18,000.C|IpS for evaluation. The strongly labeled AudioSet on- \, mber of classes, arfd is the total number of time frames.

tology is a hierarchy of 356 sound event classes. The sound — c,nyersely, a softmax activation function-based cross-entropy
classes selected for this study were the following seven evemdassefSoftmax-CE) loss for a multi-class classi cation is employed in

within the "Human voice” class: “Speech,” “Singing,” "Laughter,”  p,,nahhonic SEDs, to choose one event from multiple sound event
“Shout,” “Crying, sobbing (Crying),” “Screaming,” and “Whisper- (E‘)Iasses.

ing.” In cases where the selected classes have subclasses, the su
classes are merged into the superclass. For example, subclasses

“Baby cry, infant cry” and “Whimper” are merged into a superclass o eSii 3
“Crying.” Sound clips with other sound events in “Human voice,” 9(s) = f &Sk @)

such as “Humming” or “Yawn,” were not used in the dataset be-
cause there were few events in each class.

When sound clips contain other sound events from the cate-
gory non-“Human voice,” such as “Music” or “Hands,” the clips
were still used. However, these sound events were only backgrounthereg is the softmax function.
noise, that is, they were not used as target labels. After extract-
ing the dataset to contain the selected sound class for each au- o
dio clip, the dataset contained 50,650 sound clips for training and 3-2. Training process
8,747 sound clips for evaluation. Note that in this study, rare labels
(“Screaming” and “Whispering”) were de ned as appearing with
approximately 1% of the frequency of the most frequent label.

X X

yij log(a(s)ij ); (4)

LSoftmax CE
i

In this study, we applied alternately either BCE or Softmax-CE
within a de ned period, as shown as Fig. 2. Speci cally, Softmax-
CE was applied while using multi-class classi cation eveéMy
epoch. When the model was trained by Softmax-CE, it was trained
3. PROPOSED METHOD by BCE and saved at the next epoch. Then, the model for evalua-
tion was only used at the epoch with the minimum validation loss.

In this section, we rst describe the loss functions used in this study For example, when multi-class classi cation was performed at ev-
for the multi-label and multi-class classi cation tasks. Next, we dis- ery third epoch, i.e., atthe 3, 6, 9, ...,i3#pochs, the validation loss

cuss a new model training method combining those loss functions.\yas monitored at the 4, 7, 10, ..., {31) epochs, withi being a
Finally, we describe a method of label selection for multi-class clas- positive integer.
si cation using polyphonic SED.

. 3.3. Label selection for multi-class classi cation
3.1. Loss function

Two problems are often encountered when performing multi-class
classi cation for polyphonic SED because multi-class classi cation
always requires one target label during loss computation. The rst
problem is determining which label to allocate when multiple sound
% 1) events occur simultaneously. The second problem is determining
l1+e i which label to allocate when none of the target sound events occur.
To solve these problems, we propose a new method of label selec-
fyij log(f ()i ) tion using the sparsity of sound events. Speci cally, we prioritize
P the rarest label for multiple events and de ne a new class label for
+1 vy )log(d  f(9)ij )g; 2) no events. The details are discussed below.

Generally, a sigmoid activation function-based BCE is employed in
training polyphonic SED models.

f(S)i;

Lsce
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(a) multi-label classi cation. (b) multi-class classi cation.

Figure 3: Overview of the target labels. (a) multi-label classi cation and (b) multi-class classi cation.

Table 1: Number of frames for each sound event. Table 2: Model architecture. The kernel sizes of the convolutional
and pooling layer are denoted as “Conv (kernel size)” and “Max
The number of frames Pooling (kernel size),” respectively. The number of attention heads
- - is denoted as “Transformer Encoder (number of attention heads).”
Eventclass Multi-label  Multi-class
Speech 9,083,336 8,627,958
Singing 2,781,533 2,690,509 Conv3 | RB
Laughter 683,036 666,186 Log-mel spectrogram
Shout 612,058 607,208 500 frames 64 mel bins
Crying 174,120 173,731 Conv (3 3) Conv (3 3)
Screaming 85,578 85,578 BN, ReLU, Dr BN, ReLU
Whispering 80,194 80,194 Max Pooling (8 1) ResBlock
Conv (3 3)
BN, ReLU, Dr ResBlock
. i i . Max Pooling (4 1)
Multiple events This section describes the method to allocate Cov (3 3)
sound event labels when multiple overlapping sound events occur BN, ReLU, Dr ResBlock
concurrently during a single clip, as shown in Fig. 3. In Fig. 3, Max Pooling (2 1)
multiple sound events overlap as follows. (Transformer Encoder (32)) 2
FC, Sigmoid

1.6 - 3.2 seconds : Speech adldout
7.1 - 8.3 seconds : Laughter aBtout
8.3 - 8.9 seconds : Speech, Laughter, 8hdut

8.9 - 10.0 seconds : Speech dralighter sounds were resampled to 44.1 kHz, as previously con gured [7].
We adopted the rarest label for each time frame in the clip. In the The sounds were then converted into a logmel scafe ob4 lters
example in Fig. 3, when multi-class classi cation was performed, calculated every 40 milliseconds with a hop size of 20 milliseconds.
the labels in bold were used. The number of frames for each label in
the training data when changing from the labels used in multi-label

Inspired by [13], a convolutional neural network (CNN)-
transformer-based network was used as the model architecture. This

_T_Iasls' (1:at||<:3n o th(isletl;sled n rr]nultl-%ass C:?,SS' gafg).n 1S s?ov;n "N architecture performs better than the CNN-biGRU-based network,
aole L. rrequent labels such as “speech an INgINg - SNOW &, i s widely used in SED [7, 15, 16]. The model architecture

large decrease in the number of frames when compared with theis shown in Table 2. The system has two types of CNN backbones:
number of rare labels.

No events In multi-label classi cation, BCE originally in- one with three Convolution layers (Conv3) and th_e other with .three

cludes calculation of inactive frames Howéver in multi-class clas- ResBlocks (RB). The parameters of the convolutional layers in RB
S : ’ S are the same as those of Conv3.

si cation, even when none of the seven target labels exist in a frame,

one class must be set as the target label. Therefore, a new class “No  The models were trained using the RAdam optimizer [17] with

sound” was (_:reated and allocated to time frames co_ntain_ing no tar-a learning rate of 0.001. Early stopping was implemented after 50
get class. Fig. 3(b) shows the “No sound” class with thick black epochs if no improvement on validation loss was noted.
lines between 3.3 - 3.5 seconds and 5.2 - 5.5 seconds.

As evaluation metrics, we used the mean average precision

(mAP), the micro average precision (micro-AP), and the frame-
4. EXPERIMENT based macro- and micro-Fscores with a threshold for prediction of
4.1. Experimental setups 0.5. Even when the proposed method was deployed with eight event

classes including “No sound,” we evaluated them using only the
The AudioSet sound clips were downloaded from YouTube. These original seven classes. In this study, we used eight classes when
sounds were mostly monaural. The left and right sides of the stereo-performing both the multi-label and multi-class classi cation using
phonic sounds were averaged to produce monaural sounds. Thehe proposed method.
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Table 3: Average SED performance for two backbones.

Conv3 RB
Method mAP macro-— icro-ap  MICrO- mAP macro-—icro-ap  MICIO
Fscore Fscore Fscore Fscore
baseline 51.96% 38.16% 83.39% 73.83% 58.04% 50.06% 85.48% 77.11%
AFL 50.92% 36.92% 82.90% 73.19% 59.05% 52.15% 85.66% 77.56%
e0 51.60% 39.15% 83.25% 72.72% 58.22% 49.71% 85.35% 76.82%
el 51.51% 37.03% 79.59% 50.88% 56.28% 32.97% 80.39% 47.36%
e2 (proposed) 52.19% 40.41% 83.55% 74.65% 60.32% 53.40% 86.65% 78.52%
e3 (proposed)  51.63% 38.20% 83.11% 73.49% 59.51% 50.96% 86.47% 78.38%
e4 (proposed)  51.54% 38.59% 83.27% 73.48% 59.89% 52.70% 86.59%8.58%
e5 (proposed)  51.28% 38.25% 83.14% 73.49% 59.66% 51.35% 86.36% 78.28%

Table 4: Average SED performance of the rare-event labels for theasymmetric focal loss (AFL), which has an effect on the imbalanced

two backbones. data [13]. There is a signi cant difference between “Screaming”
and “Whispering.” “Screaming,” which is similar to “Shout” and

Conv3 RB “Singing,” is more likely to occur in noisy environments, whereas
Method AP Fscore AP Fscore  Whispering” is a special type of sound event where other sound
baseline 1729%  357%  27.04%17.03% events are unlikely to oceur concurrently. As with the overall perfor-
Screaming AEL 16.46% 292%  28.08% 15149 Mmance, QZ performed h!ghgst on many measures, but the Fscore for
e2 (proposed) 18.73%  4.01% 28.37% 13.43% “Screaming” dropped signi cantly. “Screaming” had a lower Fs-
basaline S5 86% 4291% 04.08%  OL64% core, which was based on the thre_shold, becau_s_e under tting cfaused
Whispering AFL 5503% 4055% 65.67%  60.81% by a rare label reduced the predicted probablllty of “Screar_nlng.”
e2 (proposed) 56.79% 45.19% 67.34%  65.64% However, because_e_2 perforr_nec_i th_e hlgh_es_t, when comparing un-
baseline 3658% 2324% 4586% 3934y, der the same conditions, the intrinsic prediction performance of e2
Avg. AFL 3574% 21.73% 46.87% 37.08% IS superior and is effective for rare labels. Unlike the original exper-
e2 (proposed) 37.76% 24.60% 47.85% 39.54%  imental dataset used for evaluating AFL, the number of data classes

(seven) was limited due to an imbalance of approximately 1 to 100
in a class. This may have contributed to the e2 performance being

superior to that of AFL.
4.2. Experimental results

Table 3 shows the results for the baseline using only multi-label
classi cation and the proposed method that performed multi-label
classi cation while using multi-class classi cation evely epochs. We proposed a method of polyphonic SED by periodically using
Each result is the average of ve iterations. The valueNofin either multi-label or multi-class classi cation. Based on the spar-
eN represents frequency of switching to Softmax-CE. Here, €0 was sity of sound events, multi-class classi cation was used to strongly
trained using multi-task learning, where multi-label classi cation train rare sound event labels, in which the rarest sound event was
and multi-class classi cation were performed simultaneously every selected as the label representing each frame. The proposed method
epoch. Conversely, el was trained using Softmax-CE every epochyas evaluated on a human voice dataset extracted from the strongly
and evaluated as a multi-label classi cation. The baseline method labeled AudioSet data. Our approach was found to be most effective
was performed on the original seven-class multi-label classica- when the two loss functions were alternately applied. For the im-
tion without the “No sound” class, and the proposed method was halanced data, regarding both the overall metrics and for rare labels,

performed on the eight-class multi-label classi cation and multi- this method signi cantly outperformed the conventional methods.
class classi cation including the “No sound” class. When €2, i.e.,

multi-label classi cation and multi-class classi cation, was used in-
dependently of the backbone for every other epoch, it demonstrated
the best performance on several metrics. The proposed method im-
proved mAP by 0.23 percentage points and 2.28 percentage points [1] G. McKenzie, “Urban mobility in the sharing economy:
for Conv3 and RB, respectively. This result demonstrates that the A spatiotemporal comparison of shared mobility services,”
proposed method improves the performance of rare events by us- Computers, Environment and Urban Systerasl. 79, p.
ing Softmax-CE and retains the performance of frequent events by 101418, 2020.

using BCE. Meanwhile, the simultaneous use of Softmax-CE and
BCE in e0 could have prevented the in uence of Softmax-CE. With ing system for autonomous vehicleSEnsorsvol. 22, no. 12
an increase itN , the performance of several metrics gradually de- 20922y SVOl. 22, 0. 12,
creases, and at e5, the performance is comparable to the baseline )

values. When Softmax-CE is used less frequently, it becomes less [3] A. Mesaros, A. Diment, B. Elizalde, T. Heittola, E. Vincent,
effective. B. Raj, and T. Virtanen, “Sound event detection in the dcase
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ABSTRACT

Sound event localization and detection (SELD) models detect and

localize sound events in space and time. Datasets for SELD of-

ten discretize spatial sound events along the polar coordinates of

azimuth (integers from -180° to 180°) and elevation (integers from

-90° to 90°). This discretization, known as equal-angle, results in

more dense points at the poles (+90° elevation) than at the equator

(0° elevation). We rst analyzed the effect of equal-angle discretiza-

tion on the 2022 DCASE SELD baseline model. Since the STARSS

2022 dataset that accompanies the model shows unbalanced sam-

pling of spatial sound events along the elevation axis, we created

a synthetic dataset. Our dataset has spatial sound events uniformlyigure 1: Two types of spatial discretization of points on a sphere.
distributed along the elevation axis. We created two versions: one(A) equal-angle and (B) Fibonacci. (A) results in denser points at
with targets spatially discretized using equal-angle, and another onethe poles than at the equator, while (B) does not.

with a uniform spatial discretization (both versions had the same au-

dio). The model trained with equal-angle showed a greater angular

localization error for targets around the equator compared to the ] o )
poles, while the model trained with uniform spatial discretization The Detection and Classi cation of Acoustic Scenes and Events

showed a uniform localization error along the elevation axis. To (PCASE) community introduced its annual SELD challenge in
train the model with the STARSS2022 dataset and reduce the effec019 [10]. The DCASE SELD challenge provides participants
of its equal-angle-discretized targets, we modi ed the model's loss With multichannel audio recordings of categorical sound events (i.e.
function to penalize localization errors above an angular distanceSP€&ch, footsteps, running water, etc.) and their spatiotemporal
threshold around each target. Using this loss we ne-tuned a modeltrajectories on the azimuth and glevatlon axes. Participants must
trained with the original loss, and also trained the same model from dévelop methods to detect, localize, and classify each event. The
scratch. Results showed improved localization metrics in both mod- DCASE SELD challenge also provides a baseline model, which
els compared to baseline, while retaining classi cation metrics. Our '€ €CtS key incremental advancements from the community. For
results show that equal-angle discretization yields models with non-€xample, a signi cant advancement has been in the training loss
uniform localization errors for targets along the elevation axis. Fi- function, which went from separately measuring sound event de-
nally, our proposed loss function penalizes the SELD model's an- tection (SED) and direction-of-arrival (DOA) [1] to jointly carrying
gular localization errors, regardless of which spatial discretization OUt these using a mean-squared-error (MSE) regressor that accounts
was used to annotate the dataset targets. for overlapping sound events categories [11].

SELD datasets often have spatial targets that are discretized in
a sphere along the elevation £ [ 90;90] 2 Z) and azimuth
( =[ 180,180) 2 Z) axes in units of degrees [1, 12, 13, 14].
This sampling of points in space, known as equal-angle, is easy to
interpret because it yields uniform-looking grids on a 2D projection

L i . ~( vs ). However, equal-angle points on the sphere shows a larger
Sound event localization and detection (SELD) consists of localiz- density of points at the poles (+90° elevation) than at the equator (0°
ing sound events in space and time while also assigning them to

A A elevation) [15]. Furthermore, equal-angle sampling results in larger
a class label [1]. SELD can be applied for environmental sound

o> 1 . P . '“ quantization errors around the equator.
classi cation [2], simultaneous localization and mapping for navi- .
gation without visual input or with occluded targets [3, 4], tracking As far_ as we kno_w, current SELD research ha_s not s_tu@ed how
of sound sources of interest [5], audio surveillance [6], and acous- 2 non-uniform density of points alqng the eleyal_tlon axis impacts
tic imaging [7]. As a result, there has been an increased interest™0de! performance. We hypothesize that training SELD models

in SELD modeling, and research communities have organized chaI-With equal-angle discretized data results in non-uniform localiza-

Index Terms— sound event localization and detection, spatial
sampling, activity-coupled Cartesian direction of arrival, DCASE

1. INTRODUCTION

lenges to centralize efforts and advancements [8, 9, 10]. tion performa_nce along the elevation axis. T_hls paper empirically
analyzes the impact of equal-angle spatial discretization on SELD

model performance and proposes a practical way to mitigate it.

corresponding author email: roman@nyu.edu
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2. EQUAL-ANGLE DISCRETIZATION IS IRREGULAR

A sphere can be discretized irftb points using a sampling function
s(: ), resulting in the set of vectoffsc1:X2;::xn g S2. This

set represent a lattice of directions around the sphere [16]. For the
speci ¢ case of equal-angle spatial discretizatiinz Ng Na,
whereNg is the number of points uniformly sampled along the
elevation axis 2 [ »;5] andNa is the number points along
the azimuth axis 2 [0;2 ) (see supplement $¥or a detailed
mathematical description of the equal-angle sampling function and
its non-uniform density along the elevation axis).

Figure 1A shows how equal-angle spatial discretization, al-
though regular along the axes of azimuth and elevation, results in a
lattice with non-uniform distances between points, particularly no-
ticeable along the elevation axis (i.e. poles versus equator).

It is worth noting that humans listen most events close to the
equator (i.e. other speakers or ecologically-relevant sound sources
on the azimuth). This introduces another sampling bias in realis-
tic SELD datasets. Thus, equal-angle discretization can yield less-
than-ideal resolution where most relevant sound sources exist.

3. SELD WITH EQUAL-ANGLE SPATIAL TARGETS Figure 2: Density of sound events locations in our synthetic dataset

along the elevation (A) and azimuth axes (B). Data synthesis con-

We want to empirically test if equal-angle discretization affects 1y for uniform density of sound events along the elevation axis.
SELD model performance. We hypothesize that the model's lo-

calization error will be a function of target elevation. More speci -
cally, we predict that the irregularities of equal-angle discretization

. . sounds and silence). While both training and test sets had elevation
will result in larger errors around the equator than at the poles.

values spanning the range described in Eq. 1, no IRs overlapped
across sets. This ensured that the absolute location of simulated
3.1. Synthetic dataset with equal-angle spatial discretization sound sources was different between training and test sets. Figure 2

We wanted to do this analysis with the DCASE STARSS2022 shows the distribution of sound event locations in our dataset.
dataset [17] (real-world events belonging to thirteen categories, spa- o
tially discretized using equal-angle). However, its distribution of 3-2. SELD model localization on equal-angle targets

events on the elevation axis is not uniform (see supplement S2).\e ysed our dataset to train the 2022 DCASE SELD baseline
Therefore, it will be hard to determine the effect of equal-angle moge| [1], which is a convolutional recurrent neural network that
discretization on model performance (since the data shows non-maps multichannel audio features (generalized cross-correlation
uniform distribution of targets). Moreover, our analysis is not fo- yjth phase transform) into sound event locations and classes (see
cused on classi cation, so a single sound event category would begeaction 6.1 for a description of the model's output format). The
enough. We decided to create a synthetic dataset that controls fofrained model detected all test set sound events and showed an av-
uniform target localization along the elevation axis using a single erage angular localization error of 1.81°. Figure 3A shows a scatter
sound category. In contrast to our dataset, DCASE STARSS2022 ot with the localization error for each test set prediction as a func-
is more complex, so we expect SELD models to easily learn our tjo of target elevation. To gain intuition about how the model's
synthetic training split and generalize to the test split. localization varies as a function of elevation, we t a line and a

Our synthetic dataset has no moving or overlapping events, andsecond-order polynomial (i.e. parabola) to this plot. The coef -
repeats a single alarm sound (5 seconds duration) from FSD50kjent that multiplies the polynomial's second-order term determines
[18]. We used impulse responses (IRs) from two rooms (No. 3 and the curvature of the parabola. If its value is close to zero, this indi-
No. 4) in the TAU-SRIR database [19] that we convolve with the ¢ates that the parabola resembles a line. In contrast, a more negative
alarm sound. The rooms were selected because they contain IRgositive) coef cient indicates that the parabola is more curved, and
from sources localized at elevations spanning the integers we can interpret it as the model's error decreasing (increasing) as a
function of elevation away from the equator.

The line wasfy = 0:89 + (3:2 10 *)x, while the polyno-

H — . . 3 . 3y 2
in units of degrees (the missing integers are elevations not presenfnlal W"’.‘Syp. =1:03+(2:9 10 . ),X (0:4 © 10 X7, "?"50
in the two rooms). To generate the data we used the DCASE2022-Sn0Wn in Figure 3A. The polynomial's second order coef cient re-
data-generator that accompanies the TAU-SRIR database [19]. veals an ups_lde-_down parabolic relatlonsh_lp between the model's
We synthesized two data folds: training and testing with 1600 angular localization error and target elevation. The Pearson's cor-
and 900 tracks, respectively. Each track was a four-channel signalrelatlon coef_ment for th_e linGar regr.essmn WaS= .0:01' and for
(fs = 24kHz) with a duration of 1 minute (sequences of alarm the polynomial regression was= 0:09. This indicates that the
parabola better explains the model's error than the line. These re-
1the supplement and code are availablétgps://github.com/ sults show that training a SELD model with equal-angle data results
sakshamsinghl/dcase  _seld _spatial _sampling _analysis in larger localization errors around the equator.

2[ 33:32]j 6= 25 24, 3; 2;3;20;21 1)
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Figure 3: Scatter plots of SELD model angular localization error on our synthetic test data as a function of target elevation. Each dot is a
sound event. (A) Trained with equal-angle points. (B) Trained with Fibonacci points. (C) Trained with equal-angle points and ne-tuned
using our proposed loss function (see section 6). The red and blue lines are linear and second-order polynomial regressions, respectively.

4. UNIFORM DISCRETIZATION OF THE SPHERE the linear regression was= 0:09, and for the polynomial regres-
sion wasr = 0:11. This indicates that, compared to equal-angle,
Alternatives to equal-angle discretization that uniformly sample the parabola and the line more similarly explain the model's error
points on the sphere exist [20, 21]. Perfectly-uniform discretization as a function of target elevation after training with Fibonacci tar-
is limited by using the ve Platonic solids, whose vertices can be gets. In other words, the model trained with Fibonacci data shows
used as points on the sphere [15]. The Fibonacci lattice [16] is an-localization errors that are uniform as a function of target elevation.
other possible method that results in neighboring points separated  Qur results clearly illustrate how SELD model performance is
by a roughly equal angular distance and is obtained by samplingaffected by equal-angle and Fibonacci discretization. However, we
points along a spiral that links the two poles (see [16] for the Fi- recognize that the Pearson and parabolic coef cients we observed
bonacci lattice formula). Figure 1B shows Fibonacci discretization. show clear trends but are relatively weak indicators. Future work
could support our observations using more robust statistical testing.

5. SELD WITH UNIFORM SPATIAL TARGETS
We want to analyze SELD model localization when trained with 6. PROPOSED SOLUTION
uniformly discretized spatial targets. We hypothesize that this will

result in uniform localization error on the elevation axis. Our empirical analysis with synthetic data revealed that equal-angle

discretization can result in a SELD model with larger localization

) ) ) ) ) errors at the equator than at the poles. Substituting the equal-angle
5.1. Synthetic dataset with uniform spatial sampling discretization with a uniform one (like a Fibonacci lattice) would
Our synthetic dataset generated in section 3 spatially discretizedbe aS|mp|(_e solutl_on. In fe.‘Ct’ r_esampllng_ the DCASE STARSS2022
sound events using equal-angle. To generate a uniformly discretizediataset using a Fibonacci lattice and training the model from scratch
version of our dataset, we took our dataset's equal-angle annotadid result in improved metrics on the test set compared to baseline
tions and transformed them into Fibonacci discretization by con- (see_TabIe 6.1). However, since equal-angle dlgcretlzatlon IS preva-
verting each equal-angle target into the nearest Fibonacci point. Ou€Nt in SELD datasets, engineered SELD learning methods that re-
Fibonacci discretization had N=32768 points, which is the power duce its impact without the need_ tp spatially re;ample the data_l are
of two that yields an angular distance between neighboring points needed. I—_|ere xve propose a training loss function that, in addition
around 1° [16] (similar to the distance between integers in Eq. 1). ©© €0mputing the mean-squared error (MSE) between targets and
The audio tracks were exactly the same across equal-angle and Fi[nqdel predlctlons,_penallzes the model's angular localization error
bonacci versions of the dataset. uniformly for all points on the sphere.

5.2. SELD model localization on Fibonacci targets 6.1. The threshold angular error ADPIT (TAEADPIT) loss

The 2022 DCASE SELD model trained with Fibonacci targets also The 2022 DCASE SELD model is trained with the auxiliary dupli-
detected all sound events, showing an average angular localiza€ating permutation invariant training (ADPIT) loss [11], which uses
tion error of 1.86° on the test set (Figure 3B shows this model's the multi-class activity-coupled cartesian direction of arrival (multi-
scatter plot). We also t a line to this plot, which was = ACCDOA) target formaP 2 R® N € T where3is the dimen-
0:92+(3:1 10 ®)x, and a second-order polynomial, which was sionality of 3D cartesian coordinatd$, is the maximum number of
¥, =0:96+(3:0 10 ®)x (0:1 10 ®)x®. Comparedtothe  simultaneous sound events the model is trained to defeis,the
polynomial for the model trained with equal-angle data, this polyno- number of classes anfl is the number of time frames. A vector
mial's second order term reveals a less pronounced parabola, whict? . 2 R® has a magnitude of 1, i.gjP et jjz = 1 and repre-

is also visible in Figure 3B. The Pearson's correlation coef cient for sents the location of a sound event for a speci ¢ tracla speci ¢
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classc and a speci ¢ time-fram¢. Such a vector may also rep- _L0SS EReoo  Faoe  LEco LReo  SELD

resent the absence of a sound event if it has a magnitude of 0. A ADPIT-base 069 024 3043 043 055
related terma 2 RY © T, indicates the activities over tracks, =~ TAEDPIT-tune || 0.71 023 28.86  0.47 0.54
classes, and time, amg: 2 f 0; 1g. It is worth noting that the tar- TAEDPIT 071 020 2642 041 056
get contains duplicated sound events alongNhdimension when ADPIT-Fib 068 022 2611 046  0.54

the number of simultaneous sound events for each class is less than

the maximumN . A complete description of the ADPIT loss can be Table 1: Comparison of SELD model performance when train-

found in its original publication [11]. ing with ADPIT loss versus training with the proposed TAEAD-
The multi-ACCDOA format is permuted for each time-frame PIT loss. ADPIT-base: the baseline 2022 DCASE SELD model.

and class, and all permutation are compared against the model'STAEADPIT-tune: ne-tuning the baseline model with TAEADPIT.

outputP 2 R® N € T using MSE, yielding the ADPIT loss TAEADPIT: baseline model trained from scratch with TAEADPIT.
ADPIT-Fib: baseline model trained with the data spatially resam-
apir _ 1 X X . ACCDOA . pled to the Fibonacci lattice and the ADPIT loss. The metrics are
L T CT 2 Q;",,?(m) et ' @ the DCASE SELD challenge metrics with class-depending macro-
et averaging are used (see [10]).
X
|’?§CDOA = Ni MSE(P :nct ;Iﬂnct ); (3)
n with the TAEADPIT loss shows more uniform localization errors as

where P .. indicates a permutation of the mult-ACCDOA a function of target elevation than it did before being ne-tuned.
format, and only the permutation that resulted in the minimum We also wanted to assess the TAEADPIT loss using real-world
I%G°P°*  term is used to average over classes and time-frames.  data. First, we ensured that we could replicate the baseline DCASE
Due to the nature of the multi-ACCDOA format, the ADPIT  SELD 2022 model metrics using the four-channel microphone ver-
loss function operates over Cartesian coordinates. We proposesion of the DCASE STARSS2022 dataset [14] and supplemental
adding a term that penalizes the model's angular localization error synthetic data [22] (see Table 1). Next, we ran a couple of ex-

on the sphere where the data is spatially discretized: periments to assess whether the TAEDPIT loss could bene t this
ALE model's performance. In all experiments,= 1 10 ° in Eq.
' =max(anct ALE et ;H) ) 5 (empirically-found). First, we used the TAEADPIT loss to ne-

ALE et =\ (P(P net );P(P)nct ); tune it. Then, we trained it from scratch using the TAEADPIT Iqss.

Table 6.1 shows the results on the DCASE SELD metrics, indicat-
wherep(x) is a function that converts from cartesian to polar co- ing that using the TAEADPIT loss to ne-tune or train the SELD
ordinates denote$,(a; b) is the angular distance between inpats model from scratch can improve its localization error while retain-
andb, andH is a threshold. ALE stands for angular localization er- ing or only marginally impacting the classi cation metrics.

ror. Note that the ;ne  term masks ALE so that only the model's Our results show that the TAEADPIT loss can be used to train a
angular localization error related to active targets counts toward theSELD model using equal-angle data and improve localization met-
loss. Adding the ADPIT loss gives: rics, and that it does so by reducing the larger localization error
around the equator produced by equal-angle discretization.
LTAEADPIT - i X: % min |ACCDOATAE . (5)
CT ¢ ot 2 Pern(ct) ot ’
8. CONCLUSION
1
IiGCPOATAE = N MSE(P e iPna)+ (% H); In this paper, we studied the irregularities of equal-angle spatial dis-
n ©) cretization, which results in a larger density of points at the poles

than at the equator. No previous studies have shown whether a
SELD model's performance is affected by training with equal-angle
discretized targets. We have empirically shown that equal-angle
data affects SELD model localization on the elevation axis, caus-
ing larger localization errors around the equator than at the poles.
We also studied whether discretizing targets using a uniform Fi-
7. EMPIRICAL EVALUATION OF THE TAEADPIT LOSS bonacci lattice resulted in the same effect. We found that training
a SELD model with Fibonacci data results in more uniform local-
We conducted experiments to assess the TAEADPIT loss. First, weization errors along the elevation axis compared to equal-angle. We
used it to ne-tune the model trained with the equal-angle version also proposed a loss function to mitigate the effect of equal-angle
of our synthetic dataset. Figure 3C shows the model's angular local-Py adding a thresholded angular localization error term to the AD-
ization error as a function of elevation. We also ta line to this plot, PIT loss. Empirical results using our proposed loss when training a
whichwasgy =0:49 (1:1 10 ®)x, and a second-order polyno-  SELD model with equal-angle showed improved localization met-
mial, whichwagy = 0:61 (1:4 10 Hx (0:31 10 %)x2. The rics compared to when using the ADPIT loss.
parabola’s second order coef cient has a value ¢31 10 3, Next, we would like to assess whether a thresholded angular
which is closer to zero compared to the one found before ne-tuning localization error in the training loss bene ts other SELD models,
( 0:42 10 ®). This indicates that ne-tuning with the TAEAD-  and whether the bene t depends on audio format (i.e. FOA, HOA,
PIT loss attened the parabola. In other words, the model ne-tuned stereo) and/or localization target format (i.e. Cartesian, 3D polar).

where is a scale factor on the new term. We call this new loss
"thresholded angular error ADPIT” (TAEADPIT) loss. The new
term ALE is a regularizer that uniformly penalizes angular localiza-
tion errors, independent of how targets are spatially discretized.
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IS MY AUTOMATIC AUDIO CAPTIONING SYSTEM SO BAD?
SPIDEr-max: A METRIC TO CONSIDER SEVERAL CAPTION CANDIDATES

Etienne Labk, Thomas Pellegrini, Julien Pinquier

IRIT, Universite Paul Sabatier, CNRS, Toulouse, France
f etienne.labbe, thomas.pellegrini, julien.pinqg@irit.fr

ABSTRACT Since evaluating text generated automatically is a dif cult problem,
several metrics are used in combination. We investigate in particular
he SPIDEr metric [5], a short name used to designate the average of
wo metrics called Consensus-based Image Description Evaluation
(CIDET) [6] and Semantic Propositional Image Caption Evaluation
SPICE) [7]. SPIDEr is used, for instance, in the DCASE yearly

Automatic Audio Captioning (AAC) is the task that aims to describe t
an audio signal using natural language. AAC systems take as inpu&
an audio signal and output a free-form text sentence, called a cap
tion. Evaluating such systems is not trivial, since there are many
ways to express the same idea. For this reason, several complemeri; s
tary metrics, such as BLEU, CIDEr, SPICE and SPIDEtr, are used to hallenges to rank the participant AAC systefns

. : : - In this paper, we report experiments using the AAC system we
compare a single automatic caption to one or several captions of ref’developed to participate in the DCASE 2022 AAC task. Like most

erence, produced by a human annotator. Nevertheless, an automati C systems, we use a beam search decoder that allows to generate

system can produce several caption candidates, either using SOMEeaveral candidate captions. The most likely one is used to compute

randon_mess in the_sentence ge_neration process, or by co_nside_ring]e SPIDEr score of our system. A strong limitation of SPIDEr.
the various competing hypothesized captions during decoding with. ' '

. ; in our opinion, is that only one caption candidate is considered for
beam-search, for instance. If we consider an end-user of an AAC . . . . ;
: X ) X evaluation. As we shall illustrate in this paper, two correct captions
system, presenting several captions instead of a single one see

m ; . )
relevant to provide some diversity, similarly to information retrieval that differ by a single word may have very different SPIDEr scores,

A L . if one of the words happens to be in the caption(s) of reference.

systems. In this work, we explore the possibility to consider several L :
; ) . : - . To overcome this issue, we propose a metric that we call SPIDEr-
predicted captions in the evaluation process instead of one. For this . . ; - - .
; X max, which takes into account multiple candidates for a single audio
purpose, we propose SPIDEr-max, a metric that takes the maximum .
. . recording.
SPIDEr value among the scores of several caption candidates. To

advocate for our metric, we report experiments on Clotho v2.1 and

AudioCaps, with a transformed-based system. On AudioCaps for 2. METRICS
example, this system reached a SPIDEr-max value (with 5 candi- ] )
dates) close to the SPIDEr human score of reference. In the literature, most AAC systems are evaluated using the CIDEr,

SPICE or SPIDEr metrics. These metrics come from the eld of
image captioning and evaluate a single candidate caption against a
reference set.

Index Terms— audio captioning, evaluation metric, beam
search, multiple candidates

1. INTRODUCTION 2.1. CIDEr

Automated Audio Captioning (AAC) is the task, in which a system CIDEr [6] is a metric based on the TF-IDF (term frequency-inverse
takes an audio signal as input and provides a short description of itsdocument frequency) scores of each n-gram of the candidate and
content using natural language. AAC could be useful for hearing- reference sentences. TF-IDF is used to give a higher weight to in-
impaired people, in machine-to-machine interaction, surveillance frequent n-grams and lower weight to frequent n-grams.
and information retrieval in general. In the last few years, the re- The CIDEr metric calculation starts by stemming all the words
search community has developed a keen interest in AAC, in partic- and compute all the n-grams of size INoacross all candidates and
ular thanks to the Detection and Classi cation of Acoustic Scenes references. The frequency of each n-gram in references are used to
and Events (DCASE) Challenges and Workshigpehich have pro- compute TF-IDF of all captions. This means that the score of each
vided datasets and benchmarks for this task. candidate does not only depend on its corresponding references, but
Most AAC systems use deep neural networks with a sequence-also on all the other references of the corpus being evaluated. Then,
to-sequence encoder-decoder architecture, to build a semantic audithe TF-IDF scores are vectorized and used to compute cosine sim-
representation and generate a valid sentence as output [1]. Theylarity between the candidate and each reference. The similarities
rely on models pretrained on large-scale datasets, to solve the datare rescaled by a factor of 10 and averaged across the references
scarcity issue in AAC [2, 3, 4]. to get the nal score of the candidate. All the scores are averaged
In this work, we are interested in the evaluation of AAC sys- again to get the global score on a dataset.
tems. AAC evaluation borrows metrics from machine translation The CIDEr-D metric is a more robust version of CIDEr sup-
and image captioning, and consists of comparing a candidate capposed to be closer to human judgement. It removes the stemming
tion to one or several manually produced captions of reference.operation to take into account the tense and plural of words, adds

Lhttp://dcase.community/ Zhttp://dcase.community/challenge2022/
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a penalty factor, and limits the maximum occurrence of candidate AudioCaps [14] is another audio captioning dataset contain-
n-grams to penalize longer repetitive sentences. The penalty is muling 49838 training les of approximately 136.6 hours from Au-
tiplied by a similarity measure based on the length of the candidatedioSet [15], a large audio tagging dataset with audio extracted from

c and the reference YouTube. AudioCaps contains only 1 caption per audio in the train-
L ing subset and 5 captions for the validation and testing subsets.
Penaltyc;r) = exp M (1) Since YouTube removes videos uploaded by users for various rea-

2 sons, our version of AudioCaps contains only 46230 over 49838

Some AAC papers do not specify which version of CIDEr they les in training subset, 464 over 495 in validation subset and 912
use, but in this paper we report CIDEr-D scores as used in theover 975 les in testing subset. Our training subset contains 402482

DCASE challenge. We use the default settings of CIDEr-D with words with a caption length between 1 and 52 words.

the maximum n-gram sizBl set to 4, and the hyperparameter To extract audio features, we resample audio signals to 32 kHz

used for the penalty set to 6. and compute log-Mel spectrograms with a window size of 32 ms, a
hop size of 10 ms and 64 Mel bands. All captions are put in low-

2.2 SPICE ercase and punctuation characters are removed. We used the spaCy

tokenizer [16] to split sentences into words, resulting in a vocabu-

SPICE [7] attempts to extract the semantic content of a sentencelary of 4370 tokens for Clotho and 4724 words for AudioCaps.
Sentences are used as input to a Probabilistic Context-Free Gram-
mar dependency parser[8], with seyeral additional rules to b_und @35 Model architecture
dependency tree where each node is a word and each edge is a syn-
tactic dependency. Custom rules are used to compute another grapie adopt a standard encoder-decoder structure used in most AAC
a “semantic scene graph”, comprised of three types of nodes: ob-systems, with a pre-trained encoder to extract audio features and a
jects, attributes and relations. Attributes are linked to a single ob- transformer decoder to generate our captions. The encoder is the
ject, and relations connect objects between them. The referenceCNN10 model, a convolutional network from the Pretrained Audio
graphs are merged into one to be compared with a candidate graphNeural Networks study (PANN) [2]. We used the weights available
Then, the scene graphs are converted into lists of word tuples. Anon Zenodd to initialize the model at the beginning of the train-
object is a tuple with the object name, an attribute is a tuple of two ing. An af ne layer was added to project 512-dimensional to 256-
words with the object and attribute names, and a relation is a tupledimensional embeddings. We kept the time axis of the audio em-
of three words containing the two objects connected and the rela-bedding used as input for the decoder.
tion names. Finally, the list is binarized for the candidate and the The decoder is a standard transformer decoder [17]. It takes the
references, and used to compute an F-Score. audio embeddings as inputs and all the previous words predicted.

The M-SPICE metric [9] is a variant of SPICE, which takes The word embeddings are randomly initialized and learned dur-
multiple candidates for a single audio. This metric was introduced ing training. We use teacher forcing with cross-entropy to train the
to evaluate the diversity of the words used in multiple candidates model. During the testing phase, captions are generated using beam
generated by stochastic decoding methods. The only difference issearch, and we select the best candidate using the probability of the
that the semantic graph of each candidate is merged into one, exsentence® given by the model. The combination of our encoder
actly as for the reference list. The other steps remain the same.  and decoder is simply named “CNN10-Transformer”.

2.3. SPIDEr 3.3. Experimental setup

SPIDET [5] is a metric originally used as a cost function to optimize \ve trained models for 50 epochs, on both datasets separately. To
a model on SPICE and CIDEr-D at the same time. SPIDET is the gptimize our networks, we used Adam [18], with a learning rate set
average of CIDEr-D and SPICE, and is supposed to have the benetg5:10 “ atthe rstepoch, 40 ° weight decay, a0.9; and 0.999
ts of both previous metrics. Since CIDEr-D gives a score between , and settol0 . We used a cosine learning rate scheduler with
0 and 10 and SPICE between 0 and 1, the SPIDEr score is betweeRe following rule:
0 and 5.5, which is quite uncommon for a metric. SPIDEr is usually
the metric used in AAC papers to compare models, even if other 1 k
machine-translation metrics like BLEU [10], ROUGE-L [11], and Inc= 5 1+cos _— lro @
METEOR [12] scores are also reported.
with k being the current epoch index, akd the total number of
3. SYSTEM DESCRIPTION epochs. T
The transformer decoder uses an embedding dimeidsigei

3.1. Datasets of 256, four attention heads, six stacked standard decoder lay-

_ers, and a global dropoRgro, set to 0.2. The last af ne layer
The Clotho v2.1 dataset [13] is an audio captioning dataset Contam'projects the 256-dimensional embeddings to an output of the vo-
ing 6974 audio les of approximately 43.6 hours from Freesound capulary size of the dataset. We used label smoothing to reduce
between 15 and 30 seconds. Each audio is described by 5 cappyer tting, set to 0.1 for AudioCaps and 0.2 for Clotho. In order
tions annotated by humans. The dataset is divided in 3 diﬁerentto avoid gradient explosion, we clip gradients by a maximal L2-
splits: development, validation and evaluation, which corresponds norm value set to 10 and 1 for AudioCaps and Clotho, respectively.
to development-training, development-validation and development-During testing, beam size is set to 8 for Clotho and 2 for Audio-
testing, the COnVentionaI names Used in the DCASE Cha”enge. |nCapS. The nal encoder-decoder model results in 16M trainable
this paper, we use these names. The training subset contains 217362

words with a caption length between 8 and 20 words. 3https://zenodo.org/record/3987831
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parameters. We also used SpecAugment [19] as audio data au
mentation with two bands dropped on the time axis with a maximal
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g'_I'able 2: Captions for the Clotho development-testing le named

size of 64 bins and one band dropped on the frequency axis with a rain.wav-.
maximum size of two bins. Our implemenéation uses PyTorch [20], candidates = SPIDEr
PyTorch-Lightning [21] and our aac-datasefsackage to download — -
ar)lld managge audi%[cag)tioning datasets rmckag heavy rain is fall!ng ona roof 0.361 0.562
: heavy rain is falling on &n roof 0.408 0.930
a heavy rain is falling on a roof 0.369 0.594
4. SPIDEr RESULTS a heavy rain is falling on the ground 0.351 0.335
a heavy rain is falling on the roof 0.340 0.594

Results on Clotho and AudioCaps of our model CNN10-
Transformer are shown in Table 1. Standard deviations of our model
are very small (0.001 and 0.004 for Clotho and AudioCaps, respec-
tively). Cross-reference scores are computed by using one of the
reference as a candidate and the four others as references ve times.

Table 1: SPIDEr scores on Clotho v2.1 and AudioCaps with state-
of-the-art results and cross-reference scores.

System Clotho AudioCaps
Best 0.320[22] 0.465 [4]
Human N/A 0.565 [14]
Cross-Referencing 0.573 0.564
CNN10-Transformer (ours) 0.247 0.401

Our model performs much better on AudioCaps than Clotho,
with a SPIDEr score of 0.401 and 0.247, respectively. It is also
closer to the cross-reference and human scores in AudioCaps. This
is probably due to the fact that the CNN10 encoder has been pre-
trained on AudioSet, which is a superset of AudioCaps. In addition,

References

heavy rain falls loudly onto a structure with a thin roof
heavy rainfall falling onto a thin structure with a thin roof
it is raining hard and the rain hits a tin roof

rain that is pouring down very hard outside

the hard rain is noisy as it hits a tin roof

Table 3: Captions for an AudioCaps testing le (id: jid4t-FzUnQ").

Candidates P SPIDEr

a woman speaks and a sheep bleats 0.475 0.190
a woman speaks andg@at bleats 0.464 1.259

a man speaks and a sheep bleats 0.464 0.344
an adult male speaks and a sheep bleats 0.450 0.231
an adult male is speaking and a sheep bleats  0.491 0.189

References

a man speaking and laughing followed by a goat bleat

a man is speaking in high tone while a goat is bleating one time
a man speaks followed by a goat bleat

a person speaks and a goat bleats

a man is talking and snickering followed by a goat bleating

the captions in AudioCaps are simpler than those in Clotho, with
shorter sentences and a relatively smaller vocabulary. The current
best score on AudioCaps is also much closer to the cross-referenc
top score (0.100 difference) than the one on Clotho (0.253 differ-
ence).

%.2. Can we choose a better candidate automatically?

Selecting automatically the best candidate among the beam search
hypotheses is a dif cult problem: most candidates are very similar
and usually describe the same events with different words. Fig-
ure 1 shows the histogram of the beam hypothesis indices that give
the maximum SPIDEr score possible, for each candidate list when
using a beam size of ve. It reveals that no beam index seems bet-

Tables 2 and 3 show examples of candidates and captions of retfer than anothea priori. The same conclusion can be drawn with

erence, one from Clotho, one from AudioCaps. The probalfity Clotho. We tried to automatlcglly select the best candidate using
several features: vocabulary size, sentence length, and even with a

iven by the model is also indicated. It used to select the best can- .
9 y %hallow neural network trained to rank the sentences, but all these

i h hh h . We al h . s -
dslgﬁ;%? ;T;?)?S ;s:o?:?;rendig?srgch cy;r?(;idezigs e also reported t approaches failed to signi cantly improve the global SPIDEr score.

In the Clotho example, the most likely caption candidate is also
the one with the highest SPIDEr score, based on the fact that the
rather rare word “tin” was found by the automatic system. Thus,
in this example, the differences observed between the various hy-
potheses seem justi ed. On the contrary, in the second example,
from AudioCaps, the most likely automatic caption is different from
the one with the highest SPIDEr score.

The agreement accuracy between the best candidate according
either to the likelihood and to the SPIDEr score is only of 26.5% on
Clotho, and 22.6% on AudioCaps. The correlation coef cient on all
the likelihoods and the SPIDEr scores is 0.224 on Clotho and 0.259
on AudioCaps. This shows that the maximum candidate likelihood
P does not select the best caption according to the SPIDEr score.

5. SPIDEr LIMITATIONS

5.1. The SPIDEr score varies greatly between beam search can-
didates

4https://pypi.org/project/aac-datasets Figure 1: SPIDEr best beam indexes on AudioCaps testing subset
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To overcome these limitations, we propose to consider all the
candidates produced by the model and select the best SPIDEr score
between them with a new metric.

6. SPIDEr-max

6.1. De nition

We propose SPIDEr-max, de ned by the following equation:
SPIDEr-maxC; R) = max SPIDE(C;;R) 3)
|

whereC is a list of N caption candidates arit a list of references.

It consists of retaining the largest SPIDEr score among the
scores calculated for a set of caption candidates, to avoid having
to choose a single hypothesis. The SPIDEr-max values are between
0 and 5.5, like the SPIDEr score. The source code in PyTorch will

) . Figure 3: SPIDEr and SPIDEr-max scores with different beam
be made available on GitHBlpon paper acceptance.

sizes, calculated on the Clotho development-testing subset with

CNN10-Transformer.
6.2. Results

The score of SPIDEr-max hlghly depe_nds on how many_candldatese_& Why such a boost in SPIDEr-max?

we use, so we report results with various beam sizes in gures 2

and 3 for AudioCaps and Clotho, respectively. We varied the beam As we saw in the previous section, SPIDEr-max increases rapidly

size from 1 to 10. If we imagine a human end-user, proposing at and even outreaches the human SPIDEr score on AudioCaps. We

most 5 candidates captions would be reasonable, in our opinion.  also noticed that predicting a correct infrequent n-gram seems to
drastically improves the score of a candidate, probably due to the
CIDEr-D metric based on the TF-IDF of the n-grams. To see if
there is a relation between TF-IDF and the SPIDEr and SPIDEr-
max scores, we computed the difference between them with the best
candidate given by the model and the best one given by the SPIDEr
score for various beam sizes.

The correlation value between this variation of TF-IDF and

SPIDEr scores is almost one for AudioCaps and Clotho. It suggests
that the candidates selected by SPIDEr-max have a much higher
TF-IDF than those selected by the model probabilities, which ap-
pears to signi cantly increase the CIDEr-D score and, thus, also the
SPIDEr-max score.

7. CONCLUSION

In this paper, we showed that the SPIDETr score is very sensitive to
Figure 2: SPIDEr and SPIDEr-max scores with different beam the words used in the caption candidates, so we proposed a new
sizes, calculated on the AudioCaps testing subset with CNN10- metric, SPIDEr-max, that takes into account multiple candidates
Transformer. for each audio recording. The scores of SPIDEr-max compared
to human scores of SPIDEr show that our model already produces
On AudioCaps, the SPIDEr-max score increases rapidly abovehuman-like caption candidates, but selecting the caption with the
the score of our model from 0.401 to 0.473 with only a beam size highest SPIDEr score is not trivial. As future work, we are inter-
of two. The scores continue to rise above the human SPIDEr scoreested to study other metrics that do not use TF-IDF, such as model-
(0.565), meaning that our model is already producing human-like based metrics like BERTScore [23] or FENSE [24]. We also look
captions, but fail to select them, if we take the maximum likelihood forward to testing SPIDEr-max with new models to see if our nd-

criterion. ings are repeated across architectures and training methods.
On Clotho, the scores also increase with a higher beam size, but

they do not reach the cross-reference score on the rst beam sizes.
This is probably due to the references of Clotho, which show more
diversity in terms of vocabulary and n-grams than AudioCaps.

We also tried to compute the SPIDEr-max score for a beam size
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ABSTRACT multiple devices, ResNorm was proposed with BC-ResNet, which
normalized the frequency bands with the residual path [12].

We propose a low-complexity acoustic scene classi cation (ASC) Several studies introduced the model architecture in the speaker

e e i A L ver calon ek, Whch ocused on he ey of speech and
the state-of-the-art architecture of the ASC, broadcasting—ResNetChannels in CNN to improve the veri cation performance in short-

(BC-ResNet), we introduce BC-Res2Net that uses hierarchical duration speech [13_15]'. Ligt al. [14] conducted a multiscale
; . ) o .~ frequency-channel attention (MFA) framework with frequency-
residual-like connections within the frequency- and temporal-wise

. : . . channel attention and Res2Net structure [16], which learned mul-
convolutions to extract multiscale features while using fewer pa-

rameters. We also incorporate the attention and aggregation metho&ISCaIe features to emphasize the signi cant frequency and channel

. oo h components. Jungt al. [15] proposed a feature pyramid module
proposed in short-utterance speaker veri cation with BC-Res2Net . i . i
to achieve high performance. In addition, we train the model with (FPM) that upsamples in a top-down pathway to effectively aggre

a novel ne-tuning method using a device-aware data-random-dro gate various-resolution feature maps.
i twning 9 . P™ This paper introduces two strategies for generalized ASC for
to avoid optimization for only a few devices. When the amount of

data differed for each device in the training dataset, the proposedvanous devices under low complexity and short input time condi-

method gradually dropped the data of the primary device from the tions: improving the model structure, and training with a novel ne-
mini-batch. The experimental results on the TAU Urban Acous- tuning method. Inspired by Res2Net, we propose BC-Res2Net that

. ; are accomplished by modifying the BC-ResNet structure with mul-
tic S_cenes 2022 Mpbne developr_nen_t dataset demonstrated the eftiscale modeling to increase the receptive eld size of each CNN.
fectiveness of multi-scale modeling in short audio. Furthermore,

the proposed training strategy signi cantly reduced the multi-class ¢ tegrate the BC-Res2Net with MFA and FPM, which effec-
prop g strategy sigi y tively extract and aggregate features from short speech signals, to
cross-entropy loss for various devices. ;
construct the ASC model. Subsequently, we perform device-aware

Index Terms— Acoustic scene classi cation, multi-scale, data data-random-drop-based ne-tuning that drops data of the selected

imbalance, ne-tuning, short-segmented audio device in batch-level processing for the pretrained model to obtain
consistent performance in various recording devices. We choose the
1. INTRODUCTION device that recorded the most in the training dataset. We do not drop

the data at the beginning of the ne-tuning but gradually increased

Remarkable progress in acoustic scene classi cation (ASC) hasthe drop rate to a given parameter. In addition, we add regulariza-

been accomplished with the development of deep learning, and seviion with a cross-entropy loss to avoid over tting devices that are

eral studies have recently been conducted to implant deep neurahot selected.

networks (DNNSs) into low-resource devices that are suitable for

practical applications [1, 2]. Notably, the Detection and Classi - 2. ASC MODEL ARCHITECUTRE

cation of Acoustic Scenes and Events (DCASE) Challenge have

been held with various audio tasks, including ASC, and contributes 2.1. BC-Res2Net structure

to advance computational environmental audio analysis techniques. . . )

In DCASE Task 1, ASC systems should satisfy constraints such asBroadcasted residual learning [11] residually connects two-

data imbalance depending on the recording device, low complexity dimensional (2D) and one-dimensional (1D) feature maps with

limitations, and short audio input while ensuring high classi cation the input. These different sized feature maps are extracted by

accuracy [3, 4]. frequency-wise 2D and temporal-wise 1D DW-CNNSs, respectively,
Owing to the limitation on the number of parameters, con- and they contamfreq_uency and frequency-aware temporal features.

volutional neural networks (CNNs) are preferred over DNNs for 10 correct the size mismatch, the output of the 1D DW-CNN, a 1D

ASC models. To further enhance the feature extraction capa-f€ature map is broadcast along the frequency axis. This residual

bility of CNNs, the ResNet [5] structure and depth-wise separa- COnnection was combined with basic structures such as ResNet and

ble CNNs (DW-CNNSs) [6] were adopted in [7] and [8], respec- 'ransformer [17] to obtain state-of-the-art results in various audio

tively. Moreover, the modi ed MobileNet [9], Ef cientNet [10], ~ and speech elds [11,12, 18] where it is paramount to effectively

and broadcasting-ResNet (BC-ResNet) [11] structures, which werec@pture frequency-time characteristics.

designed to consider computational power, exhibited excellent per- ~ R€s2Net, however, computes more ef ciently than the con-
formance [3,12]. To improve the generalization of the model to the Ventional convolution-based structure because it comprises several

CNNs connected in a hierarchical residual-like manner. In particu-
“Equal contributions. lar, the input feature map is sliced precisely with the same channel
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denote a corresponding temporal-wise 1D DW-CNN with a kernel
size of3 and the ReLU activation, respectively. The following oper-
ations are performed sequentially: concatenating outpuis afito

one, point-wise convolution, channel-wise dropout, and expanding
the feature map siZR® * T toR® F T along with the frequency
axis. Finally, batch normalization with ReLU activation is applied
after combining the output with two auxiliary residuals that the in-
put identity and result oF ;. Note that the BC-Res2Net operates
with fewer CNN parameters than the BC-ResNet because the rst
subfeature map sliced frof, andF; does not proceed with con-
volution. The transition block differs from the normal block in two
ways: auxiliary point-wise 2D CNN is applied befdfe to change

the input channel size, and there is no residual connection for iden-
tity due to the size difference between the input and output.

2.2. ASC model for MFA and FPM

Short audio or speech makes feature extraction dif cult because
of insuf cient temporal information. Several studies have focused
on adding or enhancing the DNN structure in speaker veri cation
elds to overcome performance degradation under short-utterance
situations. In this study, we combined MFA and FPM, which im-

size of CNNs. Each partitioned feature subset has a correspondProved the feature maps using the attention mechanism and aggre-

ing CNN that is fed while being sequentially added to the output of gated the features from multiple resolutions, respectively, with the
the previous CNN. The CNN outputs have various receptive eld BC-Res2Net structure to introduce the ASC model for short audio.

sizes owing to the multiscale operation. To extract the frequency )

propose the BC-Res2Net that converts the frequency- and temporal¥ .F . andC denote the number of time sequences, frequency bins,
wise convolution of the BC-ResNet into a Res2Net structure. Fig- @hd CNN channel respectively. Input feature sizeisF  T.
ure 1 shows the network blocks of the BC-Res2Net compriBing

Figure 1: BC-Res2Net structure.

. - ) Output size Stage Operator
F1, frequency average pooling, and point-wise 1D CNN, wikere Conv2D 5 5 stride 2
andF; denote the Res2Net style 2D and 1D convolutions includ- 2C F=2 T=2 Stem BatchNorm N MEA
ing nonlinear functions, respectively. Because the transition block BC-ResoNel 2
is used when the given input and output feature map sizesareas- C F=2 T=2 Stage 1

signed differently, we describe the proposed structure based on the ResNorm + MFA

Max-pool 2 2
normal blocks. ) _ _

The input feature ma 2 RS © T is sliced intoS subfea- L5C F=4 T= Stage 2 ggs'sﬁfé’\lflthzp\
ture maps along with the channel axis, and the feature map subset Max-pool 2 2
is denoted by x1; X>»; ::; Xsg. Except for the rst subfeature ma -

X1 Xa;:5Xs0 P P oc F=8 T=8 | Stage3 BC-Res2Net 2

x1, eachx; 2 R F T has a corresponding frequency-wise
2D DW-CNN with a kernel size 08 1 and subspectral normal-

ization [19], denoted by c; () andfssn:i (), respectively. The 25C F=8 T=8 Stage 4
feature subset; is sequentially fed inté,c.i () andfssn: (), af-

ResNorm + MFA
BC-Res2Net 3
ResNorm + MFA

ter adding the output dfssni  1( ). The overall process fdf 4|C 1 1 Ag?reg_atlon '.:PM
can be formuslated as follows: #Classes 1 1 Classi er Linear
2 Xi; ifi=1 The overall architecture is presented in Table 1. Assigning the
Fa(xi) = S fssnii (Faci (x0)); ifi =2 (1) importance of the frequency channel components for all the outputs
* fssni (Faci (Xi + Fa(xi 1)); otherwise is necessary because the output of each stage has a different resolu-

o . ) tion and receptive eld. Therefore, we apply MFA to Stem and ev-
Frequency average pooling is applied after concatenating the set okry stage after ResNorm. Figure 2 shows the FPM aggregating the
outputsf F2(x1); F2(x2); :::; F2(Xs)g along the channel axis. The  MFA output of each stage in a bottom-up pathway, where the base

obtained feature may 2 R® ' T is then fed intoF; to extract  CNN channel of the proposed model is se#@ The last three fea-
the temporal characteristicss can be expressed as follows: ture maps are upsampled to the siz&R6f =2 T=2 which is the
8 . same as the output of Stage 1. We considered the average of four
Vi ifi=1 feature maps across the frequency-temporal dimension and concate-
Fi(yi) = _ frewui (Faci (¥i)); if i =2 2 nated them into a single feature map with a siz&8f * *. The
" frewui (fici (Vi + Fi(yi 1))); otherwise upsampling method of the FPM is converted into the pixel shufe
method [20] for greater ef ciency compared to the transposed con-
wherey; 2 RS 1 T denotes the subfeature map Yfthat is volution method proposed in [15]. The output of FPM is reshaped
sliced intoS along with the channel axis, afdc;; , andf geLu:i () through a linear layer according to the number of classes.
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Table 2: Ablation study of the BC-Res2Net evaluated on the TAU
Urban Acoustic Scenes 2022 Mobile development dataset. (Acc.
indicates the top-1 test accuracy(%).)

Systems #Params MACs LogLloss Acc.
BC-ResNet-40 88.1K 17.21M 1.327 57.1
BC-Res2Net-40| 85.8K 15.89M 1.235 59.1
w/ MFA 123.6K 17.45M 1.198 59.3
w/ FPM 93.6K 17.06M 1.212 59.5
w/ MFA & FPM 126.6K 26.76M 1.167 60.8

Table 3: Log loss and top-1 test accuracy (%) comparison for differ-
ent duration of test audio on the TAU Urban Acoustic Scenes 2020
Mobile development dataset. (Dur. indicates durations.)

Dur. | BC-ResNet-40 BC-Res2Net-40 BC-Re€s2Net-40

Figure 2: Proposed BC-Res2Net-based ASC model architecture. w/ MFA & FPM
1ls 1.327/57.1 1.235/59.1 1.167/60.8
2s 1.285/57.8 1.190/60.3 1.146/61.6

3. FINE-TUNING METHOD USING DEVICE-AWARE
DATA-RANDOM-DROP

5s 1.301/56.7 1.185/59.7 1.172/60.5
10s 1.315/56.3 1.195/58.7 1.192/59.5

When we train the ASC model with a signi cantly different amount The audio seaments were ten tvoes of acoustic scenes from ten
of data for each device, the model undertakes greater effort to char-Cities recorded f?om three real de\%f:)es (A, B, and C) and six sim-
acterize a few speci ¢ devices occupying a large percentage of the, 4 jevices (S1-S6). According to the train-split method of [4],

dataset than to represent the general features of the overall devicedevelo ment dataset 2022 was separated into training and test sub-
To alleviate this issue, we load a pre-learning model that neglected P P 9

e device types and ne-uned the model b remaving datafrom 2% TSN 139970 a0 29,660 scaments espectyet It e
speci ¢ devices. Before ne-tuning, the last linear layer that classi- total ?n the te:st split. the data from all the devices wereoevenl
ed the scenes is initialized and retrained to become more deVice'distri.buted The tesrz siolit contained data recorded with devices Sﬁ-
agnostic. Next, we ne-tune the model using the suggested device- :

aware data-random-drop method. It selects the device with the mostsst’avsvgt'wavsverri\%glg(\j,ﬁ?h:)nuﬁzgg?:}ggsgzﬁitstipr:'t' t;]r:fe:/ﬁl:at'on
data from the dataset and manages the mini-batch for every step b)‘}j P 9 :

randomly removing data from it. However, an excessive drop of temw-?hlfiend Lﬁ;g?ulr\gil \,Svﬂfgtr%n grset(;]?hlrr:)%mhfetﬁ:g;esft%r (')sl'”dso)\/;r-%
speci ¢ devices from the training process can lead to poor ASC Sam‘ lin fro?n 44 1 kHz to 16 gkl—ﬁ)z o Melsg ectrum fea‘iu.re ex
performance owing to a lack of data diversity Therefore, inspired tract?on gand daté au mentation T’he Elgo Me[I)s ectroarams were
by curriculum learning [21], we design a method in which the data- 256-din",|ensional extr%tcted with 2048 san%ples ofpthe Hgnning win-
drop rate is initialized with zero and then increased step-wise. Thedow and 512 salm le shifts. The input feature size obtained usin
drop rate gradually increases with the shape of the sigmoid functionthe ’ [EDrOCessin ?nethod r.nentiongd was [1, 256, 32]. The timeg-’
from zero to the given parameter. Furthermore, we add regular- l prep thod 9 d for time-d - ' t,t' ) The inout
ization to minimize the square weight difference between the ne- roting method was used for ime-comain augmentation. 7 ne inpu

tuning and pretrained model parameters to prevent excessive loss og,“g": Vv\\',if] ?ngfrﬂgnmgeiﬁfgﬁi;l%tl??hixffhﬁngigg frg‘; ::au i
information from the selected device as given by: - 9e p . 9P 9

ment [22], except time wrapping, was also employed with two fre-
guency and temporal masks each. Mask parameters of 40 and 4
were used for the frequency and temporal masks, respectively. Each
time-rolling and Specaugment mask was applied with a probability
whereL, Lc, and denote the total loss, classi cation loss, and of 0.8. We also applied Mixup [23] with = 0:3 to the acoustic
scaling factor of regularization, respectively.and € denote the feature space.

ne-tuned and pretrained model parameters, respectively, except for

the classi er layer. The pretrained model parameters are stored ing 2. |mplementation details

advance.

X
L=Lc+ (i S%i)% ©)

We trained the BC-Res2Net-based ASC model with pretraining and
ne-tuning phases. In the pretraining phase, the AdamW optimizer
[24] with a weight decay 08:05 was used oveB00epochs, and the
mini-batch size was set ®12. Warmup [25] was applied, where the
learning rate linearly increased from 1e-80t®1 over the rst ten

The TAU Urban Acoustic Scenes 2022 Mobile Development datasetepochs and decayed to zero with a cosine annealing scheduler [26].
[4] had the same format as the 2020 development dataset [3], sam&Ve applied a device-aware data-random-drop, treating the selected
sample rate of 44.1 kHz and 24 bits. However, this 2022 datasetDevice A as an excluded recording device in the ne-tuning phase.
segments were signi cantly shorter (1 s) compared to the last 2020 The mixup was disabled to correct the mismatch between the train-
development set (10 s). In addition, the number of segments grewing and test conditions. The scaling factor of regularization@w4s
tenfold as the 2020 dataset split the 2022 dataset by 1 s. and the AdamW optimizer with a weight decay of 1e-8 and xed

4. EXPERIMENTAL SETUP

4.1. Datasets and preprocessing
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Table 4: Device-wise top-1 test accuracy (%) and overall log loss comparison of proposed ne-tuning method according to maximum drop
rate on the TAU Urban Acoustic Scenes 2022 Mobile development dataset. (Acc. indicates the top-1 test accuracy (%).)

Svstems Fine-tuning Seen device Unseen device Average
Y (Drop rate) A B C S1 S2 S3 S4 S5 S6 | Log loss/Acc.
7 72.0 64.5 68.2 62.7 59.5 64.2 54.4 56.4 453| 1.167/60.8

3 (0.00) 72.8 681 69.7 63.1 62.0 66.2| 53.4 56.0 476 | 1.083/62.1
BC-Res2Net-40 3 (0.50) 73.0 67.8 70.1 62.9 61.6 66.5 55.2 56.8 48.4| 1.085/62.5
w/ MFA & FPM 3 (0.90) 73.2 68.0 694 63.7 616 66.2 | 55.2 57.3 49.0 1.076/62.6
3 (0.99) 72.7 67.2 703 63.0 622 66.0 55.9 574 48.8 1.081/62.6

and better performance was achieved when the drop was applied to
the selected Device A. Maximum drop rate of 0.9 exhibited the best
average log loss and accuracy, and achieved signi cant improve-
ments of 0.091 and 1.8%, respectively, compared to the case when
ne-tuning was not applied. In particular, on the seen device, the
performance of multiple devices including Device A was improved
evenly, and the performance improvement was observed even in the
unseen device, showing that the proposed ne-tuning method bene-
ts generalization of the device.

6. RELATIONSHIPS WITH TECHNICAL REPORT

Figure 3: Top-1 test accuracy comparison of the BC-Res2Net and In a technical report [27], quantization-aware training (QAT) [28]
the BC-ResNet according to model parameters and MACS. was additionally introduced to satisfy the quantization conditions of
INT8. The log loss and accuracy of the QAT-applied BC-Res2Net-
learning rate of 1e-5 was used. For the model structure, Beth ~ 40-based ASC model were degraded to be 1.193 and 60.3%, respec-
andF ; of the BC-Res2Net were sliced into four subchannels. Sub- tively, compared with the results without quantization. We submit-
spectral normalization [19] with four sub-bands and ResNorm with ted the outputs of the two systems with the proposed ne-tuning in
0:1 (hyperparameter of the identity shortcut path,) were applied to QAT environment. To investigate the effect of the proposed ne-
the BC-Res2Net. tuning according to the regularization scaling factor, we submitted
systems results trained with the ne-tuning method with a drop rate
of 0.9 and the regularization factors with 0.04 and 0.4. Each result
achieved log losses of 1.072 (Acc. 62.2%) and 1.065 (Acc. 62.6%),
respectively, for the test set of the development dataset. For the rest

We evaluated the result in terms of the top-1 test accuracy and . - : o
multiclass cross-entropy (log loss). We also reported the number.Ofthe two trials, we additionally applied knowledge distillation [29]

of model parameters and mutiply-accumulate operations (MACs) JCCL e 8D 8 U B e TS e e e
were used to observe computational complexity. Figure 3 shows 9 q

: scaling factor of regularization to 0.4 and achieved a log loss of
the comparison of the BC-ResNet and BC-Res2Net when the bas .
CNN channel size increases from 40 to 80. For all the CNN chan-eo'835 and accuracy of 70.1% from the development dataset. Fi-

nel sizes, the BC-Res2Net achieves higher accuracy than the BC__naIIy, this result achieved a log loss of 1.147 and accuracy of 60.8%

ResNet while having small MACs and model parameters. Table 2 in the challenge evaluation and placed second in the competition.
presents the effects of the proposed structural modi cations on the

ASC model. The BC-Res2Net-40 requires 2.6% fewer parameters 7. CONCLUSION

and 7.7% fewer MACs than the BC-ResNet-40 but performs bet- o ]

ter in terms of log loss and accuracy. When MFA and FPM were We proposed the BC-Res2Net by modifying the BC-ResNet in a
applied to the BC-Res2Net, the accuracy improved by 0.2% and Multiscale manner. Moreover, W(_a_lmproved ASC performance un-
0.3%, respectively; when both were applied, the accuracy improvedder short audio evaluation conditions by using the MFA and the
by 1.7%. Table 3 shows the results for the short audio conditions. FPM method, which nds important components among frequency
We evaluated the cropped test data with the given duration within @1d channel components and effectively aggregates feature maps
each 10 s audio of the 2020 data. The BC-Res2Net performed bettePf different resolutions. Finally, we suggested the device-aware
than the BC-ResNet for all the test lengths; in particular, the model data-random-drop method-based ne-tuning method to promote op-
that added MFA and FPM to the BC-Res2Net obtained better re- timization for multiple devices.

sults at shorter durations of 1 s and 2 s. These results show that

the BC-Res2Net extracts the information required to classify the 8. ACKNOWLEDGMENT

scenes more effectively than the BC-ResNet, and using MFA and

FPM additionally assists in classifying sound in short-segmented This work was supported by Institute of Information & communi-
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5. RESULT
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UNSUPERVISED ANOMALOUS SOUND DETECTION FOR MACHINE CONDITION
MONITORING USING TEMPORAL MODULATION FEATURES ON GAMMATONE
AUDITORY FILTERBANK

Kai Li, Quoc-Huy Nguyen, Yasuji Ota, and Masashi Unoki

School of Information Science,
Japan Advanced Institute of Science and Technology
1-1, Asahidai, Nomi, Ishikawa, 923-1292, Japan
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ABSTRACT AE-based ASD systems depends signi cantly on the discrimination

. . . . ofinput features.
Anomalous sound detection (ASD) is a technique to determine

hether th d emitted f hine i | The log-Mel-spectrogram (LMS) is widely used as input fea-
whether the sound emitted from a target machine Is anomalous Ofy, ¢ j, ASD [1, 3, 6]. It is designed in accordance with the pitch
not. Subjectively, timbral attributes, such as sharpness and rough-

; . PRI erception of the human ear and has high resolution in the low fre-
ness, are crucial cues for human beings to distinguish anomalou%uency and low resolution in the high frequency [7]. However, the
and normal sounds. However, the feature frequently used in existingd '

hods f i< the | | hich is dif cul iscriminative information of sounds emitted from different kinds
methods for ASD.'St € o_g-Me -§pectrogram, whichis difcultto ot achines may be encoded non-uniformly in the frequency do-
capture temporal |nform_at|on. This paper proposes an ASD _methOdmain. The Mel lterbank may Iter out important information con-
using temporal modulatlpn features on the gamrngtone audltor.y g cealed in the high-frequency components and hence decrease the
terba_nk (TMGF) to provide temporal characteristics for machlne_- erformance of an ASD system. Furthermore, the LMS focuses on
learning-based methods. We evaluated the propqsed method usin iscriminative information from the frequency domain, making it
the area under the ROC curve (AUC) and the partial area under theyic - /it to capture temporal information

ROC curve (pAUC) with sounds recorded from seven kinds of ma- Because of the drawbacks of the. LMS. other ASD methods
chines. Compared with the baseline method of the D.C.ASE2022 considered temporal information to improve detection results. In
challenge, the proposed method provides a better ability for do-

main generalization, especially for machine sounds recorded from[8]' a temporal feature is extracted from the raw waveform by a
9 » €SP y CNN-based network (TgramNet) to compensate for the anomalous

the valve. information unavailable from the LMS. This complementary infor-
Index Terms— Anomalous sound detection, gammatone |- mation can further improve the results of ASD systems. However,
terbank, temporal modulation features, timbre information, deep there is still a lot of redundant information with the raw waveform
learning as a front-end feature and cannot distinguish between normal and
anomalous sounds well.
1. INTRODUCTION For human beings, it is pretty easy to distinguish anomalous and

normal sounds by perceiving auditory attributes (loudness, pitch,
and timbre), especially timbral attributes, such as sharpness and
Iroughness [9]. A feature that includes more timbral information is
crucial for perceptually distinguish anomalous and normal sounds.

problems in the earliest stages, thus reducing maintenance Costyowever, a s_,peually designed feature from the perspective of hu-
and preventing consequential damages. ASD for machine condi-Ma" pt_erceptlon for ASD has not been developed. )
tion monitoring purposes has received increasing attention. This paper proposes a method to use temporal modulation fea-
ASD is often viewed as an unsupervised problem due to dif - tu_res on the gammatone auditory Iterbank (TMGF) [10]_ combined
culties in collecting anomalous sounds that can cover all possibleWlth a simple AE-based detector for the_ ASD task. Th'.s paper as-
types of anomalies. Autoencoder (AE)-based unsupervised meth-Sumes that the TMGF fea_lture can p_rovnd_e much more information
ods, such as those in [, 2, 3], were popularly used. These meth €lated to humz_in perception, espemglly timbral attibutes. The pro-
ods simulated the distribution of normal sounds by minimizing the PSed method is evaluated by experiments on the Task 2 dataset of
reconstruction error of normal training data. Then, the reconstruc- the DCASE2022 challenge [1]_' The result_s show that the proposed
tion scores from the testing data were used to detect the anomaliegN€thod outperforms the baseline system in the target evaluation.
Some improved AE models, such as Heteroskedastic Variational AE
(HVAE) [4] and Conformer-based AE [5], have also been proposed
to improve the performance of ASD. However, the performance of

Anomalous sound detection (ASD) is a technique to determine
whether the sound recorded from a target machine is anomalous o
not. It enables workers to arrange maintenance work to x machine

2. BASELINE METHOD

Corresponding author. This work was supported by SCOPE Pro- The AE-based system was selected as a baseline [1]. In the base-

: ; _ T

gram of Ministry of Internal Affairs and Communications (Grant Number: line system, the LMS of the input audi = fX.gi-; was ex-
201605002) and the Fund for the Promotion of Joint International Researchtracted and fed into an AE-based detector, whége2 R™, F
(Fostering Joint International Research (B))(20KK0233). andT are the number of Mel- Iters and time-frames, respectively.
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Figure 1: Proposed system using temporal modulation features on the gammatone auditory Ilterbank $FM@f) for anomalous sound
detection (ASD).

Then, the acoustic featuretas obtained by concatenating consecu- X (t) can be expressed as the product of the amplitude modulation

tive frames of the log-Mel-spectrogram as= ( X;::5; Xt+p 1), A (t) and the complex carrie@ «(V) | as
whereD = P F, P is the number of frames of the context win- )
dow. The anomaly score is calculated as Xi(t) = x(t) g™ (1) @
= A()e <O
1 . .
A (X)= ot Ut F( 0ii3; (1) The gammatone lterbank can be implemented using a wavelet
t=1 transform where the mother wavelet igt) = g(t) [15]. Then,

whereF( ) is the vector reconstruct function using the AE model, withan > 1, thek-th lter g (t) can be de ned by scaling(t)
andjj jj2 is "2 norm. As shown in Fig. 1, the AE model includes with a factor « oft, as
an encoder, bottleneck layer, and decoder modules. All modules

i ini i g M= () )
consist of fully-connected layers. The training of the AE model is ko
a regression mission due to the fact that only normal sounds can be - &5 1.

. > : . k - (6)
used in model training. Finally, the mean squared error (MSE) is )
used as the cost function to optimize the overall system. To analyze different frequency components Af;, we

To determine the anomaly detection threshold, the baselineuse a modulation lterbank [16, 17] consisting dfl lters
method assumes that follows a gamma distribution. The gamma  fh™ ()gh-1 . The rst Iter h® () is a low-pass Iter with a
distribution parameters are estimated from the histografn gind cut-off frequency off ;. For eachm 2, the lter h(™)(t) is
the anomaly detection threshold is determined a9@tepercentile a band-pass Iter of which the frequency ranges frath 2f; to
of the gamma distribution. IA for each test clip is greater than 2" 'f1. Using the designed modulation Iterbank, the TMGF fea-
this threshold, the clip is judged to be abnormal; otherwise, it is tures can be extracted from the amplitude modulatien as

judged to be normal. Smkx ()= Ac(t) h™(1): @)

3. PROPOSED TMGF FEATURES

4. EXPERIMENTAL SETUP
The temporal modulation on an auditory Iterbank contains im-
portant information related to the timbre of a sound, such as the4.1. Datasets
sharpness, roughness, and uctuation strength [11, 12, 13]. Such

information visualizes how humans perceive a sound as well as how ' N€ datasets used in this task were provided by the DCASE2022 or-

we judge a sound (i.e., as "anomalous” or "normal”). Also, differ- ganizers [18, 19]. The data includes normal and anomalous sounds
ent frequencies of temporal modulation contain different levels of fecorded frogw selven macr?lnes: La”d gearbd0>_<, t?ezrlnghsllde, tor car,
speech information such as speech intelligibility, speaker identity, toy trf’“n' and valve. E".ic recorded sound Includes the target ma-
and emotion. Thus, we aim to utilize the temporal modulation fea- CiN€'s sounds and environmental sounds. To simplify the task, only

ture for detecting anomalous sound. The extraction processes ard€ TSt channel of multi-channel audio is used. The length of each
based on those from Huy. et al. [10]. recorded sound is xed t@0 s, and the sampling rate 16 kHz.

The gammatone lter [14] is a well-known auditory Iter _ 1_'he datais divide_d into three dataset_s: developme_nt, additional
model. The impulse response of a gammatone analysis lter at thelraining, and evaluat!on. Each _datas_et includes audio from these
center frequency. is de ned as seven types of machines. Machines in the development dataset in-

clude sections 01, 02, and 03. Machines in the additional training
g(t) = at" le 2PERB(Te)tg2f et ) dataset and evaluation dataset include sections 04, 05, and 06. Each
section was divided into source and target domains due to the differ-
- ! - - ences in operating speed, machine load, viscosity, heating tempera-
order, z_in(bls the bar_1dW|dth coef cient. The equivalent rectangular ture, type of environmental noise, signal-to-noise ratio (SNR), etc.
bandwidthERB(f ) is de ned as Different domains are split into a training and testing subset—the
ERB(f¢) =24:7+0:108 ¢ : 3) training dataset includes normal sounds only, but the testing dataset
includes normal and abnormal sounds. In our experiments, training

UsingK gammatone lterd gt (t)gk_,* with differentcenter ~ data in the development dataset was used for model training, and

frequencies, from an input signa(t), the output of the Iterbank test data in the development dataset was used for testing.

wheret Qs time in secondsa is the amplituden is the Iter
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Table 1: Overall results of the proposed (TMGF) and baseline (BL) methods in terms of AUC and pAUC.

Machines Sections AUC (source) AUC (target) pAUC
BL (%) TMGF (%) BL (%) TMGF (%) BL (%) TMGF (%)
0 85.54 62.62 45.06 40.78 51.89 47.79
1 87.22 67.66 42.02 39.76 53.53 48.42
Toy car 2 99.04 71.62 26.44 42.66 54.32 55.53
Arithmetic mean 90.60 67.30 37.84  41.07 53.25 50.58
Harmonic mean 90.22 67.10 35.79 41.03 53.23 50.35
0 66.78 44.26 32.94 25.84 51.63 48.74
1 77.56 61.82 30.58 45.92 50.37 49.37
Toy train 2 83.42 45.86 15.92 49.76 49.47 51.05
Arithmetic mean 75.92 50.65 26.48 40.51 50.49 49.72
Harmonic mean 75.27 49.53 23.83 37.23 50.48 49.70
0 50.24 62.86 62.88 63.46 51.53 52.84
1 66.12 66.44 63.96 62.42 52.79 49.53
Bearing 2 42.14 55.70 54.74 62.64 48.47 66.05
Arithmetic mean 52.83 61.67 60.53 62.84 50.93 56.14
Harmonic mean 51.06 61.33 60.23 62.84 50.86 55.29
0 82.04 84.20 38.66 42.00 59.63 50.11
1 72.46 51.84 46.04 49.48 51.63 50.95
Fan 2 81.84 78.58 65.64 67.50 63.89 64.37
Arithmetic mean 78.78 71.54 50.11 52.99 58.39 55.14
Harmonic mean 78.52 68.35 47.75 50.99 57.93 54.43
0 64.34 36.02 65.00 49.60 61.26 49.60
1 65.84 59.22 57.40 54.86 53.63 50.58
Gearbox 2 74.64 67.96 66.04 66.22 62.11 58.05
Arithmetic mean 68.27 54.40 62.81 56.89 59.00 52.74
Harmonic mean 67.98 50.54 62.57 56.08 58.74 52.48
0 80.42 46.26 56.82 45,12 62.21 48.26
1 67.04 50.22 50.18 63.06 53.05 53.05
Slider 2 86.78 23.88 40.82 53.60 54.37 48.37
Arithmetic mean 78.08 40.12 49.27 53.93 56.54 49.89
Harmonic mean 77.17 35.97 48.37 52.93 56.27 49.80
0 54.66 98.66 51.96 98.30 52.26 94.37
1 50.58 59.80 52.06 60.94 49.95 54.16
Valve 2 50.88 95.86 43.40 97.08 48.79 89.11
Arithmetic mean 52.04 84.77 49.14 85.44 50.33 79.21
Harmonic mean 51.98 80.45 48.78 81.34 50.29 74.47
Average Arithmet!c mean 70.93 61.49 48.03 56.24 54.13 56.20
Harmonic mean 67.57 55.53 4253 51.56 53.76 54.26
4.2. Metrics wherem represents the index of a machine typerepresents the

index of a sectiond = f source, target represents a domaity, ¢
To evaluate the performance of an ASD system, the area under th§s the ooring function, andH (x) returns 1 wherx > 0 and 0

curve (AUC) and partial-AUC (pAUC) for receiver operating char-
acteristic (ROC) curves are used. The pAUC is an AUC calculated
from a portion of the ROC curve over a pre-speci ed range of inter-
est. To increase the reliability, the pAUC is calculated as the AUC
over a low false-positive-rate (FPR) ranf2p], wherep = 0:1

is used. According to [20], the AUC and pAUC for each machine
type, section, and domain can be calculated as 4.3. Experimental conditions

. N + Ny
otherwise.fx; g, andfx; g,_; are normal and anomalous test
clips in domaind in sectionn in machine typem, respectively.
N andN. are the number of normal and anomalous test clips in
domaind in sectionn in machine typen, respectively.

To extract the LMS feature]l0-s audio clips were rst split into

Y%a o . -
_ 1 + . different frames with frame lengths @ ms and hop lengths
AUCmna = Ng No . . HA () A (6 D)5 ®) of 32 ms. Then, the Mel-spectrogram feature is extracted using
e . the melspectrogram module in thelibrosa library with the fol-
1 PR n € Xn . lowing parameters: 1fft=1024, hoplength=512,T = 128, and
PAUCHn = bpNy, oNZ HA (x') A (X)) power=2.0. Finally, ve Mel-spectrogram featureR (= 5) were
nMEN s = concatenated into one feature vector with a dimension of 640 and

€) fed into the detector.
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Figure 2: Comparison of the log-Mel-spectrogram (LMS) and

the proposed TMGF feature using normal (N) and anomalous (A) Figure 3: Results of DCASE 2022 challenge using sounds recorded
sounds emitted from valve. Both sounds are selected from the tar-from the valve. Results from both the development (Dev.) dataset
get domain and have the same pattern. MF: modulation frequency,and evaluation (Eva.) dataset are depicted. Blue and red circles
freq.: frequency. correspond to baseline and proposed systems, respectively.

In the TMGF feature extraction, we used the gammatone lter- AyC from 42.53% to 51.56% in the target evaluation.
bank withK = 65 and = 10. For the mother wavelet (t),
we setn = 4, b =1:019 andf. = 600Hz. For the modulation
lterbank, we used =6 andf; = 2Hz. To decrease the dimen-
sion of TMGF feature, downsampling was conducted to decrease
the temporal dimension tb600Hz. Finally, feature vectors with a but also the time domain feature as timbre-related property
xed dimension of 390 were fed into the detector. - ’

The model had four dense layers with 128 dimensions for the The results of the DCASE2022 challenge using sounds
encoder, one bottleneck layer with eight dimensions, and four densg©corded from the valve are shown in Fig. 3. Each dot corresponds
layers with 128 dimensions for the decoder. We trained the model 0 @ different system in the challenge. As we can see, the TMGF can

for 100 epochs using the Adam optimizer [21] with a learning rate obtain.competitive results in the valve even if a simple AE-based de-
of 0.0001 and a batch size of 128. The anomaly scores were calcul€ctor is used. The AE-based detector has to assume that the learned
lated by the averaged reconstruction error. model cannot reconstruct sounds that are not used in training, that
is, unknown anomalous sounds. This assumption is hard to satisfy
because the training procedure does not involve anomalous sounds
[8, 22]. Therefore, we believe that the performance can be further

. . improved if a more reasonable detector can be used for the TMGF
The overall results are shown in Table 1. This paper comparesga, re

the results using our proposed method with that of the baseline

method. The improved results are highlighted in the table. From

these results, we can see that the LMS feature provides better per-

formance in the source evaluations, but the performance signi - 6. CONCLUSION

cantly degrades in the target evaluation. The proposed method per-

forms better in the target evaluation; even degradation occurs in theThis paper presented a method that combines the temporal mod-

source evaluation. This is because of the TMGF feature can cap-ulation features on the gammatone auditory Iterbank (TMGF)

ture the sound variances in the time domain easily. It is sensitive with an AE-based detector in the ASD challenges. With the pro-

to some background noises and irrelevant information. Therefore,posed method, this paper aims to make up for the de ciency of

the over- tting problem in the training stage could be alleviated to the log-Mel-spectrogram (LMS) feature and provide the TMGF

some extent by using the proposed TMGF feature, hence improvingfeature, including more timbral information related to timbral at-

the robustness of a trained ASD system. tributes such as sharpness and roughness. Experimental results
The results of the TMGF feature achieve a much better perfor- in the DCASE2022 Challenge Task 2 showed that the proposed

mance in both the source and target evaluation in the valve. Thismethod could provide a better ability for domain generalization.

is because timbral information captured by the TMGF feature, such For machine sounds recorded from the valve, results from both the

as the sharpness and roughness, is useful for a learning system tsource and target evaluation have signi cant improvements com-

nd the variance of the ‘click' sounds emitted from a valve. By us- pared with the baseline method. Future work will focus on inves-

ing the TMGF feature, we improved the average arithmetic mean tigating the model architecture of the ASD system to extract more

of AUC from 48.03% to 56.24% and the average harmonic mean of discriminative information from the proposed TMGF feature.

Figure 2 shows the differences between the LMS feature and
the proposed TMGF using normal and anomalous sounds emitted
from the valve. The pattern of these two sounds was consistent.
TMGF can capture not only the frequency feature as 'click' sounds

5. RESULTS
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In recent years, an increasing number of rahetaning ap-
ABSTRACT proaches for fevshot learning have been proposed and applied in
many domains, such as sound event detection, inlagsification
Fewshot learning has emerged as a novel approach to bioacousti@nd text classificatiofd]. Among them, the Prototypical Network
event detection since it is useful when training data is insufficient, (ProtoNet) proposed by Sneit al. [3] is simple in principle but
and the cost of labelling data is high. In this paperewplore the effective in practice. The ProtoNet transfarthe input into an

Prototypical Networks for developing a feshot learning system ~ €mbedding space where tambedding are simply clusted to
to detect mammal and bird sounds from audio recordings. To en- W KH QHD U H V[8]. TEetkPW, R & tigsidble for the deep

hance the deep networks, we use a Red¢Ratariant asheclas- networks to produce adequate embedded features and calculate a
sifier, which can learn the embedding mapping better with USefulprototype for each class. _

stronger architecture. Another mettisgrroposed téocus ondo- In this work, we propose two enhancethodsto build a

main shift problenduring learning theembeddingby taking ad- stronger ProtoNefThe first method uses a ResN@& variant as
vantage of autoencoders to learn the-timensionarepresenta-  the émbedding features extractor, which is capaieaofing and

tionsof input data A reconstruction loss is added to the training €Xtracting more advanced features wigeper and wider residual
loss to perform regularization. We also utilize various data aug- N€tWworks. The second methorges the ideas from autoencoders
mentation techniques to boost the performance. Our proposed sys@nd ProtoNeto learnlow-dimensionafepresentationandto pre-
tems are evaluated on the validation set of DCASE 2022 task 5Servetheinformation contained in originédw-level features We

andimprove the Fiscore from 29.59% to 47.88% also apply various spectrogram augmentation techniques to in-
) . crease the amount of training d&a modelgeneralization. Our
~ Index Terms? Fewshot learning, sound evedetec-  proposed systems are evaluated on the validation set of DCASE
tion, Prototypical Networks, embedding space 2022 task 5 andchieve the best Fdcore of 47.88%.
1. INTRODUCTION 2. RELATED WORK

Bioacoustic event detection is the task of recognizing biological Theuseof convolutional neural layers allows feature extractor to
sound events present in a set of aueicordings and predicting  extract complex features that express the raw data in much more
their time boundariefd]. This technology is now benefitting from  detail and learmepresentationsiore efficiently. However, as the
the power of deep learning and becomes an effective way to gainayers get deeper, the learned features camidette due to van-
LQIRUPDWLRQ RQ WKH DFWLYLWLHV RI ifhiad dtddieny, 16Mding W pbHdritaiitE WéidridtafifhPs2 thi¥ L P
pact on the environnme [2]. Traditionally, researchers have con- reason residual networks (ResNeta)ere proposed and widely
ducted the work through manually labelling on huge datasets,applied in deep learning tasfg]. Sharmaet al.[6] used a pre
which is consuming both in time and resourf&s In addition, trained ResNe50 model for bird song classification, producing
collecting labelled data in some certain animal sounds can be chalan accuracy of 97.1%, which was far superior to that of the
lenging, and the scarcity of supervised data can lead to poor genyGG16 model. Soumyat al.[7] improved the ProtoNaising a
eralization and overfittingroblem[1]. customized ResNet as the feature embedding network for facial

To address the data scarcity and reduce the cost of labellingemotion recognition and proved its capability of extracting minute
data, fewshot learning has been proposed; this approach learns aletails.

classifier thatan recognize new classes with a limited amount of In addition, most fewshot learning methods can suffer from
labelled dat&3]. One applicable advantage of faslot learning is domain shift problms during learning the embeddin@]. Since
its ability to gain experience from prior dlar tasks, so fevshot the embedding is only learned from the seen clasdesn per-
learning can be characterized as a kind of #esieing[4]. A forming testingwith theunseen classethe embedding features
metalearning algorithm gains experience over a set of learning are likely to be shifted due to the bias of the seen classel for
3H S LV Ri@ Hsés tlils experience to improve its future perfor- training[8]. Sometimes it can make the query data pdartaway
mance for a new tagk]. For N-way-K-shot classification, each  from the correct corresponding unseen class prototypes, thus af-
episode includel classes witk examples. Fothe DCASE 2022 fecting the accuracof thek-NN search. An effective Semantic
task § the firstk=5 events are used for the class of interest for Autoencoder (SAEJ8] is proposed to solve this problem by add-
each test file to detect all the events of this class in the rest of théng a reconstruction constraint to learn thediwensimal rep-
recording[1]. resentation Moreover, Liuet al. [9] improved the SAE using
graph structure and another-b@rm constraint, which preserves

81



Detection and Classification of Acoustic Scenes and Eve® 20 03-04 NovembeR022,Nancy, Frane

the intrinsic data structure and has more discriminating pdmrer.  3.2. Combination of Autoencoderand ProtoNet
spired by the ideas of above works, we enhance the ProfmNet

the few-shotbioacoustic event detection To overcome the domain shift problemisscribed in Section, 2
we enhance the network based on the enedeleodeparadigm.
3. METHOD The encoder compresses the spectrograms of input data into an

embedding space while the decoder reconstructs the expected

original input features from the embedding sgd€&. The output

of the decoder is then compared with the original input features.

This additional reconstruction task imposes a new constraint in

learning the input features that guarastbée embedding features

preserve more distinc&vinformation contained in the original in-

put feature$8]. Therefore, it is effective in mitigating the domain

shift problem Although the appearance @atures changes from

seen classes to unseen classes, the demand for a more truthful re-

construction of the input features is unchanged; thus, the embed-

ding function iggeneralizablacross seen and unseen domgBhs
Inspired by AutoProtoNet proposed by Sandeveguraet

For the task of detecting bird and mammal sounds, it is importantal'[ll]‘ weusethe4or|g|nalsequent|al convol_utlon blocker the

encoderand4 sequential transpose convolution blocks for the de-

for the embeddingnoduleto extract adequate features since the coder The transpose convolution blocks are utilized to reproduce
sound samples amdtentoo short andmperceptibleo detect and N P . P
the highdimensiorml low-levelfeatures by deconvolutional oper-

distinguish themHowever, the embedding module of the original __,. : SO .
ProtoNet only consists of fouraBv blocks. If we use the original atiors. The detail of thes_e blocks is displayed in Tabléach
@ck consists of a Conv2D layer, a Batch Normal-

ProtoNetwith multiple Conv blockéoleartn WKH VRXQG TV ?‘%PBOW Frgj;ﬁactivation and followed by a Max Biing layer

it is prone to encounter gradient vanishing problewtsich re- |zgt|on, ar : .
ducesthe quality of the embeddings. with pootsize of %2. Each trangose convolutional block is

We thuschoose residual networks as the embedding encoderm"’lde up of a transpose layer, a Batch Normalization layer, and a

which can avoid the vanishing gradietisinks toskip connec- Conv2D layer and followed by a Relactivation.

tions. The skip connections add the output from a preceding layer Table 2. Components ofConv Block andTransposeConv
to a later layer, allowing information to destforwarded and go Block
deeper with less deteriorati¢@]. Another salient feature of Res-

This section introduces our methods devetbyponthe baseline
system, including model design and data augmentation. First, we
present a modified version of ResN& used as a feature embed-
ding network After that we describe how to combine autoencod-
ers to perform data reconstruction from emiwegs for better
generalization to new unseen classes. Finallydeseribespec-
trogram augmentation techniques to boost the system's perfor-
mance.

3.1. ResNetbased prototypical network

Nets isthe use obatchnormalization (BN) to normalize the input Conv Block : TransposeConv Block _
. . . . . s Layers Kernel Size Layers Kernel Size
of the ativation function of thepreviouslayer, which helps miti- CondD >
gate the covariate shift problg6i. Conv2D 3x3 Transpose stride 2
Our implementation is based on the Resh&tWe modify BatchNorm - BatchNorm -
the network to obtain a less deep model which only has 3 residual ~ RetY - Conv2D 8x3
blocks to fit the size of the featurdsach residual blockontains Max pool 2x2 Retl -
3 convolution layes using a kernel size of 3 x 3, followddy a
batch normalization and a Leaky RelLU activatimportantly, a
shortcutwith a 1x 1 convolutional layeis addedver the 3 layex Encoder Decoder l
The architecture of our residual network is shown in Table 1, while
Table 2 shows the architecture of the original embedding module, Tl BTaeég‘aaé9 ¥ )
which provides a comparison. U- Pliegar —» (—»  —p &L /5" :T@AK;
Table 1. Architecture dhe preentedesidual network l ‘
(QFRGHU 5HVLG RGBS %O a‘iLO#:e_‘(aTﬁe;éé'ég > L ,E..
/D\HUV &KDQQH /D\HUV .HUQH it Ve lagflaepai
&RQY '19%H/8 &RQY ' %1 5 x
5HVLGXDO %¢( &RQY ' %1 5 x
SHVLGXDO ¢ fKRRQJW F ;/"\A} i Figure 1. Overview of the forward pass through thetoen-
SHVLGXDO %:¢ Tl x codermodel
$GDSWLYH 5H/8 OD[3RR .
$YJ3RROROWOD| LQJ 'URSRX The taining procedure otthe autoencodemodel isbased

upon the original training framewogkesented bgnellet al[3].

Table2. Architecture obriginalencoder and @nvblock The main improvement is that wailor the training loop with a

Encoder Conv Block reconstruction loss to regularize the embedding featurepuand
Layers Channels Layers Kernel Size poseit to preserve morasefuldetaik. The overview of the for-
Conv B:OC'; 64 COEVZD 3x3 ward pass through the autoencodestiswnin Figure 1.
Conv Blocl 64 BatchNorm - .
Conv Block 64 ReLU i In the new training framework, the suppoata To ¢ 5 5 az.gr(}d
Conv Block 64 Max pool 2x 2 query dataTy ¢ ¢ s@re randomly sampleflom the current episode

in form of 5 classes with 5 examples. Thase then pased
through the encoder and decoder to produmcanstruction set
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¥. This reconstruction set is then compared with the original in-
put featuresTgusingmean square erroMSE) loss[11], defined
as:

/5" L :TyF %8 1)

The finetuning algorithmA compute a set of prototyped,
for each clasgaby computing thelasswise mean oembedded
support exampleand updatethe P R G Ho@r&veterg3], and
both are contained idy Eq. (2) defines the computation of pro-
totypes

S

5 'T;a

I

&bl ¢

Lo L @

where the5,denotes the set of support samples for claasd T
denotes the embeddings of cl&ss

Given the Euclidean distance functig@nd a set of query
soundsamplesthe ProtoNeproduce a probability distribution
over classefor aquerysample Tbelonging to true clas&by Eq
(3) [3]. Then the trainingoroceeds by minimizing the negative
log-likelihood (NLL) of the true classGoy Eqg (4). Finally, the
classification loss. y,and the reconstruction lossg are summed
to jointly optimizethe training

FSIF@( Tdss;

L :UL GT; L ,
U ' A IS F@( :T;dw;;

(3
;a4 L FHKIC:UL GT. 4
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4. EXPERIMENTS

4.1. Dataset

TheDCASE 202Zhallenge provides a development set which is
predefined as a training set and validation set. They were acquired
from multiple bioacoustic sources, including sounds of worldwide
birds, spotted hyenas, jackdaws, meerkats, and wetland$®irds

As aresultthe soundsan bdongorveryshortacrosghe subsets;

the sampling rate of each audio varies from 6 kHz to 44[kHz

The training set consists of 174 audio recordings, 47 classes and
14,229 event instances. In addition, maliss annotations are
provided for the training set with positive, negative, anknown;

we only extractdandmadeuse of the positive event instances for
training. The validation set consists of 18 audio recordings, 5 clas-
ses and D77 positive event instancfy.

4.2. Data pre-processing

Mel-spectrogram. All audio files in both the training set and val-
idation setwerefirst resampled to a sampling rate of 22,050 Hz.
The audio filesverethen transformed to Malpectrograms with
128 Mel bins usig an FFT size of 1024 samples and a hop size
of 256 samples. THibrosalibrary was employed for this purpose.
Afterwards, spectrogram images of sEex T whereF=17 by
T=128wereusedasinputs.

PCEN. PCENhas been proposed to normalagme-frequency
representation by performing automatic gain control, followed by
nonlinear compressidi3]. Former research use€BN to miti-

gate the effects of background noise, demonstrating its effective-

In order to increase the diversity of data and the generalizaness as @reprocessing step priao convolutional methods in

tion ability of the model, we us8pecAugmerii2] as the
data augmentation technique. It essentiedigsists of three

sound event detectidf3]. Bioacousticdata recorded in the wild
often have multiple sound sourcasad uncleaned background.

transformatlons tlme Warp”']g, frequency mask”]g, and Therefore, we utilizé PCEN to reduce noise presented in the

time masking. Specifically, they modify a spectrogram by
warping it in the time direction with a distance factor, mask-
ing blocks of consecutive frequency channels, and imgsk
blocks d time steps, respective[¢2]. In our case, we warp
the feature to the left by 0.5 s and mask one bloobnef
frequencymel bin and one block of 1Q@ime steps.We
choose these values according to the size of theftene

Mel-spectrograms and improve robustness to channel distortion.

4.3. Training

Prototypical networks adopt an episodic training procedure where
in each episode, a mini batch is randomly sampled from the train-
ing data[4]. A subset of mini bah wasused as the support set
and the remaining is used as query $he moded weretrained

quency representation, which is appropriate to produce thevith 2,000 episodes and 5 classes in each minibatth the
diversity of the training data. If the values are too large or Adam optimizer and the learning rate of 0.001. Euclidean distance
small, the augmented features could be very different fromWas selected as the metric that measures the distance between

the originals or not chag enough; thushe moal is un-
able toachieve improved performance.

Figure 2: Example of spectrogram augmentation: orginial
spectrogram (left) and augmented spectrogram with SpecAug-
ment (right).
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query samples to a prototype.

4.4. Postprocessing

The preliminary experimenionfirmsthat the task of detecting
bioacoustics events from natusehallenging; most classification
methods can produce a large number of fpltsstive predictions,
substantialyUHG XFLQJ W K-scoRR4G.HIefeforg, we
appled postprocessing to the outputs to remove possible false
positives. Specifically, we remove the predictions thatvere
shorter than 20% of the average duratiaftulated by thérst 5
shos for each audio filelt was becauseparticipantswere ex-
pected tdreat the task as aghot setting
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Table3. Comparison omodek using different classifier and featufehe best results are highlightedooldface

Model components Validation set score@b) Subset Fiscore(%)
Exp No. Classifer Feature Fl-score Precision Recall HB ME PB
1 CNN (Baseline) PCEN / / /
2 ResNet PCEN 45.64 48.34 43.22 50.00 57.14 26.18
3 Autoencoder PCEN 37.94 38.95 36.97 44.53 52.05 25.68
4 CNN PCEN+Augment 38.86 72.01 15.33
5 ResNet PCEN+Augment 53.45 50.98 17.65
6 Autoencoder PCEN+Augment 52.68 53.10 22.44

5. RESULTSAND DISCUSSIONS

We conduatdseveral ablation experiments on the validation set
to verify the effectiveness ahe components and tricks in our
proposed moels. To further investigate theapabilitiesof our
modek, we computel the Fscorefor three difference subsets
The experiments results are shown in Tabl&& brief infor-
mation about each subsstas follows:the HB subsetecords
them R V T X eV&hR that are very long with low noisthe ME
subset containthe sounds of meerkats that are short with low
noise the PB subset recosthe bird flight calls that are very
short and unclear with high noise.

5.1. Effects of using ResNet

From thereaults of Experimentsl and2, it can beseen thathe
ResNet modebutperformghebaseline€CNN and achiegsano-
ticeableimprovementof over 15%.It is primarily due to the
ResNet'sleep architecture, which has many more parameters to
capture the features better, allowing the learned features to fit
the input data bettein addition the residual networks make use

of skip connections, enabling the model to carry gradients to a
very deep layerlt also allows the model optimally tuning the
number of the layers during training, so ttre model parame-
ters can be updatedoreoptimally. However, since iadoptsa
complex networks architecture, the computation anchang

cost increase intensiveljo compare thenodel complexitywe
measurehe numler of trainable parameteiar different moded

as shown in Table £ompared to CNN with 112k parameters,
the number of parameters for ResNet has grown significantly to
724k, and the number of parameters for the autoencoder is
roughly twice that of the CNN.

Table4. The number of parameters for different models

Model Parameters
CNN (Baseline) 111,936
ResNet 724,096
Autoencoder 272717

5.2. Effects ofadding reconstruction loss

As shownby the resuls of Experimentsl, 2 and3, the autoen-
coder modehlso improvs the performance but with a sligyt
lower gaincompared tdghat ofthe ResNetmodel By adding a
reconstruction losst is likely thatthe autoencodemodel can
learn thehigh-level low-dimensional representaticemd pre-
serve moraisefuldetaik, resulting in a better generalization to
unseen classes for feshot learning taskdowever, the recon-
struction loss iserved as constraint duringgarning,soits in-
fluence is limited Making anembeddingclassifierto learnthe
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representatioof the input data in fundamentally differentvay
is more meaningful and challenginthat could be the reason
why the ResNemodeloutperfornsthe autoencoder in this case.

5.3. Effects ofdata augmentation

Applying SpecAugmertias been thpopular choice for sound
event detectionWhen training data is unbalanced and ifisuf
cient, it has shown to beffective Overall, thistechnique also
workes well for our systemsDespitebeing augmented b$pe-
cAugmentthe performance of detecting the very short bird
soundsin PB subsetlecrease The reason could be thsince

the masking and warpingererandomly applied from a uniform
distribution over the value dhctors, the blocks and warping
stepscould be too excessiie some casesThis could lead to
some useful information in the minor sounds being masked, or
even the augmented featutescamequite different from the
originals, thus preventing the networks from learnirfiggets
even worse under higimoise conditions. Furthermore, the
model trained on CNN and augmented dates observed to
achieve much higher results for the ME subset than other ap-
proachesThis isbecauséResNet and autoencoder hawany
more parameters to optimizikely leading to overfitting the
training set. In contrast, the CNN with a simple architecisire
just capable of generalizing better to ME data.

6. CONCLUSION

In this paper, we presetto solutionsto enhane Prototypical
Networksfor the task obioacoustics sound eveiwe showa
list of ablation studies and discesdhe effects of each compo-
nent or trickusedin our systemsQOverall, using ResNets and
autoencoderdf construction lossjontribute tdearna moread-

equateembedding spacand ERRVW WKH PRGHOYfV SHUI

Joining withdata augmentatiotechniques, our enhartenod-
els achievethe best Fiscore of 47.88%, whichmproves over
the baseline by a large margin.

Our studiesalso implythat it is challengindo detect the
very short and urlearbioacousticssound eventsThis can be
an importansubject to be explorei the futurework. Recent
research show thatodel adaptatioris an effective solution to
improve the general robustnessS&D method[15].
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ABSTRACT Neural Networks (CNNs) or Convolutional Recurrent Neural Net-

. L . works (CRNNS) to obtain frame-level classi cation probability and

lp tl;'j pe?r:er, we descrlbebl_n detail our sy_ztembflor(?f?ASE 202d2 then apply pooling mechanism to aggregate frame-level predictions
Ias_ ' ; SySth comd Ines two consideral yf ifferent mod- 1, ayent-level results. However, such methods do not take sound

€ls. an en -to_—en sSoun Eve_nt Detegtlon Transformer (SEDT) events as a whole, which may ignore some global information, such

and a frame-wise model, Metric Learning and Focal Loss CNN o correlation between frames or event duration. Recently, an

(MLFL-CNN). The former is an evept-wise model which Iea}rns event-wise model, namely SEDT, is proposed to handle such prob-
event-level representations and predicts sound event categories anl%ms [4]. It models SED as a set prediction problem, which di-

?oundares Fjlregtly, W?‘"e the Iat(;er IS E.aied or;]tpe W|dgly-|zidoptedd rectly maps audio spectrogram to a set of candidate events, thus
rame-classi cation scheme, under which each frame Is classi ed eqing SED models from trivial post-processing, namely frame-

into event categories and event boundaries are obtained by POStiayel thresholding or median Itering. Empirical study has shown

processing such as thresholding and smoothing. For SEDT, Se”.'that SEDT can achieve competitive performance compared with its

supervised pre-training using unlabeled data is applied, and seMia e \yise counterparts [4]. Moreover, we nd that the two models

§upervised learning is adopted by usipg an online teagher, WhiChcan supplement each other, as they solve the SED task in differ-
is updated from the student model using the Exponential Moving ent ways. Therefore, combining them together may be an intuitive

Average (EMA) strategy and generates reliable pseudo labels forapproach to reach promising SED performance.
weakly-labeled and unlabeled data. For the frame-wise model, the ™|, this paper, we describe our system participating in DCASE
ICT-TOSHIBA system of DCASE 2021 Task 4 is used. Experi- 5022 Task 4. It is a combination of SEDT and frame-wise CNN
mental results show that the hybrid system considerably outper-oqel. For SEDT, specially-designed training formulas, including
forms either individual model, and achieves psdsl of 0.420 and g pervised learning, self-supervised learning and semi-supervised
psds2 of 0.783 on the validation set without external data. The |garning, are studied to help it learn from the heterogeneous de-
code is available abitps:/github.com/965694547/Hybrid-system-  yelopment dataset. For frame-wise CNN model, metric learning is
of-frame-wise-model-and-SEDT applied to narrow the domain gap between real and synthetic data,
Index Terms— Sound Event Detection Transformer, Online Mmean-teacher framework is implemented to provide supervision for
Pseudo-labelling, Hybrid System unlabeled data and a tag-conditioned CNN model is used to gener-
ate nal predictions based on audio tags. After obtaining each well-
trained model, we explore the fusion strategy and post-processing
methods of the ensemble model. By using the methods above, the
hybrid system achieves competitive results on the validation dataset.

1. INTRODUCTION

Sound Event Detection (SED) aims at identifying the category of

foreground sound events as well as their corresponding onset and 2. SEMI-SUPERVISED SEDT

offset timestamps. Task4 of the DCASE challenge has been focus- )

ing on weakly supervised SED for several years. The DCASE 2022 2-1. Sound Event Detection Transformer

Task4 [1] is a follow up of last year's challenge [2]. This year, An overview of SEDT is shown in Fig. 1. It represents each

in addition to exploring a heterogeneous development dataset consound event agi = (¢;b) , wherec is the event category and

taining unlabeled data, synthetic data and weakly labeled data, parth = ( m;;l;) denotes the event temporal boundary containing nor-

ticipants are allowed to incorporate external dataset or pre-trainedmalized event centen; and duratior;, and directly seeks a map-

embeddings. As last year, the SED system will be evaluated by ping between input features and ground-truth events. Given the in-

Polyphonic Sound Detection Score (PSDS) [3] under two different put spectrogram, the backbone CNN is adopted to extract its feature

real-life settings. map, which is then added with one-dimensional positional encoding
For weakly supervised SED, most existing works follow the and fed into transformer encoder for further feature processing. The

Multiple Instance Learning (MIL) framework, and formulate SED transformer decoder takés + 1 learnable embedding®( event

as a seq2seq classi cation task. They usually design Convolutionalqueries and 1 audio query) as input event query, where each of them
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Figure 1: Overview of Sound Event Detection Transformer

gathers information of a potential event from the encoder output preserve the category information in SP-SEDT, classi cation loss
feature via encoder-decoder cross-attention mechanism to generatend feature reconstruction loss are also adopted as sub-objective
event-level representations, while audio query gathers the wholeterms. By means of such pre-text task, we hope that SEDT can lo-
audio information to generate clip-level representations. Finally, calize sound event and maintain most category-related features at
Feed Forward Networks (FFNs) are utilized to transform the event- the same time. More details can be found in [6].

level representations and clip-level representations from the decoder

into event detection and audio tagging results, which are then fused2.4. Semi-supervised learning for SEDT

together to get the candidate detection results. De-overlapping is . . ) .
implemented on overlapped candidate events of the same category. S€udo-labelling [7] is one of the mainstream approaches of semi-

Speci cally, it only reserves the events with the highest class prob- supervised learning. It requires a WeII-trgined model to generate
ability. More details can be found in [4]. pseudo labels on unlabeled data, so that in the next stage, the con-

verged model can be re-optimized on both labelled data and unla-
beled data jointly. Based on that, we propose an improved pseudo-
labelling method for the Semi-Supervised learning of SEDT (SS-
SEDT incorporates event-level loss and clip-level loss to optimize SEDT). SS-SEDT splits the training process into two stages: the
its event detection and audio tagging performance. For strongly-burn-in stage and the teacher-guided stage. In the burn-in stage,
labeled data, both loss terms will be involved during the SEDT SEDT is simply trained on the labeled dataset to initialize the
model training, while for weakly-labeled data, the event-level loss model. At the beginning of the teacher-guided stage, the initialized
will be excluded since the strong annotations are not available. model is copied into two models (a student model and a teacher
Event-level loss. SEDT adopts a label assignment scheme before model), and then the teacher model generates pseudo labels on un-
computing event-level loss: it tries to nd a matchirfg between labeled data so that the student model can gain knowledge from
each event predictioy and its corresponding ground-truth anno- both labeled data and unlabeled data. To guarantee the quality of
tationy; through Hungarian algorithm, which is ef cient for above the pseudo labels, we revisit the following off-the-shelf techniques,
bipartite graph matching problem. To equip SEDT with sound event and apply them in the teacher-guided process. The detailed training
classi cation and localization ability, the loss for SEDT supervised process of teacher-guided stage is shown in Algorithm 1.

training is formulated as the weighted linear combination of local-
ization losd. 1oc and classi cation los& ¢s . For each event predic-
tion, the two loss functions are calculated as:

2.2. Supervised learning for SEDT

EMA: Unlike previous methods supervised by of ine pseudo
labels, we resort to a progressing teacher model to generate
pseudo labels. The teacher model is updated from the student
X model through EMA and thus can be viewed as implicit ensem-

Lioc = ouLiov bibgy + 0B B . @ ble models and provide more reliable guidance. Notice that al-
i though the usage of EMA is similar to that in the mean-teacher
1 framework, the proposed method is different since pseudo la-

Las = N log P iy (i) 2) bels involved are hard ones and no consistency loss is adopted.

=t . . Asymmetric augmentation Asymmetric augmentation has
where 1oy and 1 are weights for Intersection Over Union (I0U) been introduced into semi-supervised image recognition [8]

loss [5] and L1 loss. , , , , and SED [9]. Inspired by that, we adopt similar idea in the
Clip-level loss. The audio tagging loss is de ned as the binary teacher-guided stage, during which weakly-augmented (fre-
cross-entropy between the clip-level class ldkgl and predicted quency mask and frequency shift) spectrograms are fed into
audio tagging/eag : the teacher model to get pseudo labels and the student model
make predictions on the strongly augmented (frequency mask,
frequency shift, time mask and gaussian noise) version of the
same data batch.

Mixup [10]: We mix labeled data with ground-truth and un-
labeled data with pseudo annotations together, which is sup-

Lar = BCE ( liag : Yiag ) ®)

2.3. Self-supervised learning for SEDT

To better use the unlabeled or external datasets, such as AudioSet

and SINS, we adopt a self-supervised learning method to pre-train
SEDT on unlabeled data, which is hamed as Self-supervised Pre-
training SEDT (SP-SEDT). Speci cally, we randomly crop spec-

trogram along the time axis to obtain several patches, and then pre-
train the model to predict corresponding locations of the patches. To

87

posed to improve the model robustness to pseudo annotation
noise and alleviate the over tting problem in model training.

Focal losg[11]: Focal loss is adopted to handle the unbalanced
event categories in SED, without which the model may be over-
whelmed by easily classi ed samples and produce biased out-
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Algorithm 1: Pseudocode for teacher-guided stage framework simultaneously [15]. It combines clip-level loss (for
Require: B. = labeled batchBy = unlabeled batch weakly-labeled data), frame-level loss (for data with strong labels

Require: S (x) = student modelT o(x) = teacher model and pseudo strong Ia.bels), inter-frame.distance contrastive loss (for

Require: Ay (x) = weak augmentation function real data_and synthetic data), and consistency loss Fogether. An_d the

Require: As(x) = strong augmentation function tag-conditioned CNN takes spectrograms and audio tags predicted
by the MLFL-CNN as inputs, and uses the strong labels of synthetic

g:gﬂ::g L ; llgignljﬂgcrt?ot?‘ = EMAatio data and pseudo strong labels of real data as ground-truth to train.

Ensure : ; ° 4. FUSION OF THE TWO MODELS
1 fori! 1tomaxepochglo
2 | foreachB, [Bl up2 B do 4.1. Preliminary: Class-speci ¢ PSDS
3 Jsw BT aynzs, LS (Aw(xi))iyi); . . . .
4 foreachx; 2 By doyi T o(Aw(Xi)); The essence of PS_DS is to obta_ln a functig¢e) of effective TP

B Mixup (BL:Bu): rate (eTPR) changing with effective FP rate (eFPR), and calculate

° f pLiBu); the integral of this function ove0; émax ), Whereemax represents
6 J unsup B 28 L(S (As(R)) ;%) the maximum value of eFPR value [3]. We notice that the original
; (Dsw ;. @ unsup). calculation of eTPR relies on two class-averaged indicatars
s 0 0, (1@ ) ;@ and tp . To decouple the eTPR according to the event category, we
0 end simply replace class-averaged indicato_rs with class-dependent ones
10 end and nally rede ne the PSDS value of given category as follow:

TPic= ltPc ™Pic= P TP ;¢ (4)

puts. It should be noted that focal loss is merely used in the eTPR: 1c(9), 1TP ;Cz(eeLa st ic() ®)

teacher-guided stage, we believe such curriculum learning pat- PSDS. re(e)de (6)
tern may help our model learn from easy to dif cult. €max ¢

wherePSDS;, eTPR, +tp.c and tp.c are corresponding class-

wise indicators for speci ¢ event class
3. FRAME-WISE CNN MODEL

The pipeline of the frame-wise CNN model is illustrated in Fig. 2. 4-2- Model fusion method

At rst, MLFL-CNN is preliminarily trained with weakly labeled  The core of model fusion is to calculate the class-wise fusion coef-
data and strongly labeled synthetic data to acquire basic event de-cjents of each model's prediction during the evaluation stage. As-
tection and audio tagging ability. Then, it attaches pseudo strongsyme that there afé¢ modelsm; (i = 1;2;:::N), for each sound
labels to the weakly-labeled and unlabeled data, and the model isevent class, the PSDS of modeh; on c is denoted a®SDS .

jointly trained with all these data in a self-training manner. Finally, Then the fusion coef cient of modélon categonc is de ned as:
the trained MLFL-CNN provides audio tags and strong pseudo la-

bels for the weakly-labeled data and unlabeled data to train the tag- Wi = PSDS;.
conditioned CNN [12], which gives the nal SED resuilts. e N PSDSi

Therefore, for speci ¢ event category the nal fusion proba-
bility p: is formulated as the weighted linear combination of each
model's predicted probabilitg. :

@)

X
B = Wic  Pic (8)
i=1
It is noteworthy that the above PSDS in Eq.(7) can be inter-
preted as PSDS1 or PSDS2 for this year's DCASE task4, so two
different sets of parameters,. can be obtained on the develop-
ment set and utilized to improve PSDS1 and PSDS2 respectively.

Figure 2: Overview of the frame-wise model
5. POST-PROCESSING

The MLFL-CNN model contains three branches. The rst In order to reduce the noise in frame-level probability and make
branch is the embedding-level attention pooling branch based on thesound events continuous, it is necessary to perform a smoothing
MIL framework, which is the same with [13]. The second branch is operation, such as mean Iter or median lter, on the frame-level
the sound event detection branch which is introduced to exploit the probability. Currently, median Itering with a xed window length
strong labels of synthetic data and uses focal loss as its supervisionor with the average length of each event calculated on the develop-
The third branch is the domain adaptation branch which uses met-ment set is generally utilized [16]. In this paper, we perform median
ric learning by inter-frame distance contrastive loss, more details of Itering and mean lItering (with larger window size) on frame-level
which can be found in [14]. During training process, the MLFL- probabilities in sequence, and propose a method to search for opti-
CNN adopts the mean-teacher architecture and pseudo-labellingmal class-wise window lengths on the development set.
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Table 1: The PSDS on the validation set window tuning methods proposed in Section 4 and Section 5 are
System Extra data PSDS1 PSDS2 utilized in system 1, 3 to improve their PSDS1 and in system 2, 4 to
Baseline 1 0.336 0.536 improve their PSDS2 separately. As shown in Table 1, our hybrid
systems outperform the of cial baseline considerably whatever the

Baseline 2 ! 0.351 0.552 usage of external data. Moreover, our systems ranked 6th / 9th in the
System 1 ! 0.449 0.645 challenge respectively. While they are inferior to the winner mod-
System 2 ! 0.115 0.816 els, our designed components are orthogonal to network architec-
System 3 0.420 0.618 ture and data augmentation, which means that they may generalize
System 4 0.099 0.783 to other models and bring about promising improvements.
Table 2: Ablation study on techniques in SS-SEDT Table 3: Ablation study on window tuning and model fusion
MU FL AA EMA PSDS1 PSDS2 Id Model MF  WT PSDS1 PSDS2
nsemble : .
! I !
; | ’ | 0.349 0.540 3 Single frame 0.349 0.668
bt ! 0.369  0.566 4 Ensemble frame 0392 0673
oot 0357 0.538 5 Hybrid system ! 0437  0.740
oo : 0.388  0.573 6  Hybridsystem ! ! 0.449  0.816

6.3. Ablation Study
Speci cally, for a given event class, we enumerate window ) . ) ) .
lengthwl from 1 to 500, and nd the optimal lengthl to opti- Technlques in SS-SEDT.To verlfy the effectlve.ness.of techniques
mize PSDS1 and PSDS2 respectively: in SS-SI_EDT, we conduct ablation study using single SS-SEDT
model without external data. Table 2 shows the results of mod-
els trained without speci ¢ technique, where MU, FL, AA denotes
Mixup, Focal Loss, Asymmetric Augmentation mentioned in Sec-
tion 2.4 respectively, and the model trained without AA means that
Finally, in the hybrid system, the event-level predictions of the inputs of teacher and student model are both weakly augmented.
SEDT are rstly obtained in an end-to-end manner and then con- |t can be seen that all techniques can improve the performance of
verted into frame-level probabilities, before being fused with frame- SS-SEDT and it can nally reach a PSDS1 of 0.388 and a PSDS2
wise model and nally post-processed to get the ultimate results.  of 0.573 while incorporating all techniques.
Window tuning and model fusion. To investigate the effects of
6. EXPERIMENT window tuning and model fusion strategy, we conduct ablation
6.1. Experiment Setup study using SEDT and frame-wise model trained with external data.
. o Table 3 compares the performance between models under differ-
For SEDT not using external data, we rstly pre-train it on unla-  gn¢ settings. In the above table, MF and WT denote Model Fusion
beled real subset (14412 clips), then simply train it on the weakly 5nq \Window Tuning methods proposed in Section 4 and 5 respec-
labeled training set (1578 clips) and synthetic 2019 subset (2045tively, and frame-wise model is abbreviated to “frame”. Among all
clips) during burn-in stage, and nally use weakly labeled set, syn- {hese models, model 2 and 4 are ensemble models of top 1-5 single
thetic 2019 subset, synthetic 2021 subset (10000 clips), and Un|a'models, while hybrid system represents the fused model of ensem-
beled subset to conduct teacher-guided learning. For SEDT usingye SEDT and ensemble frame-wise model. By comparing model
external data, the two main differences compared to the above lie inl, 2 with model 3, 4, it is obvious that SEDT can achieve higher
1) models are pre-trained on both unlabeled real subset and SINSSsps1 while frame-wise model is better at PSDS2. Moreover, by
subset (72894 clips), 2) an additional strongly labeled set (3470 comparing model 5 with model 2, 4, we can see that while SEDT
cIip;) is further includgd in the tea_cher-guided stage. The detailed 3,q frame-wise model have their own edges, they can complement
settings can be found in our repositdry o each other, since the hybrid system achieve further improvements
For frame-wise model not using external data, the training set compared to single ensemble models. By comparing model 6 with
contains the weakly labeled training set, the unlabeled training set,odel 5, the effectiveness of window tuning can be validated, since

and synthetic 2021 subset. While for systems using external dataodel 6 provides the best PSDS1 (0.449) and PSDS2 (0.816).
we add the same strongly labeled set taken from AudioSet to the

original strong labeled set. The detailed settings of training hyper- 7. CONCLUSIONS
parameters and con gurations can be found in [17].

wle = arg max PSDS
¢ TN Bsps

©)

In this paper, we developed a framework to fuse the detection results
of the frame-wise model and event-wise model, which leads to an

_ improved PSDS1 of 0.420 and PSDS2 of 0.783 on the validation set
Table 1 shows the performance of our submitted systems, all Ofcompared to individual ensemble models.

which are fused models of ensemble frame-wise CNN models and
ensemble SEDT. Among them, system 1 and 2 incorporate exter- 8. ACKNOWLEDGMENT
nal data, while system 3 and 4 do not. Besides, model fusion and
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ABSTRACT This work is motivated by the fact that we humans learn un-

Everyday sounds cover a considerable range of sound categorie§®€N concepts not only by observing their own features, but also
in our daily life, yet for certain sound categories it is hard to col- Py connecting them to existing knowledge. We thus assume that
lect suf cient data. Although existing works have applied few-shot €veraging a priori knowledge helps a model to learn an unseen cat-
learning paradigms to sound recognition successfully, most of them®gory with a few examples. Based on this assumption, this paper ap-
have not exploited the relationship between labels in audio tax- Pli€s hierarchical prototypical networks (HPNs) to leverage the au-
onomies. This work adopts a hierarchical prototypical network to dio taxonomy knowledge drawn from the taxonomy of the dataset.
leverage the knowledge rooted in audio taxonomies. Speci cally, a SPeCi cally, a few-shot classi cation problem is considered as a
VGG-like convolutional neural network is used to extract acoustic Multi-task classi cation problem where both ancestor classes and
features. Prototypical nodes are then calculated in each level of thed€Scendant classes are used in separate classi cation tasks. Further-
tree structure. A multi-level loss is obtained by multiplying aweight More, prototypical networks are adopted as classi ers by measur-
decay with multiple losses. Experimental results demonstrate our'"9 distance b_etween query points and prototypes in the embedding
hierarchical prototypical networks not only outperform prototypi- SPace. Experimental results on the ESC-50 dataset [12] show that
cal networks with no hierarchy information but yield a better re- ©Ur HPNs yield a superior performance over prototypical networks
sult than other state-of-the-art algorithms. Our code is available in: W'tr(‘j no hierarchy knowledge and outperform other state-of-the-art

https://github.com/JinhuaLiang/HPNs_tagging models. o
The contributions of our work are three-fold:

Index Terms— Everyday sound recognition, few shotlearning, ) several state-of-the-art few-shot learning algorithms are bench-

hierarchical prototypical network marked for generic everyday sound recognition. Different ex-
perimental setups are carried out to investigate the impact of
1. INTRODUCTION data splits on model evaluation.
ii) A hierarchical prototypical network is proposed and applied to
Everyday sound recognition (or audio tagging) is to classify the leverage a priori knowledge of sound event taxonomy by taking

types of environmental sound events in a recording or online stream,  samples' ancestor classes into consideration.

which involves many potential scenarios such as hearing aids [1],iii) The impact of data splits on overall performance is investigated.
smart cities [2], and advanced healthcare [3]. In the past decades, a The code is also released to benchmark state-of-the-art few-shot
great amount of deep learning methods have emerged [4, 5] explor-  algorithms and to set up an evaluation environment on the ESC-
ing how to boost audio networks' performance using large-scale 50 dataset.

datasets [6, 7]. While many works turned to focus on some more  The remainder of this paper is organised as follows. Section
practical scenarios, such as mismatched domains [8], weakly su-2 brie y summarises work related to our research and Section 3
pervised learning [9], and noisy labels [10], most of these methodsintroduces our proposed hierarchical prototypical network and the
are still restricted by the size of available datasets. This is a practi-implementation details. In the Section 4, experimental results are
cal problem in the eld of everyday sound recognition as it usually discussed to demonstrate the superior performance of our network
takes annotators more effort to mark the categories in a recording.compared with other few-shot methods. Discrepancy in perfor-
In addition, everyday sounds cover thousands of categories, whichmance is then discussed among different data splits. Section 5 con-
makes it impossible to collect suf cient instances per class for su- cludes the work and points out directions for future work.

pervised learning. This is thus how few-shot learning comes into
the picture.

Inspired by the human ability to learn novel items with just a
few examples, few-shot learning aims to capture the pattern of an
unseen category using a handful of instances [11]. A typical few-
shot learning framework is depicted as Brway K -shot prob- Few shot learning aims to use a limited amount of labeled examples
lem where there arél classes in a task and each class contains to train a model that can be generalised to unseen categories eas-
K instances for training. Currently only a few studies have at- ily. SupposeCpase andCnovel are two non-overlapping label sets
tempted to apply few-shot learning to environmental sound recog- (or splits) drawn from the whole label s€t The task is to train a
nition tasks. Although these works pioneered few-shot audio recog-classi erf with labelled samples of classes fr@pase and to eval-
nition, most of them were restricted to implementing off-the-shelf uatef on samples of classes belonginggye . Transfer learning
few-shot learning methods from other elds explicitly, which ig- [13] and meta learning [14, 15] are two of the most frequently used
nores exploiting the relationship between labels in audio taxonomy. techniques. On the one hand, transfer learning strategiesftrain

2. RELATED WORK

2.1. Few-shot learning for everyday sound recognition
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