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�A�L�h�1�:�_���h�A�L�: �A�a�P�G���h�1�. �1�s���J�S�G�1�a �q�A�h�> �q�1���E�G�u�@�a�l�S�1�_�o�A�a�1�. �a�P�l�L�.
�1�o�1�L�h �.�1�h�1�*�h�A�P�L�, �� �.�A�_�1�*�h ���S�S�_�P���*�>

�J�Q�?���K�K���/ ���#�/�Q�H�H���?�B�- �_�Q�K���B�M �a�2�`�B�x�2�H�- ���H���B�M �_���F�Q�i�Q�K���K�Q�M�D�v�- �:�B�H�H�2�b �:���b�b�Q

�l�M�B�p�2�`�b�B�i�2 �/�2 �_�Q�m�2�M

���"�a�h�_���*�h

�A�M ���M ���i�i�2�K�T�i �i�Q �K�B�i�B�;���i�2 �i�?�2 �M�2�2�/ �7�Q�` �?�B�;�? �[�m���H�B�i�v
�b�i�`�Q�M�; ���M�M�Q�i���i�B�Q�M�b �7�Q�` �a�Q�m�M�/ �1�p�2�M�i �.�2�i�2�+�i�B�Q�M �U�a�1�.�V�-
���M ���T�T�`�Q���+�? �?���b �#�2�2�M �i�Q �`�2�b�Q�`�i �i�Q �� �K�B�t �Q�7 �r�2���F�H�v�@
�H���#�2�H�H�2�/�- �m�M�H���#�2�H�H�2�/ ���M�/ �� �b�K���H�H �b�2�i �Q�7 �`�2�T�`�2�b�2�M�i���i�B�p�2
�U�B�b�Q�H���i�2�/�V �2�t���K�T�H�2�b�X �h�?�2 �+�Q�K�K�Q�M ���T�T�`�Q���+�? �i�Q �B�M�i�2�;�`���i�2
�i�?�2 �b�2�i �Q�7 �`�2�T�`�2�b�2�M�i���i�B�p�2 �2�t���K�T�H�2�b �B�M�i�Q �i�?�2 �i�`���B�M�B�M�; �T�`�Q�@
�+�2�b�b �B�b �i�Q �m�b�2 �i�?�2�K �7�Q�` �+�`�2���i�B�M�; �b�v�M�i�?�2�i�B�+ �b�Q�m�M�/�b�+���T�2�b�X
�h�?�2 �T�`�Q�+�2�b�b �Q�7 �b�v�M�i�?�2�b�B�x�B�M�; �b�Q�m�M�/�b�+���T�2�b �?�Q�r�2�p�2�` �+�Q�m�H�/
�+�Q�K�2 �r�B�i�? �B�i�b �Q�r�M ���`�i�2�7���+�i�b ���M�/ �K�B�b�K���i�+�? �i�Q �`�2���H �`�2�+�Q�`�/�@
�B�M�;�b ���M�/ �?���`�K �i�?�2 �Q�p�2�`���H�H �T�2�`�7�Q�`�K���M�+�2�X ���H�i�2�`�M���i�B�p�2�H�v�- ��
�`���i�?�2�` �/�B�`�2�+�i �r���v �r�Q�m�H�/ �#�2 �i�Q �m�b�2 �i�?�2 �B�b�Q�H���i�2�/ �2�t���K�T�H�2�b
�B�M �� �7�Q�`�K �Q�7 �i�2�K�T�H���i�2 �K���i�+�?�B�M�;�X �h�Q �i�?�B�b �2�M�/ �B�M �i�?�B�b �T���T�2�`
�r�2 �T�`�Q�T�Q�b�2 �i�Q �i�`���B�M ���M �B�b�Q�H���i�2�/ �2�p�2�M�i �+�H���b�b�B�}�2�` �m�b�B�M�; �i�?�2
�`�2�T�`�2�b�2�M�i���i�B�p�2 �2�t���K�T�H�2�b�X �"�v �b�H�B�/�B�M�; �i�?�2 �+�H���b�b�B�}�2�` ���+�`�Q�b�b ��
�`�2�+�Q�`�/�B�M�;�- �r�2 �m�b�2 �B�i�b �Q�m�i�T�m�i ���b ���M ���m�t�B�H�B���`�v �7�2���i�m�`�2 �p�2�+�i�Q�`
�+�Q�M�+���i�2�M���i�2�/ �r�B�i�? �B�M�i�2�`�K�2�/�B���i�2 �b�T�2�+�i�`�Q�@�i�2�K�T�Q�`���H �`�2�T�`�2�@
�b�2�M�i���i�B�Q�M�b �2�t�i�`���+�i�2�/ �#�v �i�?�2 �a�1�. �b�v�b�i�2�K�X �1�t�T�2�`�B�K�2�M�i���H
�`�2�b�m�H�i�b �Q�M �.�1�a�1�. �/���i���b�2�i �/�2�K�Q�M�b�i�`���i�2 �B�K�T�`�Q�p�2�K�2�M�i�b �B�M
�b�2�;�K�2�M�i���i�B�Q�M �T�2�`�7�Q�`�K���M�+�2 �r�?�2�M �m�b�B�M�; ���m�t�B�H�B���`�v �7�2���i�m�`�2�b
���M�/ �+�Q�K�T���`���#�H�2 �`�2�b�m�H�i�b �i�Q �i�?�2 �#���b�2�H�B�M�2 �r�?�2�M �m�b�B�M�; �i�?�2�K
�r�B�i�?�Q�m�i �b�v�M�i�?�2�i�B�+ �b�Q�m�M�/�b�+���T�2�b�X �6�m�`�i�?�2�`�K�Q�`�2 �r�2 �b�?�Q�r
�i�?���i �i�?�B�b ���m�t�B�H�B���`�v �7�2���i�m�`�2 �p�2�+�i�Q�` �#�H�Q�+�F �+�Q�m�H�/ ���+�i ���b ��
�;���i�2�r���v �i�Q �B�M�i�2�;�`���i�2 �2�t�i�2�`�M���H ���M�M�Q�i���i�2�/ �/���i���b�2�i�b �B�M �Q�`�@
�/�2�` �i�Q �7�m�`�i�?�2�` �#�Q�Q�b�i �a�1�. �b�v�b�i�2�K�ö�b �T�2�`�7�Q�`�K���M�+�2�X

�A�M�/�2�t �h�2�`�K�b�� �b�Q�m�M�/ �2�p�2�M�i �/�2�i�2�+�i�B�Q�M�- �/�2�2�T �H�2���`�M�@
�B�M�;�- �T�Q�b�i�2�`�B�Q�`�;�`���K�b�- �r�2���F�H�v�@�b�m�T�2�`�p�B�b�2�/ �H�2���`�M�B�M�;

�R�X �A�L�h�_�P�.�l�*�h�A�P�L

�a�Q�m�M�/ �1�p�2�M�i �.�2�i�2�+�i�B�Q�M �U�a�1�.�V �B�b �� �K���+�?�B�M�2 �H�B�b�i�2�M�B�M�; �i���b�F
�i�?���i ���/�/�`�2�b�b�2�b �i�?�2 �[�m�2�b�i�B�Q�M�b �Q�7�q�?���i ���M�/�q�?�2�M�Q�7 �Q�+�@
�+�m�`�`�B�M�; ���m�/�B�Q �2�p�2�M�i�b�- �i�?�2 �`�2�b�T�Q�M�b�2�b �i�Q �r�?�B�+�? �r�Q�m�H�/ �#�2
�i�?�2 �T�2�`�+�2�T�i�m���H �+�H���b�b �Q�7 ���M �2�p�2�M�i ���M�/ �B�i�b �H�Q�+���i�B�Q�M �B�M �i�B�K�2
�`�2�b�T�2�+�i�B�p�2�H�v�X �h�?�2 �M�2�+�2�b�b�B�i�v �Q�7 �b�m�+�? �a�1�. �b�v�b�i�2�K�b �K���M�B�@
�7�2�b�i�b �B�i�b�2�H�7 �B�M ���T�T�H�B�+���i�B�Q�M�b �b�m�+�? ���b ���m�/�B�Q �B�M�7�Q�`�K���i�B�Q�M �`�2�@
�i�`�B�2�p���H �(�R�)�- �b�m�`�p�2�B�H�H���M�+�2 �(�k�)�- �#�B�Q���+�Q�m�b�i�B�+ �K�Q�M�B�i�Q�`�B�M�; �(�j�) ���M�/
�b�2�H�7�@�/�`�B�p�B�M�; �+���`�b �(�9�) �i�Q �� �M���K�2 �� �7�2�r�X �P�M�2 �K���B�M �+�?���H�H�2�M�;�2
�r�B�i�? �a�1�. �B�b �i�?�2 �B�M�?�2�`�2�M�i �/�B�{�+�m�H�i�v ���M�/ �+�Q�b�i �Q�7 ���+�[�m�B�`�B�M�;
���M�M�Q�i���i�2�/ �/���i�� �Q�7 �?�B�;�? �[�m���H�B�i�v�f�`�2�b�Q�H�m�i�B�Q�M�X �>�2�M�+�2 �i�?�2�`�2

�h�?���M�F�b �i�Q ���L�_ ���;�2�M�+�v �7�Q�` �7�m�M�/�B�M�; �i�?�2 �T�`�Q�D�2�+�i �G�1���l�.�a�X

�?���b �#�2�2�M �� �;�`�Q�r�B�M�; �#�Q�/�v �Q�7 �`�2�b�2���`�+�? �B�M �/�2�p�2�H�Q�T�K�2�M�i �Q�7
�K�Q�/�2�H�b �m�b�B�M�; �H�Q�r�2�` �[�m���H�B�i�v ���M�M�Q�i���i�B�Q�M�b �U�H�Q�r�2�` �i�2�K�T�Q�@
�`���H �`�2�b�Q�H�m�i�B�Q�M�- �M�Q�B�b�v �H���#�2�H�b�- �2�i�+�X�V ���M�/ �m�M�@���M�M�Q�i���i�2�/ �/���i��
�2�t���K�T�H�2�b �T�Q�i�2�M�i�B���H�H�v ���m�;�K�2�M�i�2�/ �r�B�i�? �� �b�K���H�H �b�2�i �Q�7 �U�B�b�Q�@
�H���i�2�/�V �`�2�T�`�2�b�2�M�i���i�B�p�2 �2�t���K�T�H�2�b �Q�7 �2���+�? �i���`�;�2�i �2�p�2�M�i �+�H���b�b�X

�A�b�Q�H���i�2�/ �2�t���K�T�H�2�b ���`�2 �;�2�M�2�`���H�H�v �m�b�2�/ �B�M�/�B�`�2�+�i�H�v �i�?�`�Q�m�;�?
�b�v�M�i�?�2�b�B�x�B�M�; �b�Q�m�M�/�b�+���T�2�b �(�8�)�- �i�Q �;�2�M�2�`���i�2�b�i� �̀Q�M�;�H�v�@�H���#�2�H�H�2�/
�2�t���K�T�H�2�b�X �h�?�2 �`�2�H���i�B�p�2 �+�Q�M�i�`�B�#�m�i�B�Q�M �Q�7 �2���+�? �H�2�p�2�H �Q�7 ���M�@
�M�Q�i���i�B�Q�M�b �B�M �i�?�B�b �?�2�i�2�`�Q�;�2�M�2�Q�m�b �/���i���b�2�i �?���b �#�2�2�M �b�i�m�/�B�2�/
�#�v �h�m�`�T���m�H�i �2�i ���H �(�e�)�X �a�m�`�T�`�B�b�B�M�;�H�v�- �i�?�2�B�` �}�M�/�B�M�;�b �B�M�@
�/�B�+���i�2 �i�?�2 �`�2�H���i�B�p�2 �2�[�m���H �+�Q�M�i�`�B�#�m�i�B�Q�M �Q�7 �#�Q�i�? �b�2�i�b �Q�7
�r�2���F ���M�/ �b�i�`�Q�M�;�H�v �U�b�v�M�i�?�2�i�B�+�V �H���#�2�H�H�2�/ �2�t���K�T�H�2�b �i�Q �b�v�b�@
�i�2�K�ö�b �b�2�;�K�2�M�i���i�B�Q�M �T�2�`�7�Q�`�K���M�+�2�X �A�M �T�`�2�@�/�2�2�T �H�2���`�M�B�M�;
�b�T�2�2�+�? �`�2�+�Q�;�M�B�i�B�Q�M�-�S�?�Q�M�2�K�2 �T�Q�b�i�2�`�B�Q� �̀;� �̀��K�b�Q�m�i�T�m�i �#�v
�T�`�2�@�i�`���B�M�2�/ �T�?�Q�M�2�K�2 �+�H���b�b�B�}�2�`�b �r�2�`�2 �m�b�2�/ ���b �7�2���i�m�`�2�b
�7�2�/ �i�Q �i�?�2 �/�Q�r�M�b�i�`�2���K �#�H�Q�+�F�b�(�d�)�X �A�M �b�T�Q�F�2�M �F�2�v�r�Q�`�/
�/�2�i�2�+�i�B�Q�M�- �*�?�2�M �2�i ���H�X �(�3�) �i�`���B�M�2�/ �� �/�2�2�T �M�2�m�`���H �M�2�i�r�Q�`�F
�U�.�L�L�V �i�Q �+�H���b�b�B�7�v ���K�Q�M�; �� �M�m�K�#�2�` �Q�7 �F�2�v�r�Q�`�/�b ���M�/
�#�v �b�H�B�/�B�M�; �i�?�2 �.�L�L ���+�`�Q�b�b ���M ���m�/�B�Q �`�2�+�Q�`�/�B�M�; �m�b�2�/ �i�?�2
�Q�m�i�T�m�i �b�+�Q�`�2�b �U�7�Q�H�H�Q�r�2�/ �#�v �T�Q�b�i�@�T�`�Q�+�2�b�b�B�M�;�V �i�Q �K���`�F �i�?�2
�F�2�v�r�Q�`�/ �#�Q�m�M�/���`�B�2�b�X �a�B�K�B�H���`�H�v�- �B�b�Q�H���i�2�/ �2�t���K�T�H�2�b �+�Q�m�H�/
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�H���i�B�Q�M �Q�7 �i�?�2 �/�2�`�B�p���i�B�p�2�X �h�?�2 �`�2�b�m�H�i�B�M�; �Q�m�i�T�m�i �7�2���i�m�`�2 �Q�7
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�a�Q�m�M�/�#���M�F �Q�7 �B�b�Q�H���i�2�/ �2�p�2�M�i�b�, �R�y�y�N �B�b�Q�H���i�2�/ �2�t�@
���K�T�H�2�b �Q�7 �i���`�;�2�i �2�p�2�M�i�b �i���F�2�M �7�`�Q�K �6�a�.�8�y�F �(�R�d�) �r�B�i�?
�+�H�B�T �/�m�`���i�B�Q�M�b �`���M�;�B�M�; �7�`�Q�K �8�8�K�b �i�Q �3�j�X�R�b�X �h�?�2 �K�2�/�B���M

3



�r�X �a�v�M�i�? �6�R �S�a�.�a�R �S�a�.�a�k

�"���b�2�H�B�M�2
7 �k�j�X�k�R �y�X�y�N�d �y�X�j�j�e
3 �j�3�X�N�k �y�X�k�8�R �y�X�8�R�k

�P�m�`�b
7 �j�8�X�k�8 �y�X�R�3�j �y�X�9�N�R
3 �9�y�X�k�y �y�X�k�e�j �y�X�8�k�j

�h���#�H�2 �R�, �� �+�Q�K�T���`���i�B�p�2 �T�2�`�7�Q�`�K���M�+�2 �2�p���H�m���i�B�Q�M �Q�7 �T�`�Q�@
�T�Q�b�2�/ ���6�: �#�H�Q�+�F �Q�M �q�a�a�1�. �b�v�b�i�2�K

�M�m�K�#�2�` �Q�7 �2�t���K�T�H�2�b �T�2�` �+�H���b�b �B�b �e�k ���M�/ �i�?�2 �K�2�/�B���M �i�Q�i���H
�/�m�`���i�B�Q�M �Q�7 �2�t���K�T�H�2�b �T�2�` �+�H���b�b �B�b �j�R�y�b�X

�a�v�M�i�?�2�i�B�+ �a�Q�m�M�/�b�+���T�2�b�, �� �+�Q�H�H�2�+�i�B�Q�M �Q�7 �R�y�y�y�y �b�v�M�@
�i�?�2�i�B�+���H�H�v �;�2�M�2�`���i�2�/ �b�Q�m�M�/�+���T�2�b �m�b�B�M�; �i�?�2 �a�+���T�2�` �(�R�3�) �H�B�@
�#�`���`�v �m�b�B�M�; �i�?�2 �b�Q�m�M�/�#���M�F �Q�7 �B�b�Q�H���i�2�/ �2�p�2�M�i�b ���M�/ �� �b�2�@
�H�2�+�i�2�/ �b�2�i �Q�7 �#���+�F�;�`�Q�m�M�/ �b�Q�m�M�/�b �7�`�Q�K �a�A�L�a �/���i���b�2�i �(�R�N�)�X

�9�X�k�X�k�X �1�t�i�2�`�M���H �.���i���b�2�i�b

�q�2 ���H�b�Q �m�b�2�/ ���M �2�t�i�2�`�M���H �/���i���b�2�i �7�Q�` ���m�t�B�H�B���`�v �7�2���i�m�`�2
�;�2�M�2�`���i�B�Q�M �B�M �Q�m�` �2�t�T�2�`�B�K�2�M�i�b�X

�1�a�*�@�8�y�, �� �+�Q�H�H�2�+�i�B�Q�M �Q�7 �k�y�y�y �2�p�2�M�i �+�H�B�T�b ���H�H �Q�7 �8�b
�/�m�`���i�B�Q�M�b ���+�`�Q�b�b �8�y �b�Q�m�M�/ �2�p�2�M�i �+�H���b�b�2�b �2���+�? �+�Q�M�i���B�M�B�M�;
�9�y �2�t���K�T�H�2�b �(�k�y�)�X

�9�X�j�X �_�2�b�m�H�i�b

�h���#�H�2 �R �b�m�K�K���`�B�x�2�b �i�?�2 �T�2�`�7�Q�`�K���M�+�2 �Q�7 �Q�m�` �T�`�Q�T�Q�b�2�/ ���T�@
�T�`�Q���+�? ���;���B�M�b�i �i�?�2 �#���b�2�H�B�M�2 �*�L�L�@�h�`���M�b�7�Q�`�K�2�` �b�v�b�i�2�K�X
�h�?�2 �`�2�b�m�H�i�b ���`�2 �`�2�T�Q�`�i�2�/ �Q�M �i�?�2 �T�`�Q�p�B�/�2�/ �p���H�B�/���i�B�Q�M �b�2�i�X
�h�?�2 �T�2�`�7�Q�`�K���M�+�2 �B�b �`�2�T�Q�`�i�2�/ �m�b�B�M�; �B�M�i�2�`�b�2�+�i�B�Q�M�@�#���b�2�/ �6�R
�K���+�`�Q �b�+�Q�`�2 ���M�/ �S�a�.�a �K�2���b�m�`�2�b�X �S�a�.�a�R ���M�/ �S�a�.�a�k
���`�2 �i�r�Q �b�T�2�+�B�}�+ �?�v�T�2�`�T���`���K�2�i�2�` �b�2�i�i�B�M�;�b �Q�7 �i�?�2 �S�a�.�a
�K�2���b�m�`�2 �r�?�2�`�2 �i�?�2 �7�Q�`�K�2�` �2�K�T�?���b�B�x�2�b �K�Q�`�2 ���+�+�m�`���i�2 �H�Q�@
�+���H�B�x���i�B�Q�M �r�?�B�H�2 �i�?�2 �7�Q�+�m�b �Q�7 �H���i�i�2�` �B�b �Q�M �/�B�b�i�B�M�;�m�B�b�?�B�M�;
�+�H���b�b�2�b �7�`�Q�K �Q�M�2 ���M�Q�i�?�2�`�X �A�M �Q�`�/�2�` �i�Q �2�p���H�m���i�2 �i�?�2 �T�Q�@
�i�2�M�i�B���H �Q�7 ���6�: �#�H�Q�+�F �i�Q �+�Q�K�T�H�2�K�2�M�i �Q�` �2�p�2�M �`�2�T�H���+�2 �i�?�2
�m�b�2 �Q�7 �b�v�M�i�?�2�i�B�+ �b�Q�m�M�/�b�+���T�2�b�- �r�2 �`�2�T�Q�`�i �i�?�2 �T�2�`�7�Q�`�K���M�+�2
�Q�7 �i�?�2 �#���b�2�H�B�M�2 �b�v�b�i�2�K �r�?�2�M �i�`���B�M�2�/ �Q�M�H�v �r�B�i�? �r�2���F�H�v�@
�H���#�2�H�H�2�/ �2�t���K�T�H�2�b ���H�Q�M�2 �U�r�f�Q �b�v�M�i�?�V ���M�/ �r�?�2�M �B�M�+�H�m�/�B�M�;
�i�?�2 �b�v�M�i�?�2�i�B�+ �b�Q�m�M�/�b�+���T�2�b �U�r�X �b�v�M�i�?�V�X

�9�X�9�X ���6�:�- �� �:���i�2�r���v �7�Q�` �1�t�i�2�`�M���H �.���i���b�2�i�b

�:�B�p�2�M �i�?�2 �;�2�M�2�`���H�B�i�v �Q�7 �i�?�2 ���6�: �#�H�Q�+�F�- �r�2 �7�m�`�i�?�2�` �B�M�p�2�b�@
�i�B�;���i�2 �i�?�2 �m�i�B�H�B�i�v �Q�7 �B�i ���b �� �;���i�2�r���v �i�Q �B�M�i�2�;�`���i�2 �2�t�i�2�`�M���H
���M�M�Q�i���i�2�/ �/���i���b�2�i�b�X �h�?�2 �B�/�2�� �B�b �i�?���i �M�Q�i�?�B�M�; �`�2�b�i�`�B�+�i�b
�i�?�2 �J�G�S �i�Q �#�2 �i�`���B�M�2�/ �Q�M �i�?�2 �T�`�Q�p�B�/�2�/ �b�Q�m�M�/�#���M�F �Q�7
�B�b�Q�H���i�2�/ �2�t���K�T�H�2�b�X �1�p�2�M �B�7 �i�?�2 �i���`�;�2�i �+�H���b�b�2�b �Q�7 ���M �2�t�i�2�`�@
�M���H �/���i���b�2�i �/�Q�2�b �M�Q�i �Q�p�2�`�H���T �r�B�i�? �i�?�2 �a�1�. �i���b�F ���i �?���M�/�-
�T�`�Q�D�2�+�i�B�M�; �b�H�B�+�2�b �Q�7 �� �`�2�+�Q�`�/�B�M�; �B�M�i�Q �� �+�H���b�b�B�}�2�` �i�`���B�M�2�/
�Q�M �� �2�t�i�2�`�M���H�H�v�@���M�M�Q�i���i�2�/ �/���i���b�2�i �+�Q�m�H�/ �T�`�Q�p�B�/�2 �`�2�H�2�p���M�i
�/�B�b�+�`�B�K�B�M���i�B�p�2 �7�2���i�m�`�2�b ���M�/ �?�2�M�+�2 �`�2�/�m�+�2 �i�?�2 �m�M�+�2�`�i���B�M�i�v
�B�M�?�2�`�2�M�i �B�M �i�?�2 �r�2���F�H�v�@�H���#�2�H�H�2�/ �2�t���K�T�H�2�b�X

�r�X �a�v�M�i�? �6�R �S�a�.�a�R �S�a�.�a�k

�"���b�2�H�B�M�2
7 �k�j�X�k�R �y�X�y�N�d �y�X�j�j�e
3 �j�3�X�N�k �y�X�k�8�R �y�X�8�R�k

���6�:�, �1�a�*�@�8�y
7 �k�3�X�j�j �y�X�R�j�R �y�X�9�8�R
3 �j�N�X�8�e �y�X�k�k�d �y�X�8�j�e

���6�:�, �1�a�*�@�8�y
�Y �B�b�Q�H���i�2�/ �2�t���K�T�H�2�b

7 �j�3�X�k�k �y�X�k�y�k �y�X�8�8�j
3 �9�R�X�j�R �y�X�k�8�R �y�X�8�d�9

�h���#�H�2 �k�, �1�z�2�+�i �Q�7 �m�b�B�M�; �2�t�i�2�`�M���H �/���i���b�2�i�b �7�Q�` �7�2���i�m�`�2
�;�2�M�2�`���i�B�Q�M �Q�M �q�a�a�1�. �b�v�b�i�2�K�ö�b �T�2�`�7�Q�`�K���M�+�2

�h���#�H�2 �k �H�B�b�i�b �i�?�2 �`�2�b�m�H�i�b �Q�7 �m�b�B�M�; �i�?�2 �1�a�*�@�8�y �/���i���b�2�i
�i�Q �;�2�M�2�`���i�2 ���m�t�B�H�B���`�v �7�2���i�m�`�2�b ���M�/ �`�2�b�m�H�i�b ���`�2 �`�2�T�Q�`�i�2�/ �7�Q�`
�#�Q�i�? �r�?�2�M �m�b�2�/ ���H�Q�M�2 ���M�/ �r�?�2�M �+�Q�K�#�B�M�2�/ �r�B�i�? �7�2���i�m�`�2�b
�7�`�Q�K �B�b�Q�H���i�2�/ �2�t���K�T�H�2�b�X �q�?�2�M �+�Q�K�#�B�M�2�/�- �r�2 �+�Q�M�+���i�2�@
�M���i�2 �i�?�2 ���m�t�B�H�B���`�v �7�2���i�m�`�2�b �7�`�Q�K �#�Q�i�? �i�`���B�M�2�/ �+�H���b�b�B�}�2�`�b
�#�2�7�Q�`�2 �T�`�Q�D�2�+�i�B�M�; �i�?�2�K �B�M�i�Q �i�?�2 �i�`���M�b�7�Q�`�K�2�`�ö�b �2�K�#�2�/�/�B�M�;
�/�B�K�2�M�b�B�Q�M�X �h�?�2 �`�2�b�m�H�i�b ���`�2 �b�?�Q�r�M �7�Q�` �#�Q�i�? �r�B�i�? ���M�/
�r�B�i�?�Q�m�i �i�?�2 �m�b�2 �Q�7 �b�v�M�i�?�2�i�B�+ �/���i���b�2�i �B�M �i�`���B�M�B�M�; �i�?�2 �a�1�.
�b�v�b�i�2�K�X �P�m�` �`�2�b�m�H�i�b �b�m�;�;�2�b�i �i�?�B�b ���T�T�`�Q���+�? ���b �� �`���i�?�2�`
�b�B�K�T�H�2 �r���v �i�Q �/�B�b�i�B�H �/�B�b�+�`�B�K�B�M���i�B�p�2 �B�M�7�Q�`�K���i�B�Q�M �B�M�?�2�`�2�M�i
�B�M �2�t�i�2�`�M���H �/���i���b�2�i�b �B�M�i�Q �q�a�a�1�. �r�B�i�? �K�B�M�B�K���H �2�z�Q�`�i ���M�/
�r�B�i�?�Q�m�i �`�2�[�m�B�`�B�M�; ���M�v �7�m�`�i�?�2�` ���M�M�Q�i���i�B�Q�M�b �r�B�i�? �`�2�b�T�2�+�i
�i�Q �i�?�2 �i���`�;�2�i �i���b�F�X

�8�X �*�P�L�*�G�l�a�A�P�L�a

�A�M �i�?�B�b �r�Q�`�F �r�2 �?���p�2 �T�`�2�b�2�M�i�2�/ �� �/�B�z�2�`�2�M�i �r���v �Q�7 �B�M�+�Q�`�@
�T�Q�`���i�B�M�; �� �b�K���H�H �b�2�i �Q�7 �B�b�Q�H���i�2�/ �2�t���K�T�H�2�b �B�M�i�Q �i�`���B�M�B�M�;
�� �q�a�a�1�. �b�v�b�i�2�K�X �_���i�?�2�` �i�?���M �m�b�B�M�; �i�?�2�K �i�Q �+�`�2���i�2
�b�v�M�i�?�2�i�B�+ �b�Q�m�M�/�b�+���T�2�b�- �r�2 �T�`�Q�T�Q�b�2�/ �i�Q �m�b�2 �i�?�2 �Q�m�i�T�m�i
�Q�7 �� �+�H���b�b�B�}�2�` �#�m�B�H�i �m�b�B�M�; �i�?�2�K ���b ���M ���m�t�B�H�B���`�v �7�2���i�m�`�2
�7�Q�` �2���+�? �b�m�#�@�b�2�;�K�2�M�i �Q�7 ���M �B�M�T�m�i �`�2�+�Q�`�/�B�M�;�X �q�2 �?���p�2
�2�p���H�m���i�2�/ �Q�m�` ���T�T�`�Q���+�? �m�b�B�M�; �.�*���a�1�k�y�k�R �i���b�F�@�9 �b�2�i�m�T
���M�/ �/���i���b�2�i�X �P�m�` �`�2�b�m�H�i�b �b�m�;�;�2�b�i �i�?���i �#�v �K�2���M�b �Q�7 �B�M�@
�i�`�Q�/�m�+�B�M�; �i�?�B�b �7�2���i�m�`�2 ���m�;�K�2�M�i���i�B�Q�M �r�2 �+�Q�m�H�/ �B�K�T�`�Q�p�2
�i�?�2 �T�2�`�7�Q�`�K���M�+�2 �Q�7 �i�?�2 �#���b�2�H�B�M�2 �b�v�b�i�2�K �r�B�i�? �Q�` �r�B�i�?�@
�Q�m�i �b�v�M�i�?�2�i�B�+ �b�Q�m�M�/�b�+���T�2�b�X �A�M ���/�/�B�i�B�Q�M �r�2 �b�?�Q�r�2�/ �i�?���i
�i�?�2 ���m�t�B�H�B���`�v �7�2���i�m�`�2�b �+�Q�m�H�/ �#�2 �;�2�M�2�`���i�2�/ �m�b�B�M�; �2�t�i�2�`�M���H
�/���i���b�2�i�b �i�Q �2�M�+�Q�/�2 �2�t�i�`�� �F�M�Q�r�H�2�/�;�2 �B�M�i�Q �i�?�2 �b�v�b�i�2�K ���M�/
�B�K�T�`�Q�p�2 �i�?�2 �T�2�`�7�Q�`�K���M�+�2�X

�A�M �Q�m�` �7�m�i�m�`�2 �r�Q�`�F �r�2 �B�M�i�2�M�/ �i�Q �2�t�T�H�Q�`�2 �Q�i�?�2�` �r���v�b �Q�7
���m�t�B�H�B���`�v �7�2���i�m�`�2 �;�2�M�2�`���i�B�Q�M �T���`�i�B�+�m�H���`�H�v �K�2�K�Q�`�v�@�#���b�2�/
�K�2�i�?�Q�/�b �m�b�B�M�; �i�?�2 ���/�p���M�+�2�b �B�M �/�2�2�T �K�2�i�`�B�+ �H�2���`�M�B�M�; ���M�/
�7�2�r�@�b�?�Q�i �H�2���`�M�B�M�;�X �J�Q�`�2�Q�p�2�`�- ���b �i�?�2 ���m�t�B�H�B���`�v �7�2���i�m�`�2
�#�H�Q�+�F ���M�/ �i�?�2 �K���B�M �a�1�. �b�v�b�i�2�K �b�?���`�2 �i�?�2 �#���+�F�#�Q�M�2 �M�2�i�@
�r�Q�`�F�- �i�?�2 �b�v�b�i�2�K �+�Q�m�H�/ �#�2 �2�M�/�@�i�Q�@�2�M�/ �Q�T�i�B�K�B�x�2�/ �i�?�`�Q�m�;�?
�7�`���K�B�M�; �B�i ���b �� �K�m�H�i�B�@�i���b�F �H�2���`�M�B�M�; �T�`�Q�#�H�2�K�X

�e�X �_�1�6�1�_�1�L�*�1�a

�(�R�) �1�X �q�Q�H�/�- �h�X �"�H�m�K�- �.�X �E�2�B�b�H���`�- ���M�/ �C�X �q�?�2���i�2�M�-
�ó�*�Q�M�i�2�M�i�@�#���b�2�/ �+�H���b�b�B�}�+���i�B�Q�M�- �b�2���`�+�?�- ���M�/ �`�2�i�`�B�2�p���H
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IMPACT OF TEMPORAL RESOLUTION ON CONVOLUTIONAL RECURRENT NETWORKS
FOR AUDIO TAGGING AND SOUND EVENT DETECTION

Wim Boes, Hugo Van hamme

ESAT, KU Leuven, Belgium

ABSTRACT

Many state-of-the-art systems for audio tagging and sound event
detection employ convolutional recurrent neural architectures. Typ-
ically, they are trained in a mean teacher setting to deal with the
heterogeneous annotation of the available data.

In this work, we present a thorough analysis of how changing
the temporal resolution of these convolutional recurrent neural net-
works — which can be done by simply adapting their pooling opera-
tions — impacts their performance. By using a variety of evaluation
metrics, we investigate the effects of adapting this design parameter
under several sound recognition scenarios involving different needs
in terms of temporal localization.

Index Terms— sound recognition, audio tagging, sound event
detection, temporal resolution

1. INTRODUCTION

Recently, the popularity of research into audio-related tasks has
surged because of, among other reasons, multiple versions of
the Detection and Classi�cation of Acoustic Scenes and Events
(DCASE) challenge [1, 2, 3, 4, 5, 6]. The latest editions encom-
passed six categories, each dealing with a distinct sound recognition
problem. Subtask number 4 [7] consistently covered sound event
detection — joint classi�cation and temporal localization of audi-
tory events — in domestic environments. Submitted systems were
ranked utilizing measures which represent scenarios involving vari-
able requirements with regard to the estimation of time boundaries.

The baseline [7] supplied for the fourth problem of the DCASE
2021 and 2022 challenges, a convolutional recurrent neural net-
work trained using the mean teacher principle [8], was based on
the second-ranking system [9] of task 4 of DCASE 2019. Its output
temporal resolution was prede�ned and �xed.

Our submission [10] for the fourth subtask of the DCASE 2021
challenge [7] demonstrated that simply adapting the amount of
pooling in this network, which is directly linked to its temporal res-
olution, can signi�cantly impact its performance.

In this work, we provide a more thorough and complete analysis
of this interesting �nding. We substantially supplement the discus-
sion in multiple ways, as outlined in the two paragraphs below.

Firstly, we examine more than the speci�c evaluation scenar-
ios prescribed in task 4 of the DCASE 2021 and 2022 challenges.
Particularly, we also investigate what happens when the temporal
resolutions of convolutional recurrent networks are adapted in the
context of audio tagging. In this situation, the goal of the models is
to perform clip-level auditory event classi�cation. Unlike for sound
event detection, temporal localization is not required in this case.

This work was supported by a PhD Fellowship of Research Foundation
Flanders (FWO-Vlaanderen) and the Flemish Government under “Onder-
zoeksprogramma AI Vlaanderen”.

Secondly, for sound event detection, we inspect what happens
using multiple types of measures. More speci�cally, in addition to
the intersection-based scores employed in subtask 4 of the DCASE
2021 and 2022 challenges, we also utilize segment-based and event-
based metrics, which are commonly used in this subdomain of ma-
chine learning as well. This is further elaborated upon in Section 4.

To this end, the following approach is taken: We start with a
suitable baseline, which forms the basis for many state-of-the-art ar-
chitectures for both audio tagging and sound event detection, such
as [11], [12] and [13]. We change the temporal resolution of this
model by adapting its pooling operations. We then analyze the re-
sults obtained by this modi�ed system in a variety of experimental
con�gurations, representing different evaluation scenarios.

In Section 2, we expand upon the baseline system. Afterwards,
in Section 3, we describe how the pooling operations of the consid-
ered architecture can be adapted to modify the temporal resolution
of the model. Then, in Section 4, we elaborate upon the experimen-
tal setup. Next, in Section 5, we analyze the results of the performed
experiments, and �nally, we draw a conclusion in Section 6.

2. BASELINE

In this section, the baseline system, which is nearly the same as in
[14], is elaborated upon. It is a slightly adapted version of the base-
line supplied for task 4 of the DCASE 2021 and 2022 challenges [7].

2.1. Architecture

A schematic visualization of the baseline model is given in Figure 1.
The input to the baseline is a spectral map of an audio recording.

The amount of frequency bins is prede�ned and set to 128.
The �rst component of the architecture is a convolutional neural

network (CNN) made up of seven blocks. Each of those consists of
the following �ve layers: a convolutional layer, a batch normaliza-
tion layer [15], a ReLU activation layer, a dropout layer [16] with a
dropout rate of 33%, and lastly, an average pooling layer.

All convolutional layers use a square kernel of size 3 and uti-
lize a stride of 1. For the �rst three blocks, the number of output
channels of the convolutional operations is equal to 16, 32 and 64
respectively. For the last four blocks, this number is equal to 128.

The hyperparameters of the pooling operations are given per
model block in Table 1. The �rst and second numbers of each tuple
are connected to the time and frequency axes respectively.

After the last block, the frequency-related dimension of the
spectral (auditory) input map has been brought down to one and
the corresponding axis can therefore be squeezed, i.e., removed.

Afterwards, a bidirectional gated recurrent (BiGRU) unit, con-
sisting of two layers with hidden sizes equal to 128, is used to model
potential temporal relationships in the auditory data.
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Figure 1: Schematic representation of the baseline

The output of this recurrent layer is followed by a linear pro-
jection and application of the sigmoid function to obtain multi-label
frame-level probabilities. These values indicate per temporal frame
which sound categories are active, and can be postprocessed to ob-
tain event-level predictions of sounds, which are relevant for sound
event detection, as explained in the next subsection.

Finally, the frame-level sound probabilities are aggregated to
get clip-level auditory event probabilities, which are relevant for the
task of audio tagging, by performing linear (softmax) pooling [17].

2.2. Postprocessing

The clip- and frame-level probabilities are converted into binary
values by enforcing a �xed threshold. The frame-level decisions
are also passed through a smoothing median �lter with a window
of about 500 ms. Preliminary experiments showed that more com-
plicated postprocessing (e.g., class-wise optimization on validation
data) is unnecessary as it provides relatively insigni�cant bene�ts.

The binary clip-level decisions can readily be used to perform
audio tagging. On the contrary, to produce outputs suitable for
sound event detection, an extra step has to be taken: The frame-level
decisions are converted into event-level predictions by performing
a merging operation with a maximum gap tolerance of 200 ms.

2.3. Mean teacher training

As expanded upon in Section 4, the training data employed in this
research project is heterogeneously annotated: Some of the samples
include clip-level or weak labels, some come with event-level or
strong labels, and the rest is unlabeled. To deal with this dif�culty,
the mean teacher training principle [8] is applied.

Table 1: Kernel sizes and strides of pooling layers in baseline CNN

Block Kernel size= stride

0-1 (2, 2)
2-3-4-5-6 (1, 2)

In the mean teacher training framework, two models called the
student and the teacher are utilized. They share the same architec-
ture, but their parameters are updated completely differently.

The student system is trained in a regular fashion: A differen-
tiable loss function is optimized by an optimization algorithm such
as Adam [18]. This is not the case for the teacher counterpart: The
weights of this model are computed as the exponential moving av-
erage of the student parameters with a multiplicative decay factor of
0.999 per training iteration, also explaining the name of the method.

The loss used to train the student consists of four terms: The
�rst two are clip-level and frame-level binary cross entropy func-
tions, which are only calculated for the weakly and strongly la-
beled data samples respectively. The remaining two components
are mean-squared error consistency costs between the clip-level and
frame-level output probabilities of the student and teacher models,
which can be computed for all examples, including the unlabeled
ones. The classi�cation and consistency terms are summed with
weights equal to 1 and 2 respectively to obtain the �nal objective.

3. ADAPTATION OF TEMPORAL RESOLUTION

The goal of this project is to investigate how modifying the output
temporal resolution of the considered convolutional recurrent neu-
ral network affects its sound recognition performance under differ-
ent circumstances. In this section, we describe which parts of this
model were changed to achieve these speci�c adaptations.

In the baseline model outlined in Section 2, the pooling lay-
ers in the �rst and second blocks of the CNN halve input feature
maps along the temporal dimension, while the others do not change
anything in this regard. This results in a total pooling factor of 4.

As explained in more detail in Section 4, most of the audio
recordings used in this project have a duration of 10 seconds. They
are fed to the baseline convolutional recurrent neural network as
spectral feature maps consisting of 608 time frames. This model
applies a temporal reduction factor of 4, and hence, the frame-level
probabilities contain 152 values per sample. This comes down to a
temporal resolution of about one class prediction vector per 65 ms.

We create adaptations of the baseline convolutional recurrent
network in the following way: Instead of only allowing the �rst
two pooling layers to apply a reduction in the number of temporal
frames, we create model versions of which the �rstx pooling layers
perform this halving operation, withx ranging from 1 up to 6. This
results in systems with time reduction factors of 2, 4, 8, 16 and 32
respectively, which are equivalent to temporal resolutions of about
one frame-level prediction bin per 32.5, 65, 130, 260 and 520 ms.

Important to note is that changing the amount of pooling in the
considered convolutional recurrent neural network does not change
the number of trainable parameters, and thus, its modeling capacity.

4. EXPERIMENTAL SETUP

In this section, we provide full details on the setup used during the
experiments, of which the results are analyzed in Section 5.

7



Detection and Classi�cation of Acoustic Scenes and Events 2022 3–4 November 2022, Nancy, France

4.1. Data

The data set for problem 4 of DCASE 2021 [7] is a multi-label
collection consisting of audio recordings with a maximum length of
10 seconds. There are 10 possible sound event categories, related to
domestic environments, which are not mutually exclusive.

The partition used to train models consists of three subsets:
• 1578 real samples with weak (clip-level) annotation
• 10000 synthetic samples with strong (event-level) annotation
• 14412 real samples without annotation
For evaluation purposes, two partitions were available: the so-

called validation and public evaluation sets, holding 1168 and 692
real recordings respectively. Both subsets include strong or event-
level labels of the active environmental auditory events.

4.2. Preprocessing

To get spectral maps of the available audio recordings, which are
used as input features for the considered convolutional recurrent
nets as explained in Section 2, we resampled all clips to 22050 Hz
and performed peak amplitude normalization. Then, log mel spec-
trograms with 128 frequency bins were extracted using a Hamming
window with a size of 2048 samples and a hop length of 363 sam-
ples. Lastly, per-frequency bin standardization was carried out.

As mentioned before, for a 10-second audio clip, these steps
resulted in a spectral feature map consisting of 608 temporal frames.

4.3. Data augmentation

In order to avoid the risk of over�tting, we employed data augmen-
tation during the training of the considered models. In particular,
we used mixup [19], which comes down to creating extra learning
examples (and associated labels) by linearly interpolating the origi-
nal samples. We employed this method with a probability of 50% of
applying it. The mixing ratios used in this algorithm were randomly
sampled from a beta distribution with shape parameters set to 0.2.

Unlike for our related submission [10] for task 4 of the DCASE
2021 challenge [7], we did not employ time and frequency mask-
ing [20] in this project. This choice was based on two observations
made during initial experiments: Firstly, the best hyperparameters
for these techniques seemed to depend on the situation, e.g., used
metric. Secondly, these methods only led to minimal improvements.
As the focus of this work is on analysis rather than trying to get op-
timized performance, they were excluded for the sake of clarity.

4.4. Training and evaluation

All models were trained and evaluated using PyTorch [21].

4.4.1. Training

All models were trained for 200 epochs. Per epoch, 250 batches of
48 samples were given to the networks. Each batch contained 12
weakly labeled, 12 strongly labeled and 24 unlabeled examples.

Adam [18] was employed to train the weights of the student
models. Learning rates were ramped up exponentially from 0 to
0.001 for the �rst 12500 optimization step. Thereafter, they decayed
multiplicatively at a rate of 0.99995 per training iteration.

4.4.2. Evaluation

For audio tagging, we used the (micro-averaged) clip-based F1 mea-
sure [22], which was also utilized in task 4 of the DCASE 2017
challenge [23]. This score was computed for a single operating
point, namely, the situation in which probabilities were converted
into binary decisions by enforcing a 50% threshold.

For sound event detection, we employed multiple types of met-
rics. To start with, we utilized the intersection-based measures used
for ranking in task 4 of the DCASE 2021 and 2022 challenges [7].
More speci�cally, we used two polyphonic sound event detection
scores [24] representing distinct evaluation scenarios, denoted as
PSDS 1 and 2. The former imposes strict requirements on the tem-
poral localization accuracy, the latter is more lenient in this regard.

The hyperparameters utilized for calculating these PSDS mea-
sures are summarized in Table 2. These scores were computed using
50 operating points, in which thresholds linearly distributed from
0.01 to 0.99 were used to convert probabilities into binary decisions.

Details on the procedure for calculating PSDS scores and a dis-
cussion on the hyperparameters can be found in [24].

Table 2: PSDS hyperparameters

Hyperparameter PSDS 1 PSDS 2

Detection tolerance criterion 0.7 0.1
Ground truth intersection criterion 0.7 0.1
Cross-trigger tolerance criterion N/A 0.3
Cost of class instability 1 1
Cost of cross-triggers 0 0.5
Maximum false positive rate 100 100

Furthermore, we used the segment-based (micro-averaged) F1
score based on chunks of 1 s [22] to gauge the performance of the
considered models. This metric was also employed in task 4 of the
DCASE 2017 challenge [23]. Because of the long segment length,
this measure quanti�es systems in terms of their ability to perform
more coarse-grained sound event detection, not unlike PSDS 2.

Lastly, we also employed the (macro-averaged) event-based F1
score with tolerances of 200 ms for onsets and 20% of the audio
event lengths (up to a max of 200 ms) for offsets [22]. This mea-
sure was used in task 4 of the DCASE 2018, 2019 and 2020 chal-
lenges [7, 25]. This metric quanti�es models in terms of their ability
to perform �ne-grained sound event detection, similar to PSDS 1.

These segment-based and event-based scores were computed
for a single operating point, in which a threshold of 0.5 was en-
forced to convert frame-level probabilities into binary decisions.

All measures were computed using the clip-level or frame-level
probabilities of the student models after the last training epoch.

5. EXPERIMENTAL RESULTS

In this section, we analyze the results obtained by the convolu-
tional recurrent neural systems with varying output resolutions, as
explained previously. We report the metrics for audio tagging and
sound event detection elaborated upon in Section 4 after applying
the following method to signi�cantly diminish the variability of the
results: For each experimental con�guration, we train 20 models
with independent initializations and average the scores they achieve
on the public evaluation partition of the employed data set.
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Figure 2: Results on public evaluation subset

The scores achieved on the public evaluation set are summa-
rized in Figure 2. Precise numerical values are not essential to the
interpretation below and are not disclosed due to a lack of space.

Only one of the metrics appears to display a (very slight) neg-
ative correlation with the temporal output resolution of the con-
sidered models, namely, PSDS 2. Intuitively, this behavior is not
unexpected as this intersection-based score was designed to gauge
relatively coarse-grained sound event detection performance.

All other measures correlate positively with respect to the time
resolution. For the event-based F1 score and PSDS 1, the scores de-
manding precise estimations of the boundaries of sounds, this seems
logical: Naturally, if the length associated with an output prediction
bin is too long, this becomes more challenging or even impossible.

However, this positive relationship also appears to hold for the
clip-based and segment-based F1 metrics, which inherently require
much less accurate temporal differentiation — in the former case,
this is not even needed at all. This counterintuitive result is all the
more unanticipated given the trend of PSDS 2: Apparently, there is
a certain discrepancy in the reaction of the examined types of mea-
sures for audio tagging and coarse-grained sound event detection to
the temporal output resolution of the considered models.

The sensitivity of the performance of convolutional recurrent
neural networks to their output resolutions depends on the crite-
rion. In particular, scores designed for more �ne-grained sound
event detection show a high responsiveness in this regard: PSDS
1 and the event-based F1 measure drop sharply as the temporal res-
olution of the models at hand decreases. On the contrary, the clip-
and segment-based F1 metrics as well as PSDS 2, used to gauge
performance with regard to audio tagging and coarse-grained sound
event detection, remain more stable as this hyperparameter varies.

It is also possible to study how the performance and sensitivity
of the models differs across sound categories by inspecting class-
wise scores. For F1-based measures, these can easily be obtained.
For the PSDS metrics, they can also be computed, but unlike for
their aggregated counterparts, the cost of class instability (see Sec-
tion 4) must be disregarded. Exact numerical results are not crucial
to the following analysis and are not included due to a lack of space.

In nearly all instances, the class-wise scores correlate to the
temporal resolution in the same direction (positively/negatively) as

Figure 3: Subset of class-wise event-based F1 scores

their global versions. Nevertheless, the absolute performance and
responsiveness strikingly vary across metrics and sound categories.

For all of the measures, there is a substantial link between the
scores and the examined kind of sound. As an example, the best-
performing category (speech) consistently outperforms the worst
(running water) by a large margin. This behavior can be explained
by multiple factors, e.g., qualitative differences between types of
audio events and imbalance within the data used for training.

As is the case for the aggregated scores, the class-wise sensi-
tivities are only strongly pronounced for �ne-grained sound event
detection measures. In these cases, they also greatly depend on the
considered audio category. This is exempli�ed for the event-based
F1 metric in Figure 3. For events which are short and localized
(e.g.,dog, dishes), reducing the temporal resolution leads to severe
deterioration in terms of performance. For more long-lived sounds
(e.g.,vacuum cleaner), this dependency is much less outspoken. In
the most extreme case offrying, there is even no correlation at all.

6. CONCLUSION

Numerous state-of-the-art sound recognition models are based on
convolutional recurrent neural architectures. They are usually opti-
mized in a mean teacher framework to deal with the heterogeneous
labeling of the supplied data samples. In this work, we provided
deeper insight into how changing the temporal resolution of such
nets impacts their performance. We analyzed the effect of mod-
ifying pooling operations on a multitude of metrics, designed for
distinct audio tagging and sound event detection scenarios.

The experiments showed that the performance of the considered
models is highly susceptible to changes in terms of their pooling op-
erations. More speci�cally, metrics designed for �ne-grained sound
event detection showed a strong, positive relation with respect to
the temporal output resolutions of the systems at hand. For sound
recognition measures involving less focus on temporal differentia-
tion (among others, F1 score for audio tagging), the direction of the
correlation was mixed and contingent on the scoring method.

The responsiveness appeared to depend on the considered eval-
uation scenario. Generally, measures devised for �ne-grained sound
event detection displayed a much higher reactivity than metrics built
for audio tagging and coarse-grained sound event detection.

A class-wise study showed that for the latter, the sensitivity to
temporal resolution was low across all sound types. Conversely, for
�ne-grained sound event detection scores, the reactivity was decid-
edly stronger for shorter than for longer-lasting events.
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ABSTRACT

One of the main issues of polyphonic sound event detection (PSED)
is the class imbalance problem caused by the proportions of active
and inactive frames. Since the target sounds occasionally appear, bi-
nary cross-entropy makes the model mainly �t on inactive frames.
This paper introduces an effective objective function, con�dence
regularized entropy, which regularizes the con�dence level to pre-
vent over�tting of the dominant classes. The proposed method ex-
hibits less over�tted samples and better detection performance than
the binary cross-entropy. Also, we compare our method with the
other objective function, the asymmetric focal loss also designed
to solve the class imbalance problem in PSED. The two objective
functions show different system characteristics. From an end-user
perspective, we suggest choosing a proper objective function for the
purposes.

Index Terms— Polyphonic sound event detection, class imbal-
ance problem

1. INTRODUCTION

Polyphonic sound event detection (PSED) is one of the acoustic
classi�cation and detection tasks that detects the target sound and
timestamps in an audio signal. For many years, PSED has had fol-
lowing several challenges:

� Dif�cult to gather strongly labeled recordings.

� The subjectivity problem of manual labeling.

� Hard to �nd an analytic model that can cover the various sound
patterns.

� The class imbalance problem due to the proportion of active
and inactive frames.

The �rst problem has been solved with two approaches: semi-
supervised learning approaches using both labeled and unlabeled
data and training with synthetic audio mixed background noise and
target sounds. The second problem could be relieved by choos-
ing the metric when comparing the system with others [1]. And
the third problem has been solved by deep neural netoworks using
improved convolutional neural networks (CNNs), Transformer, at-
tention mechanisms, etc [2].

This study focuses on the last problem of class imbalance. Most
inactive frames (background sound) dominate an audio clip, so
the problem arises when detecting a target sound frame by frame
(Fig. 1). This phenomenon is not a problem presented only in

� corresponding author.

Figure 1: Simple illustration of an audio clip with target sounds.

PSED task; the image object detection also has suffered from the
background-foreground class imbalance [3]. For the image object
detection, a solution is the focal loss that controls the weight pa-
rameter of cross-entropy so that train the model well for the target
object, but vice versa for the background images. Motivated by the
focal loss, the previous study in PSED proposed asymmetric focal
loss (AFL) [4] that could control the focal weights of entropies for
the inactive and active terms, respectively. AFL successfully con-
trolled the imbalance problem, but an adverse effect arose: the sys-
tem detected repetitive impulsive sounds as a long-duration sound.

In this study, we propose con�dence regularized entropy
(CRE), which set the con�dence threshold to the binary cross en-
tropy (BCE). When calculating the BCE, samples are eliminated
for the backpropagation during training steps if the detected results
are over the threshold. The proposed method keeps the samples less
over�tted, especially for the inactive frames. Compared to the AFL,
the proposed entropy resulted in a system that can detect the onsets
and offsets of target sounds well. Both CRE and AFL relieved the
class imbalance problem for PSED. However, they showed a differ-
ent system characteristic: the CRE-based system was advantageous
in detecting a target event's precise localization on frames, whereas
the AFL-based system showed strength in detecting whether a tar-
get sound appeared. The details will be discussed in Section 5.2.

2. CLASS IMBALANCE PROBLEM WITH PSED

A class imbalance problem is one of the considerations for building
and training a neural network. If the class imbalance problem re-
mains unsolved, the model could remain ungeneralized [3]. When
collecting data from real world, the target sound would appear inter-
mittently rather than often; thus, one of the factors that cause class
imbalance is the imbalance between the number of active and inac-
tive frames [4] in dealing with the PSED tasks. Additionally, the
imbalance among the target sounds could appear since each event's
duration is entirely different, and the amount of recorded sound is
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Figure 2: Bar graphs representing the duration of active sounds
(blue) and the number of active segments (yellow). Considering
the total audio length, the proportion of inactive frames is large.

also diverse according to the datasets.
The total duration and number of segments for each target

sound composing the domestic environment sound event detection
(DESED) dataset are shown in Fig. 2. In both synthetic and real
data, inactive frames have large proportions and, all the events ex-
cept speech have very low proportions.

Imoto et al. proposed asymmetric focal loss (AFL) [4] to con-
trol the entropies of active and inactive frames. The entropy be-
tween a ground truthyn;c and a model output̂yn;c is described:

AF L = �
N;CX

n;c =0

f (1 � ŷnc ) 
 ync log(ŷnc )
| {z }

Active term

+ ( ŷnc ) � (1 � ync ) log(1 � ŷnc )
| {z }

Inactive term

g
(1)

where
 and � denote the parameters to control the entropies of
active and inactive frames in each, andN andC denote the number
of frames and target sounds, respectively. If
 and� are set to 0,
the entropy is same as the binary cross entropy, and the higher the
values, the less focal. Imotoet al. set 
 and � to 0.0625 and 1,
respectively, which means that the objective function focuses more
on the active frames.

3. CONFIDENCE REGULARIZED ENTROPY

Suppose that there are lot proportion of speech-activated and in-
active frames among the datum. If then, the inactive points are
converged earlier than the other target sounds (e.g., cat, vacuum
cleaner, etc. in Fig. 2). Even if the training epoch is processed
enough, the inactive points are still converging more closely to one
or zero, whereas the network is less optimized for the other target
sounds. To concentrate on training the network for the false positive
and false negative data, we propose the con�dence regularized en-
tropy (CRE) that can regularize con�dences so that they could not
converge beyond the threshold.

Figure 3: Training scenario when CRE is used for objective func-
tion.

CRE = �
1

NC

N;CX

n;c =0

I j ŷ nc � y nc j >
 (ŷnc ) � f ync � logŷnc

+(1 � ync ) � log(1 � ŷnc )g;

(2)

whereI (�) denotes an indicator function. We set
 to 0.01; the
frames are excluded on each optimizing step, if those of con�dence
are either over the 0.99 or under 0.01. Generally, the mixup aug-
mentation [5] is widely used for training the PSED network, and
Eq. (2) also can be used whether the mixup is applied. If the mixup
is used, con�dences that are too close to the mixed labels are ex-
cluded during the training. In Section 5.1, the experimental results
will demonstrate that a system that applied both CRE and mixup
surpasses the system without either of them.

4. EXPERIMENTS

4.1. Dataset

To validate our proposed method, we used DESED database1[6].
There were ten sound events that could occur in domestic environ-
ments. For the training set, there were 10,000 synthetic clips with
strong annotations, 3,470 recorded clips with strong labels coming
from the Audioset [7], 1,578 recorded clips with weak labels, and
14,412 unlabeled-recorded clips. For the evaluation set, there were
1,168 recorded clips. Each clip had a 10 s duration and was pro-
vided either 16 kHz or 44.1 kHz and single or dual channel. All
clips were down-mixed to 16 kHz and extracted to log-mel spectro-
grams. For the details, window size and shift size were used 2048
and 255 samples, respectively, and 128 mel-�lter banks.

4.2. CNN networks

The CNN architecture for the experiments is shown in Fig. 5. The
group size of convolutional layer was 4, and output channel sizes
were 32, 64, 128, 256, 256, 256 and 128, respectively. To reduce a
temporal size of feature map without temporal pooling, we stacked
frames in 4 layers. Also, we designed the axis-wise attention mod-
ule (AWAM) inspired by parallel temporal-spectral attention [8] to
improve the baseline model [9]. AWAM is a module that calculates
the sigmoid-based score for each axis and adds to the input feature
map, and it was adopted after the 2nd, 4th, and 6th convolutional
blocks. The detail of AWAM architecture is shown in Figs. 4. The
RNN network was same to the baseline CRNN introduced in [9].

1Strong labeled real recordings were newly released in DCASE 2022
challenge task 4. https://github.com/DCASE-REPO/DESED_
task/tree/master/recipes/dcase2022_task4_baseline
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Figure 4: Axis wise attention module.X k denotes the output of thek-th convolutional block in Fig. 5. The architecture off F (�) andf T (�)
are same tof C (�), but are performed on frequency and time axis, respectively.

Figure 5: Block diagram of CNN architecture.

4.3. Experimental setup

We adopted the mean teacher [9, 10], one of the semi-supervised
learning strategies to train the detection model using the unla-
beled data. A minibatch consists of synthetic, strong, weak, and
unlabeled-recorded clips with batch sizes of 8, 8, 4, and 40 each. All
networks were optimized with the AdamW [11] optimizer and the
cosine-annealing learning rate scheduler for 50 epochs after warm-
ing up the �rst 50 epochs from 0 to 0.001. Also, we set the weight
decay and dropout to 0.001 and 0.5, respectively. We used event-
based f1 score [12] and polyphonic sound detection score (PSDS)
[13] for the evaluation metrics2.

2The speci�c parameters settings for all metrics were same to the recent
DCASE challenge.
https://dcase.community/challenge2022/
task-sound-event-detection-in-domestic-environments

5. RESULTS AND DISCUSSION

5.1. Effect of con�dence regularization

The experimental results according to the objective functions are
compared in Table 1. If the other conditions are same except ob-
jective function, the systems built with CRE showed great perfor-
mances under the event-f1 and PSDS1 metrics (CRE> BCE >
AFL). Whereas, the systems built with AFL showed better perfor-
mances under the PSDS2 metric (AFL> BCE> CRE), and the sys-
tem with BCE showed medium performances for all metrics. Also,
the proposed con�dence regularization method was applicable with
the mixup augmentation. The results demonstrate that if the detec-
tion performances of a mixup-applied system with BCE improved
more than the system without the mixup, the mixup-applied system
with CRE also improved. Although sounds and labels are mixed up,
Eq. (2) keeps an output not too much �tting to the mixed label.

Con�dence of detected sound event versus number of frames
graphs are shown in Fig. 7. In the aspect of detection as the inac-
tive frame, many frames with detection results close to 0 when BCE
was used for the objective function. Most of the detection results of
the CRE-based system were also close to 0 but more spread from 0
to 0.02 than the system with BCE. In other words, CRE made the
model less over�tted to inactive frames, which shows the class im-
balance problem was relieved. Whereas, the detection con�dences
of the AFL-based system were evenly distributed rather than biased
towards zero.

In the aspect of detection as the active frame, all systems show
similar results to each other but have a little difference. The peak
of the CRE-based system's curve was left-biased due to the thresh-
old; however, the peak of the AFL-based system's curve was right-
biased since the focal weight was set to train well for the active
frames. It demonstrates that the CRE-based network is trained well
up to the regularization threshold and is prevented from over�tting
when the con�dences come over the threshold. On the other hand,
according to the focal weights, the AFL-based network is trained
well focused for the active frames but less focused for the inactive
frames.

5.2. Discussion: system characteristics and PSDS

As shown in the experimental result, the system's scores are differ-
ent according to the evaluation metrics. For instance, the system
trained with CRE outperformed the system with AFL on PSDS1
but vice versa on PSDS2. Then which system should we choose or
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Figure 6: Two detection examples of CRE- and AFL-based systems. (From up to bottom: log-mel spectrogram, ground truth, CRE-based
system, AFL-based system)

Table 1: Comparison of the detection performances among the
different objective functions.

Network Loss Event-F1 PSDS1 PSDS2

CRNN
w/o mixup

BCE 43.27 33.78 59.91
AFL 40.63 31.99 65.05
CRE 45.50 33.98 57.30

CRNN
w/ mixup

BCE 44.93 34.79 58.60
AFL 41.90 32.79 60.92
CRE 46.40 35.08 57.82

CRNN+AWAM
w/ mixup

BCE 49.17 37.51 66.34
AFL 45.16 34.03 66.88
CRE 51.11 38.12 64.33

which is better? As discussed in [1], PSDS1 is an effective met-
ric for whether the system could detect the sound's timestamp cor-
rectly; whereas it has a severe problem related to the labeler's sub-
jectivity. PSDS2 has strength in relieving the labeler's subjectivity;
however it is hard to detect event localization precisely, and highly
depends on the long-duration sounds.

For further description, we analyze the different detection pat-
terns of the systems as shown in Fig. 6. Just as people label subjec-
tively according to their background, systems have different char-
acteristics under the objective functions. The CRE-based system
tends to detect onsets and offsets precisely, whereas the AFL-based
system tends to detect sound longer than the ground truth. In other
words, the AFL-based system is proper to detect whether a sound
appears in a clip rather than timestamps. The more general analysis
is shown in the top graph of Fig. 7. The blue line shows that the
con�dences are more �tted to zero for inactive frames than green
line. Instead, the green line is spread evenly without being biased
to one side.

From the standpoint of user experience, the CRE-based system
(system having high PSDS1 but low PSDS2) is required for users
or environments that need to detect the target sound's onset and
offset precisely. Whereas, the AFL-based system (system having
high PSDS2 but low PSDS1) is more suitable in the environments
for whether the appearance of target sounds is more important than

Figure 7: A graph of the number of frames over con�dences of
detected target sounds. Since there are a large number of inactive
frames in the dataset, the graph of con�dence near zero was log-
scaled. (Top: con�dence> 0.9, bottom: con�dence< 0.1)

detection resolution.

6. CONCLUSION

In this paper, we introduced the con�dence regularized BCE that
could avoid over�tting inactive frames. Compared to AFL, CRE
performed better under the event-based f1 score and PSDS1. Fur-
thermore, we suggested choosing the proper objective function ac-
cording to the user's requirements. Of course, the system having
good performance in both PSDS1 and PSDS2 is the best, but in a
situation where you have to choose between the two, we can design
a more suitable system by controlling the objective function.
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ABSTRACT

The arctic is warming at three times the rate of the global aver-
age, affecting the habitat and lifecycles of migratory species that
reproduce there, like birds and caribou. Ecoacoustic monitoring
can help ef�ciently track changes in animal phenology and behav-
ior over large areas so that the impacts of climate change on these
species can be better understood and potentially mitigated. We
introduce here the Ecoacoustic Dataset from Arctic North Slope
Alaska (EDANSA-2019), a dataset collected by a network of 100
autonomous recording units covering an area of 9000 square miles
over the course of the 2019 summer season on the North Slope of
Alaska and neighboring regions. We labeled over 27 hours of this
dataset according to 28 tags with enough instances of 9 important
environmental classes to train baseline convolutional recognizers.
We are releasing this dataset and the corresponding baseline to the
community to accelerate the recognition of these sounds and facili-
tate automated analyses of large-scale ecoacoustic databases.

Index Terms— Ecoacoustics, audio dataset, labeled data, base-
line, biophony, anthrophony, geophony, convolutional network

1. INTRODUCTION

The Arctic Coastal Plain is an ecosystem in northern Alaska and
Canada that hosts over 180 migratory bird species from nearly every
continent on the planet. The health of this ecosystem is inextricably
linked to other habitats across the globe [1] and is undergoing rapid
change due to global warming [2, 3] and land-use change [4]. This
region has rich oil and gas resources; extraction and transportation
of these fossil fuels increase the usage of machinery and vehicles.
As a result, anthrophony from industrial activity or aircraft over-
�ights may change the acoustic environment in the area. Aircraft
over�ights associated with this activity have been a community con-
cern in the region. One village on the Coastal Plain, Nuiqsut, ex-
periences air traf�c equivalent to a city 95 times its size [5]. Past
acoustic monitoring studies in Alaska have been smaller in geo-
graphic scope and utilized coarse acoustic indices or manual label-
ing [6, 7]. While some of this research has addressed anthrophony
[7], our dataset is the �rst to account for both developed and unde-
veloped regions across the Arctic Coastal Plain. Such recordings
are valuable for understanding the natural state of the Arctic acous-
tic environment, how development changes that state, and how that
change affects wildlife.

Passive acoustic monitoring is an effective tool to monitor this
system—and many others—because acoustic data can tell us about
changes in wildlife populations, including phenology [8], biodiver-
sity [9], community structure [10], and distribution [11]. Because

Figure 1: Audio recording device locations.

the volume of data produced by acoustic studies makes manual data
processing prohibitively expensive, researchers have recently em-
ployed convolutional neural networks (CNN) to label the contents
of large ecoacoustic datasets [12, 13, 14]. To train a CNN in a super-
vised fashion, researchers must label a small subset of data to train
the model, and that labeled data is what we have provided in this pa-
per. We used an earlier version of this dataset (batch-1, described in
Subsection 2.3) in our research to understand the advantages of self-
supervised learning and data valuation for audio classi�cation [15].
We are providing the best performing model from that work as the
baseline in this paper, which utilizes data augmentation [16, 17, 18]
and global temporal pooling [19].

2. CORPUS

2.1. Monitoring sites

Samples were taken at latitudes between 64� and 70� N, and lon-
gitudes between 139� to 150� W, covering predominately the Arc-
tic Coastal Plain but also spanning tundra, shrub, and boreal forest
ecosystems on the north and south of the Brooks Mountain Range
in northern Alaska. A map of the recording sites is shown in Fig-
ure 1. We used 40 recording devices to cover the Prudhoe Bay oil-
�elds and the 1002 portions of the Arctic National Wildlife Refuge
(ANWR) in a grid separating locations by 20 km with a random
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Figure 2: Audio recording times for monitors in each region. The
top row displays the number of daylight hours for each correspond-
ing month shown below it on the second row. The colored cells
show the months where recordings were made for each region.

offset. We also had 20 recording devices at sites along the length of
the Dempster and Dalton Highways (10 devices each) in the Yukon
Territories and Alaska, respectively, and an additional 10 recording
devices placed at existing wildlife monitoring sites throughout Iv-
vavik National Park in the Yukon. Devices are deployed over 3-5
days in each region, starting from the 16th and 23rd of March, 2nd,
3rd, and 4th of May, respectively, in Dalton, Dempster, Ivvavik,
Prudhoe, and Anwr. Recordings are saved locally on the device and
collected manually. The acoustic recording units (ARUs) were SM4
wildlife recorders from Wildlife Acoustics, sampling at a rate of 48
kHz with gains set to 16 dB. ARUs recorded 150 minutes of audio
at a time, with rotating breaks of 120 to 150 minutes in order to
cycle through every hour of the day within a 4-day period. In total,
devices recorded 2,161 days of audio data throughout 2019.

Recording periods for each region are shown in Figure 2.
Recordings from the Prudhoe Bay Oil�elds, ANWR, and Ivvavik
were able to capture wildlife activity on the Arctic Coastal Plain
and in the foothills of the Brooks Range, which serve as the pri-
mary breeding grounds for a majority of migratory species in the
area. Sites along the Dempster and Dalton Highway captured the
arrival and departure of those migratory birds that use the major
north-south �yways that converge on the Coastal Plain.

2.2. Taxonomy

Labels of our dataset are members of three taxonomic ranks: coarse,
medium, and �ne. The coarse rank is the highest rank of the
taxonomic tree and contains the four most general labels:“an-
throphony”, “biophony” , “geophony”, and “silence” . A higher
rank contains more general labels compared to the lower ranks. The
medium rank contains more speci�c labels for each of the coarse
rank labels and includes“bird” , “insect” , and“aircraft” . The �ne
rank consists of the most speci�c labels, each belonging to one of
the medium rank categories and includes“songbird” , “waterfowl”
(which in our dataset includes ducks, geese, and swans), and“up-
land bird” (including grouse and ptarmigan). Labels used in our
baseline system are shown on the leftmost column of Table 1.

For example, a sample that contains a birdsong event is anno-
tated with the“biophony” , “bird” , and“songbird” tags represent-
ing labels from the coarse, medium, and �ne ranks, respectively.
Annotating a sample with a child label will automatically annotate
it with the parent label, however, it is possible for a sample to be an-
notated only with a parent label. Our annotators could assign nearly
all samples a designation from the coarse labels. Fine labels under

Label b-1 b-2 b-3 b-4 Total

Biophony 4107 500 776 886 6269
Bird 3821 493 78 52 4444

Songbird 2210 238 5 6 2459
Waterfowl 573 126 2 3 704
Upland Bird 386 44 2 2 434

Insect 372 36 734 846 1988
Anthrophony 328 217 1367 1165 3077

Aircraft 100 93 731 769 1693
Silence 1146 325 32 19 1522

Total 5566 1045 2133 2038 10782

Table 1: Number of samples per label in each of the four batches,
batch-1 (b-1) through batch-4 (b-4). The last row shows the total
number of samples in each batch.

the bird category were not uncommon, but �ne labels under other
categories were relatively rare or absent.

2.3. Sampling and labeling

Our dataset is composed of four batches differentiated by the sam-
pling and labeling methods used, which are described below. We
initially labeled data with broad coverage of time and space in our
dataset so as to capture as many sound classes as possible without
bias. We pulled our initial batch, batch-1, of random samples from
each site within the Arctic National Wildlife Refuge and the adja-
cent Oil�elds (sites 11-50). We selected a random 150-minute con-
tiguous recording within each site, visually examined each record-
ing's spectrogram in Audacity [20], and labeled all visually iden-
ti�ed sounds present in that recording via listening. We excluded
sound recordings that were inaudible due to wind-related clipping.
We describe the details of four examples in Subsection 2.4.

The same expert labeler labeled sound clips in all batches based
on the taxonomy described in Subsection 2.2 In almost all cases,
sounds could be identi�ed at the coarsest scale (e.g.,“anthrophony”
or “biophony”), and more speci�c labels were added as they could
be identi�ed. This generated 3083 separately labeled sounds that
ranged in length from a few seconds to a few minutes. To gen-
erate equal-length samples, they were then split into 5566 non-
overlapping, 10-second clips. However, not all clips' lengths were
divisible by 10, generating clips less than 10 seconds. Clips less
than 2 seconds were discarded, and clips between 2 and 10 seconds
were zero-padded to the full 10 seconds.

We divided the whole set of samples into training, validation,
and test sets so that all samples from a given site were con�ned to
one of these three sets rather than split between them. To determine
which site went to which set, we used a multiple knapsack problem
detailed in [15]. This split ensured that we were measuring gener-
alization across sites, and thus to future recordings.

In order to increase the number of examples in the rare class
“anthrophony”, we labeled more samples that we expected to be
relevant from sites where this class was more common using pre-
dictions of a model trained on the training set of batch-1. At those
sites, we pulled 500 10-second clips not tied to model con�dence
and 500 clips where model con�dence for anthrophony was 0.75 or
higher. We split the season into 12 weekly periods starting on May
7 and pulled� 80 samples from each weekly period, 40 of which
were not tied to model con�dence and were just the �rst 40 sam-
ples from that week, and the other 40 of which were tied to model
con�dence and tended to be distributed more throughout the week.
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Figure 3: The depictions in this �gure highlight the visual charac-
teristics of spectrograms from four examples produced in Audacity.
From left to right, these represent a truck driving on a road, a bird
singing, and a loon singing near an acoustic recording unit (in sites
26, 50, and 11, respectively).

For each week, we randomly chose one of the training sites (30,
29, 25, 24, 22, 21, 19, 16, 13, 49, 48, 44, 41, 40, 38, 37, 33) to
pull samples from. The proportion of all 1000 samples taken from
each training site depended on the proportion of anthrophony that
was identi�ed at that site in batch-1. So if 30% of all anthrophony
in batch-1 had come from one site, 30% of our samples for batch-
2 were also pulled from that site. This meant that, in some cases,
we had to use multiple sites to �ll our quota of samples for a given
week. This process created a second batch of clips, batch-2. All of
the clips from this 1000-sample set were labeled by trained under-
graduate students, and then their labels were reviewed and corrected
by an expert labeler before being �nalized.

To ensure the accuracy of our original samples, plus the addi-
tional anthrophony samples, we built a user interface (UI) in Python
that allowed users to quickly listen to a sample, view its spectro-
gram, and label it. The expert labeler checked or unchecked boxes
next to each possible label to validate the original labels associated
with a sample. All 6616 10-second clips that we had previously
labeled were reviewed using this process. Note that all numbers
provided in Table 1 are after this relabeling.

The UI made it considerably more ef�cient to review clips, al-
lowing us to label additional samples from the“aircraft” sound
class by selecting high-con�dence predictions from the baseline
model trained on batches 1 and 2. This created our third batch,
batch-3. Note that batch-3 is only used for training, so we are less
concerned that this selection process might bias the labels. Using
this process, we were able to label an additional 2133 clips.

Performance was still below what we had hoped for the sound
classes“insect” , “anthrophony” and“aircraft” , so we decided to
collect a �nal batch of data, batch-4. In this batch, we labeled sam-
ples for the validation and test sets. Since selecting samples to label
using a single model's con�dence scores could lead to choosing
only the type of samples that are successfully recognized by this
model, we used an ensemble of 7 different iterations of our sound
labeling model, including architectural and training variants, devel-
oped with earlier versions of the dataset. We normalized the con�-
dence scores of each model across time to be between 0 and 1. Then
assigned the maximum con�dence across models to each label on
each clip. Again, we pulled clips where this combined con�dence
was high, though this differed for each sound class as follows: 0.7
for anthrophony, 0.25 for aircraft, and 0.99 for the insect. The ex-
pert labeler used the UI to review these clips and was able to identify
an additional 1,874 instances of labels so that the �nal set of label-
clip associations was over 10,000. Table 1 displays the number of
samples per label in each of the four batches of our dataset.

Figure 4: Number of clips out of 10,000 randomly sampled that
have at most a particular clipping percentage (percentage of samples
at maximum or minimum value).

2.4. Labeling examples

When labeling batch-1, we viewed the 150-minute contiguous
recordings as spectrograms in Audacity so we could locate sounds
visually. The spectrogram was shown up to 24 kHz so that all pos-
sible sounds were visible. While the harmonics of birdsong could
extend to 10-12 kHz, a majority of the visible signal on the spec-
trogram was at 9 kHz or below. The presence of anthrophony was
generally indicated by lower frequency, uniform partials that tend to
have a consistent pitch and long duration. The presence of biophony
presents as harmonic signals with clear partials that have a wide
frequency range and short duration, though they are often part of a
larger temporal pattern, or song. Rain was the most common form
of geophony and was clearly indicated by extremely brief, nonhar-
monic signals on the spectrogram that look similar to `clicks', i.e.,
they have a vertical, broadband form that does not follow an inten-
tional temporal pattern.

Figure 3 displays depictions that highlight the visual character-
istics of spectrograms from three examples produced in Audacity.
From left to right, the �rst depiction, labeled“anthrophony”, repre-
sents a truck driving on a road, near an acoustic recording unit (site
26) in the oil�elds. The lines highlight the visible, �at partials at
the lower frequencies that are characteristic of anthrophony sounds.
The second depiction represents a bird singing near an acoustic
recording unit (site 50) in the Arctic National Wildlife Refuge and
is labeled“songbird” . The patterns highlight the signals created
by the birdsong, which show a complex pattern of partials that ex-
tends from low to high frequencies; this complex song is repeated
multiple times to produce a `singing bout'. The third depiction rep-
resents a loon singing near an acoustic recording unit (site 11) in the
oil�elds and is labeled“waterfowl” . The patterns highlight partials
of the loon call, which show a de�nitive temporal pattern.

2.5. Clipping

Clipping is distortion caused by loud sounds. Recorders have a high
and low limit for the amplitude of the sounds they can process; if
these thresholds are passed, the data gets corrupted. We count the
proportion of sample values in a 10-second interval that are at the
maximum or minimum observed levels in a given recording.

An acceptable clipping percentage depends on the speci�c ap-
plication. To pick a threshold of acceptable clipping level, we lis-
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tened to random 10-second clips and observed that a clipping pro-
portion less than 0.1% is almost unnoticeable to a listener. We there-
fore removed samples with more than 0.1% clipping before labeling
in batch-2, batch-3, and batch-4 of our dataset. Figure 4 shows for
10,000 randomly selected clips, how many had clipping less than
a given percentage. In a similar fashion, for batch-1, the expert la-
beler checked the recordings' spectrogram and only labeled those
without any visible clipping artifacts. 80% of these samples from
batch-1 have a clipping percentage lower than the 0.1% threshold.

3. BASELINE

Our initial labeling included examples of 28 unique categories in all
levels of the hierarchy, out of 41 we thought we might encounter. Of
these, only 9 had more than 100 examples in batch-1 and were used
to train our baseline model:“biophony” , “bird” , “songbird” , “wa-
terfowl” , “upland bird” , “insect” , “athrophony”, and“silence” .

As a baseline system1, we provide the best system described in
[15]. Our baseline system employs the Ecoacoustic Dataset from
Arctic North Slope Alaska (EDANSA-2019)2 and uses convolu-
tional neural networks (CNNs) together with global temporal pool-
ing and data augmentation. We share our code with MIT and our
dataset under Creative Commons 4.0 licenses, which are highly per-
missive. We decided to use CNNs with hyperparameters inherited
from AlexNet [21] due to their common success in sound event de-
tection experiments [22]. Each sample is a 10-second clip, pre-
processed and turned into a mel-spectrogram with a hop size of
23 ms, a window size of 42 ms, and 128 mel-frequency bins. We
use a stack of 4 convolutional layers where all kernels are5� 5, fol-
lowed by two fully connected layers. We train our model for 1600
epochs and keep the one with the highest mean AUC score over all
labels on the validation set. Table 2 shows the AUC per label of the
baseline model on the validation and test sets.

4. PREVIOUS WORK

There are a number of open-source datasets, similar to ours, shared
along with their research �ndings. The CityNet dataset, which is
collected from London, has diverse anthropogenic classes but the
biophony classes are limited to only general labels like“bird” , “in-
sect”, “vegetation”, and“wing beats” [23]. Another soundscape
dataset consists of 5 hours of recordings collected from Sonoma
County, California, USA and samples are labeled with“anthro-
pophony”, “biophony” , “geophony”, “quiet” , and“interference”
[14]. The main difference between these datasets and ours is that
ours is recorded in remote locations and over a much larger area.
Our dataset consists of 29 hours of labeled data, compared to 19
hours in CityNet and 5 hours from Sonoma County.

There are large datasets focusing on bird calls, which are chal-
lenging to model and of high scienti�c interest. BIRDCLEF is a
family of such datasets focusing on short targeted recordings as
opposed to long-term continuous recordings. It consists of sound
recordings collected by the Xeno-canto community and new ver-
sions with different purposes have been released every year since
2014. The latest, 2022 version, consists of 15k recordings, total-
ing over 190 hours covering 152 species from Hawaii, specially de-
signed for modeling calls of rare and endangered bird species with

1https://github.com/speechLabBcCuny/EDANSA-2019
2https://zenodo.org/record/6824272

Label Validation Test

Biophony 0.95 0.96
Bird 0.96 0.98

Songbird 0.90 0.96
Waterfowl 0.87 0.90
Upland bird 0.87 0.93

Insect 0.90 0.83
Anthrophony 0.88 0.88

Aircraft 0.96 0.88
Silence 0.96 0.93

Average 0.92 0.92

Table 2: AUC per label of the baseline on validation and test sets.

small amounts of training data [24]. Another dataset with 385 min-
utes of dawn chorus recordings was collected from Eastern North
America, including 48 species and 16,052 annotations [25]. Some
of the other datasets with bird calls are BirdVox [26], Nips4Bplus
[27], Free�eld1010 [28], Warblrb10k and PolandNFC [29].

Larger general-purpose datasets have been extracted from
YouTube such as Audio Set [30] and VGGSOUND [31] and in-
clude bioacoustic classes as a small part of their corpus. There
are also continuously recorded open-source sound datasets without
bioacoustic labels, such as SONYC-UST-V2, which is the output
of an urban noise monitoring project and it is a multi-labeled [32].
This dataset is� 51 hours long in total and labeled with 8 main tags
that are common in city environments, such as engine, music, and
the human voice.

5. CONCLUDING REMARKS

This paper presented the Ecoacoustic Dataset from Arctic North
Slope Alaska (EDANSA-2019), collected by autonomous recording
units during the summer of 2019, and its corresponding baseline.
We provided detail on the recordings and the sampling and label-
ing methods used to generate the four batches of our dataset. This
work should help facilitate the analysis of large-scale ecoacoustic
recordings made in arctic conditions, and it would be interesting to
examine the extent to which models trained on this data can gener-
alize to data collected in other environments and ecosystems.
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ABSTRACT

This paper presents our submission to DCASE 2022 Challenge Task
2, which aims to detect anomalous machine status via sounding
by using machine learning methods, where the training dataset it-
self does not contain any examples of anomalies. We build six
subsystems, including three self-supervised classi�cation methods,
two probabilistic methods and one generative adversarial network
(GAN) based method. Our �nal submissions are four ensemble sys-
tems, which are different combinations of the six subsystems. The
best of�cial score of the ensemble systems can achieve 86.81% on
the development dataset, whereas the corresponding Autoencoder-
based baseline and the MobileNetV2-based baseline are with scores
of 52.61% and 56.01%, respectively. In addition, our methods rank
top on the development dataset and fourth on the evaluation dataset
in this challenge.

Index Terms— DCASE, anomaly detection, domain general-
ization, machine condition monitoring, machine health monitoring

1. INTRODUCTION

The DCASE 2022 Challenge Task 2 is concerned with detecting
anomalous state of the target machine using the sounding data. Un-
like the acoustic scene classi�cation, the available training data in
this task contains samples of only one class — the normal-state
class, but the aim is to detect whether a test sample is in another
class, refer to as anomaly class, which may include various anoma-
lous situations. A further complication added to this challenge is
that the distributions of the training data and of the test data are dif-
ferent. This is called as domain shift. In the literature, there are
some works investigating how to solve the domain shift problem by
using machine learning methods and reducing the performance gap
between the training and test data [1]. Although these techniques
achieved impressive performance on image classi�cation, they did
not generally gain the expected and comparable results in the ma-
chine status detection via sounding up to now.

In this paper, we present six subsystems, the �rst three are self-
supervised classi�ers trained by using the supervision information
provided by the metadata, similar to the approach taken by several
teams at DCASE 2021 [2, 3] and DCASE 2020 [4]. The fourth and
�fth models are probabilistic models. For the fourth model, inspired
by the probabilistic model in [2], we employ normalizing �ows to
estimate the conditional density of the feature vectors for each sec-
tion where the Mel spectrograms are used as the input of the pooling
layers. Those output above the de�ned threshold will be marked as

anomaly. The �fth model estimates the conditional density of spec-
trogram target frames conditioned on remaining frames using an
RNN based model and a GMM loss. The sixth model is a GAN
based model.

We next present the results of the baseline systems in Section 2,
and then describe each of our subsystems in detail in Section 3.
For each subsystem, we will describe how it is trained and present
its results on the development dataset. After that, we present our
ensemble systems and their detection results in Section 4. Finally,
conclusions are drawn in Section 5.

2. BASELINE RESULTS

In order to give a clear picture of the Challenge Task 2, we include
the baseline scores on Table 1 and Table 2. To present the results
succinctly, the results in all tables in this paper present only the
harmonic mean of the source AUC, target AUC and pAUC for each
machine type on the development dataset. Here the harmonic mean
is denoted as h-mean. The data used in this challenge is 16 kHz,
single-channel audio. For more details, please see [5, 6, 7].

Table 1: baseline-AE results
bearing fan gearbox slider ToyCar ToyTrain valve h-mean

54.80% 58.47% 63.07% 57.99% 51.06% 39.61% 50.59% 52.61%

Table 2: baseline-MobileNetV2 results
bearing fan gearbox slider ToyCar ToyTrain valve h-mean

59.16% 57.21% 59.91% 50.26% 54.23% 51.18% 62.42% 56.01%

3. APPROACHES

The general idea of the �rst three approaches is to �rst train a neural
network to extract the embeddings of the samples by classifying la-
bels extracted from the metadata, and then use the outlier detection
algorithm to score how abnormal the embeddings are. The input to
the �rst two models is a spectrogram with or without a Mel transfor-
mation, the difference between the �rst two models is that the �rst
model uses a single index loss detection, while the second model
uses a multiple indices loss detection. For the third model, the in-
puts are the embeddings extracted by the pre-trained wav2vec [8],
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Figure 1: Overview of the classi�cation based method.

which is trained with a partial Audioset [9]. The loss function for
the �rst three models is ArcFace [10]. The fourth and �fth models
differ from the �rst three in that they are not trained using any meta-
data information, which makes them completely unsupervised. The
fourth model attempts to learn several distributions of some fea-
ture vector bins conditioned on the remaining bins. The �fth model
estimates the distribution of target frames for the spectrogram con-
ditioned on the remaining frames. The sixth model is a GAN based
model. After describing these six subsystems, we present four en-
sembles of these subsystems, which are our �nal submission.

3.1. Classi�cation Based Methods

In this subsection, we describe the �rst three subsystems, which we
call SC (SectionClassi�cation), MHCR (Multi-headClassi�cation
& Regression) and SC-wav2vec. All of the three subsystems follow
the overview shown in Figure 1.

The overview shown in Figure 1 is divided into three processes.
First, we use the training samples to train the embedding network,
and then use the trained embedding network to extract the embed-
dings of the training samples. Later on, we use these embeddings
to train the outlier detector. Finally, the trained embedding net-
work is used to extract the embeddings of the test samples, and the
trained outlier detector is used to score the abnormality of these em-
beddings. In Figure 1, the embedding is extracted from the output
of the last or penultimate layer of the embedding network. Since
the ArcFace [10] loss function increases the inter-class distance and
decreases the intra-class distance so that the network learns a better
representation of the data, an ArcFace [10] layer is usually chosen
for the classi�cation head. The regression header is a fully con-
nected layer.

3.1.1. Features & Training

The input feature of the embedding network used in the SC and
MHCR is STFT spectrogram with or without a Mel transformation.
For the SC-wav2vec, the input feature is the embedding extracted
from a pre-trained wav2vec [8], which is trained using a partial Au-
dioSet [9]. The logarithm is taken for the Mel spectrogram but not
taken for the STFT spectrogram. We select the optimal STFT frame
length, hop length, and number of frames based on the results on the
development dataset and decide whether to use the Mel transform
for each machine type. The speci�c feature parameters are shown
in Table 3.

For the SC, the embedding network is trained to predict the
section IDs using ArcFace [10] loss function. Since only the sec-
tion ID metadata is used, there is only one classi�cation head in the
SC. For the MHCR, we additionally use other tags in the �lenames
to design classi�cation (factory noise, microphone position, etc.) or
regression (speed, weight, etc.) tasks. In order to achieve multi-
label classi�cation or regression, multiple parallel classi�cation or
regression heads are used. Different tasks are trained simultane-
ously. The hyperparameter� is used to balance multiple losses, as
shown in (1).

L =
X

i

� i L i (1)

where� i > 0 andL i is the loss of labeli . For the SC-wav2vec, we
�rst train wav2vec [8] model using Fairseq [11] on the balanced
AudioSet [9], while the features extracted using the pre-trained
wav2vec [8] are input to the embedding network. The supervised
label for the SC-wav2vec is the section IDs, hence, only one classi-
�cation head is used in the SC-wav2vec.

Based on various experiments using the training dataset pro-
vided in section 0-2, we observe that the architecture of the em-
bedding network has a signi�cant impact on the performance and
the optimal network architecture is different for different machine
types, so we select the best performing network from Mobile-
FaceNet (MFN) [12], MFNSE, Ecapa-tdnn [13] and Cnn6 for each
machine type. The MFNSE is an improved network from the MFN,
the difference between the MFNSE and MFN is that we add a
squeeze-excitation [14] block to the bone block of the MFN. The
Cnn6 is a 6-layer convolutional network used in [15].

For the training of embedding network, we adopt the AdamW
optimizer with the default learning rate of1 � 10� 3 , weight decay
1 � 10� 4 , and 25 epochs for training, where all the training data is
drawn from the development and evaluation datasets. When training
the wav2vec [8] model on the balanced AudioSet [9], we use the
initial learning rate of1 � 10� 7 and linearly increase the learning
rate to5 � 10� 3 in the �rst 500 updates, then decay to1 � 10� 6

along the cosine curve.

3.1.2. Anomaly Detection Algorithms

Because the training samples only contain the normal ones, outlier
detection algorithms are used to detect anomalous samples. Once
the training is completed, the embedding network is used to ex-
tract the embeddings of the input samples, which are used to �t the
outlier detectors. For the outlier detection, we employ four well
known algorithms, k-NN [16], LOF [17], cosine distance and Ma-
halanobis distance. For the cosine distance and Mahalanobis dis-
tance, we compute the average embedding using the embeddings
of the training samples, and additionally compute the covariance
matrix for the Mahalanobis distance. In the test phase, the average
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embedding and covariance matrix are used to compute the cosine
and Mahalanobis distances of the test embedding, and use them to
present the anomaly scores.

3.1.3. Results

Table 3 shows the results of the SC, Table 4 shows the results of
the MHCR, while Table 5 shows the results of the SC-wav2vec.

Table 3: The results of SC
bearing fan gearbox slider ToyCar ToyTrain valve

feature STFT STFT STFT STFT logmel STFT STFT
nMels - - - - 64 - -
nffts 2048 2048 2048 2048 2048 2048 2048

nFrames 192 192 192 192 192 192 192
network MFN MFNSE MFN MFNSE Ecapa-tdnn Cnn6 MFNSE
h-mean 82.20% 80.64% 83.20% 88.27% 77.50% 75.92% 96.84%

Table 4: The results of MHCR
bearing fan gearbox slider ToyCar ToyTrain valve h-mean

72.07% 72.16% 84.01% 83.18% 71.10% 68.14% 95.28% 77.01%

3.2. Probabilistic Models

In this subsection, we describe the fourth and �fth subsystems,
which we call WSP-NFCDEE and IMDN (InterpolationMixture
DensityNetwork).

The WSP-NFCDEE is built on the NFCDEE proposed in [2].
The difference between the NFCDEE and the WSP-NFCDEE is
that we add aWeightedStatistic Pooling (WSP) layer before the
normalizing �ows, which improves the performance on most ma-
chine types, especially on the slider. Hence, we call this method
WSP-NFCDEE. LetX 2 RM � T is a Mel spectrogram, whereM is
the number of Mel bins andT is the number of frames. The WSP
computes the mean and standard deviation ofX along time axis to
obtain the mean vectory 2 RM and the standard deviation vector
z 2 RM . The output of the WSP is� � y + � � z, where the� and�
are two trainable parameters satisfying the constraints (2).

� + � = 1 ; �; � > 0 (2)

For the IMDN, we adopt three network structures mainly based
on CNN and GRU, and a special density estimation loss function
that combines the IDNN structure and Gaussian mixture model.
We employ three networks named IGNN, LRCGNN, and a simpli-
�ed DeepFilterNet [18]. Suf�cient experiments had shown that net-
works based on RNN structure perform well on time series inputs.
Hence, we select the 3D input with this form, (batch size, nFrames,
nMels), which will be later propagated forward in the time dimen-
sion by the GRU, while CNN is mainly in the frequency dimen-
sion. We �rst select two lightweight network architectures, IGNN
and LRCGNN. These two networks are with relatively low com-
putation complexity, but achieve signi�cant improvements over the
Autoencoder-based baseline. The architecture of IGNN is shown in
Table 6. The LRCGNN additionally add a Conv1d layer after the
�rst fully connected layer of IGNN.

Table 5: The results of SC-wav2vec
bearing fan gearbox slider ToyCar ToyTrain valve

Scoring maha maha k-NN k-NN LOF k-NN cosine
h-mean 58.54% 57.16% 58.01% 66.77% 71.90% 65.03% 68.89%

Table 6: The architecture of IGNN
layer name parameters

Fully Connected (nMels, 128)
3 � GRU (128, 128)

Fully Connected (128, 32)
Fully Connected (32, 128)

3 � GRU (128, 128)
Fully Connected ((nF-1)� 128, 2� nC� nMels)

To achieve a better performance on more complex data, we em-
ploy DeepFilterNet (DFnet) [18], a more complex Unet-like net-
work proposed in speech enhancement. The computational com-
plexity of the original DeepFilterNet [18] is high, so we use two
fully connected layers in place of the original two convolutional
layers, which greatly reduces the amount of computation. Addi-
tionally, we add a fully connected layer to match the number of Mel
bins.

IDNN [19] was demonstrated to achieve signi�cant improve-
ment on non-stationary signals, which predicted the center frame of
the input Mel spectrogram. We also adopt this idea. Another mod-
i�cation is that the Gaussian mixture model is adopted as the loss
function. Letxp is thep-th frame to be predicted. By mapping in-
put featuresX to the parameters of the GMM, we obtain the frame
predictions in probabilistic form (In the test system, the component
weights are selected the same value):

p (xp jX; D; E ) =
CX

m =1

pm (xp jX; D; E ) (3)

whereC is the number of Gaussian components andpm is the den-
sity of them-th Gaussian component. Since the aim is to �nd the
maximum probability density of the predicted frame, the LSE func-
tion is as follows.

L LSE = � log
MX

i =1

exp

 
CX

m =1

log pm (xp jx; D; E )

!

(4)

whereM is the number of Mel bins. When the covariance matrix
of GMM is taken as diagonal matrix, this loss function is proved to
be equivalent to maximization of the log likelihood of network with
the given data.

3.2.1. Features & Training

The input feature of the WSP-NFCDEE and the IMDN is STFT
spectrogram with Mel transformation and the logarithm is taken for
the Mel spectrogram. For different machine types we tune the val-
ues of nMels, nffts, nFrames.

3.2.2. Results

Table 7 shows the results of the WSP-NFCDEE, while Table 8
shows the results of the IMDN.
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Table 7: The results of WSP-NFCDEE
bearing fan gearbox slider ToyCar ToyTrain valve

nMels 128 128 64 64 64 64 64
nffts 2048 2048 2048 2048 2048 2048 1024

nFrames 100 60 100 100 100 100 30
network LRCGNN LRCGNN DFnet LRCGNN LRCGNN DFnet IGNN
h-mean 68.12% 68.54% 79.96% 78.52% 65.23% 60.29% 68.27%

Table 8: The results of IMDN
bearing fan gearbox slider ToyCar ToyTrain valve

nMels 128 128 64 64 64 64 64
nffts 2048 2048 2048 2048 2048 2048 1024

nFrames 100 60 100 100 100 100 30
network LRCGNN LRCGNN DFnet LRCGNN LRCGNN DFnet IGNN
h-mean 60.92% 62.24% 67.73% 73.17% 68.29% 65.07% 86.19%

3.3. AEGAN-AD

In this subsection, we describe the sixth subsystem, which we call
AEGAN-AD.

We design an autoencoder which reconstructs Mel spectro-
grams and complement it with a discriminator, resulting in a GAN
[20] model. Inspired by [21], we adopt a DCGAN [22]-like autoen-
coder, with the discriminator being our encoder and the generator
being our decoder. As deconvolution suffers from checker-board ef-
fect, yet this effect is somehow resulting from the periodicity of the
spectrogram, which makes reconstruction better than an “upsample-
conv” structure. BNs are substituted by LNs in order to promote the
detection in the target domain. Since most samples in a batch are
from the source domain, it is likely that the network is misled by the
biased statistics and only learns the distribution of source domain,
resulting in a poor performance for the target domain. LN, which
normalizes each sample independently, can learn to transform spec-
trograms into domain-invariant features. As for ToyCar and gear-
box, we pass the latent variable through an adaptive LN which does
different af�ne transformations for different sections. This observa-
tion indicates that it could help to transform reconstructed samples
to their respective styles as in [23] so that features of different sec-
tions can be better represented. The loss function is selected as
the MSE. Anomaly detection is conducted not only in input space,
but also in the latent space, which is done by sending the recon-
structed samples back to the encoder to obtain their latent repre-
sentations. L1 norm, L2 norm and cosine are utilized to measure
the difference of each spectrogram and the overall anomaly score is
the mean/min/max of these. We select the best performing metric
among these metrics.

For gearbox and slider, a discriminator is introduced to promote
the reconstruction, while the autoencoder becomes the generator.
The discriminator has the similar architecture with the encoder. It
is trained to do a feature level discrimination on the reconstructed
samples as a complement for MSE loss. Loss function for the dis-
criminator is WGAN-GP [24] and loss function for the generator
is a combination of MSE and feature matching loss [25]. Both of
them are shown as (5) and (6), respectively.

L D = Ex̂ � Pg [D (x̂)] � Ex � P r [D (x)]+

� E~x � P ~x [(kr ~x D (~x)k2 � 1)2 ]
(5)

L G = Ex � P r [kx � G(x)k2
2 ] + � kEx � P r [f (x)] � Ex̂ � Pg [f (x̂)]k2

2

(6)

Table 9: The results of AEGAN-AD
bearing fan gearbox slider ToyCar ToyTrain valve h-mean

75.78% 65.83% 71.50% 75.02% 79.16% 58.71% 52.52% 67.04%

wherePr andPg denote the real distribution and the reconstructed
distribution respectively.P~x is the linear combination ofPr and
Pg . f (x) is the output of the last convolution layer inD . This em-
bedding is also extracted during test time and it is compared with
average embedding using k-NN [16], LOF [17], cosine and Maha-
lanobis distances. We simply choose the best performing metric
from both G-based and D-based metrics.

All input for the model is128� 128Mel spectrogram computed
with 2048-point FFT and 512 hop-length. Logarithm is taken �rst
and a MinMaxScaler then scales spectrograms to [-1, 1]. We use
an Adam optimizer with a learning rate of2 � 10� 4 . The batch
size is set to 512. The model is trained on both development set and
evaluation set. The performance is shown in Table 9.

4. SUBMISSION RESULTS

In this subsection, we present the results of ensembles. For the
ensembles, we combine the six subsystems by �rst standardizing
the training data scores and then searching over a grid of convex
combinations, similar to [2].

The difference between submission-1 and submission-2 is that
for submission-1, we additionally train domain classi�ers with
Cnn6 for sections with obvious domain differences to predict
whether the test samples belong to the source domain or the target
domain. The test scores for both domains are normalized respec-
tively. For the submission-3, we combine the top performing two or
three subsystems for each machine type. For the submission-4, we
only combine the SC and WSP-NFCDEE for each machine type.
Table 10 shows the results.

Table 10: The results of ensembles
method bearing fan gearbox slider ToyCar ToyTrain valve h-mean

submission-1 87.75% 84.98% 87.55% 89.35% 83.52% 78.81% 98.10% 86.81%
submission-2 87.72% 84.34% 87.55% 88.77% 83.48% 78.15% 98.06% 86.51%
submission-3 87.62% 84.73% 87.54% 89.33% 82.25% 77.94% 98.10% 86.40%
submission-4 82.76% 83.88% 84.09% 89.25% 78.81% 76.57% 97.02% 84.18%

5. CONCLUSION

We have outlined our submission to the DCASE 2022 Challenge
Task 2, which features a domain shift between the training and test
distributions.

In this challenge, we build six subsystems and four ensemble
systems in which four new unsupervised models, namely WSP-
NFCDEE, IGNN, LRCGNN, and AEGAN-AD are integrated. All
these four new models are employed with unsupervised training.
Our methods are expected to be promising because they clearly
match the data sampling characteristics of practical application sce-
narios for machine working condition detection in Industry 4.0.
Moreover, our best of�cial score of ensembles can achieve 86.81%
on the development dataset, which is 30.80% higher than the best
baseline. Finally, our method ranks fourth on the evaluation dataset.
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ABSTRACT

We present a machine sound dataset to benchmark domain general-
ization techniques for anomalous sound detection (ASD). Domain
shifts are differences in data distributions that can degrade the detec-
tion performance, and handling them is a major issue for the appli-
cation of ASD systems. While currently available datasets for ASD
tasks assume that occurrences of domain shifts are known, in prac-
tice, they can be dif�cult to detect. To handle such domain shifts,
domain generalization techniques that perform well regardless of
the domains should be investigated. In this paper, we present the
�rst ASD dataset for the domain generalization techniques, called
MIMII DG. The dataset consists of �ve machine types and three do-
main shift scenarios for each machine type. The dataset is dedicated
to the domain generalization task with features such as multiple dif-
ferent values for parameters that cause domain shifts and introduc-
tion of domain shifts that can be dif�cult to detect, such as shifts
in the background noise. Experimental results using two baseline
systems indicate that the dataset reproduces domain shift scenarios
and is useful for benchmarking domain generalization techniques.

Index Terms— Machine sound dataset, Anomalous sound de-
tection, Unsupervised learning, Domain shift, Domain generaliza-
tion

1. INTRODUCTION

Anomalous sound detection systems (ASD) are automatic inspec-
tion systems that identify anomalous sounds emitted from machines
[1–8]. Because these systems use microphones to conduct inspec-
tions, contactless inspections of anomalies inside the machines can
be realized, unlike the vibration monitoring systems [9–11].

For the widespread application of ASD systems, researchers
have mainly tackled two types of challenges. First, in real-world
cases, only a few anomalous samples are available or provided
anomalous samples do not cover all possible types of anoma-
lies. Therefore, unsupervised anomaly detection methods are often
adopted so that the system can detect anomalies by training with
only normal samples. MIMII [12] and ToyADMOS [13] are the �rst
datasets that contain machine sounds in real factory environments,
and are used for benchmarking the performance of unsupervised
ASD methods.

Second, the detection performance of the system degrades due
to changes in the distribution of normal sounds (i.e., domain shifts).
Domain shifts for an ASD task can be classi�ed into two categories;
operational domain shifts caused by changes in states of a machine

and environmental domain shifts caused by changes in the back-
ground noise or in the recording environment. One solution for
handling domain shifts is to use domain adaptation techniques and
adapt the model to the new data. MIMII DUE [14] and ToyAD-
MOS2 [15] were developed for benchmarking domain adaptation
techniques, while an unsupervised scenario was also assumed.

However, in some real-world cases, domain generalization
techniques [16–18] rather than domain adaptation techniques can
be preferred. For example, if the operational domain shifts occur
too frequently, adaptation of the model can be dif�cult. This is
because only a small amount of data can be used for adaptation
and frequent adaptation can be too costly. For another example, if
domain shifts are dif�cult to detect, such as the domain shifts in
the background noise, adaptation of the model can also be dif�cult.
In these cases, domain generalization can be useful for handling
domain shifts. Because these techniques aim at generalizing the
model to detect anomalies regardless of the domains, adaptation of
the model during the operation is not necessary. Therefore, domain
generalization techniques for ASD task should be investigated for
handling domain shifts that are too frequent to adapt or too dif�cult
to detect.

To benchmark the domain generalization techniques for ASD
task, a new dataset dedicated to the domain generalization task
should be developed. This is because the data required for domain
generalization and domain adaptation can be different. For exam-
ple, generalization of the model may require a larger number of sets
of data recorded under different conditions. Also, because domain
generalization techniques are likely to be used for domain shifts that
can be dif�cult to detect, this type of shifts should be included in the
dataset for domain generalization tasks.

In this paper, we present a new dataset for benchmarking ASD
methods using domain generalization techniques. The dataset con-
sists of �ve different machine types; fan, gearbox, bearing, slide
rail, and valve. Each machine type includes three sections, each of
which corresponds to a type of domain shift. Each section consists
of the source domain data to be used for generalizing the model
and the target domain data for evaluating the domain generaliza-
tion performance. The source domain has at least two different sets
of values that cause domain shifts to generalize the model. Also,
domain shifts that can only be handled with domain generalization
techniques are included in the dataset. The dataset is freely available
at https://zenodo.org/record/6529888 and is a subset
of the dataset for Task 2 of the DCASE 2022 Challenge.
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2. RECORDING ENVIRONMENT AND SETUP

We prepared �ve types of machines (fan, gearbox, bearing, slide
rail, and valve), three types of factory noise data (factory noise A,
B, and C), and three different domain shift scenarios for each ma-
chine type. The types of machines and domain shift scenarios were
chosen on the basis of our experiences building ASD systems for
real-world commercial solutions. Here, we identify each scenario
of domain shifts bysection IDs. The details of the type of do-
main shift for each section and the values of the parameters that
shift between domains, the domain shift parameters, are described
in Table 1.

We then recorded sound data of each machine to reproduce
the domain shift scenarios we assumed. We recorded both normal
and anomalous sounds for each domain, where to reproduce
anomalous sounds, we used deliberately damaged machines or
operated machines in an incorrect manner. For recording, we used
a TAMAGO-03 microphone manufactured bySystem In Frontier
Inc. [19]. The recording was conducted either in a sound-proof
room (Fan and Valve) or in an anechoic chamber (Gearbox,
Bearing, Slide rail). Although the microphone has eight channels,
we only used the �rst channel for the dataset. Recorded sound clips
are 16-bit audio with a sampling rate of 16 kHz and are 10 seconds
long. Examples of spectrograms for each machine type are shown
in Figure 1. A short description and recording procedures of each
machine type are as follows.

Fan An industrial fan used to keep gas or air �owing in a factory.
Operational conditions were kept the same between source and
target domains, since Fan was dedicated to environmental domain
shifts. Anomaly types include wing damage, unbalanced, clogging,
and over voltage.

Gearbox A gearbox that links a direct current (DC) motor to a
slider-crank mechanism, transmitting the power generated by the
rotation of the motor at a constant speed to the slider-crank mech-
anism. The slider-crank mechanism then converts the rotational
motion into a linear motion and raises and lowers its weight. We
changed the operation voltage and mass of the weight to cause
domain shifts. Anomaly types include gear damage and over
voltage.

Bearing Two ball-type bearings are attached to a shaft with a spin-
dle motor, and the sound is emitted from the bearing as it supports
the rotating shaft. We changed the rotation speed of the shaft and
the location of the microphones to cause domain shifts. Anomaly
types include eccentricity in the bearing for two different directions.

Slide rail (slider) A linear slide system consisting of a moving
platform and a staging base that repeats a pre-programmed opera-
tion pattern. We changed the operation velocity and acceleration
to cause domain shifts. Anomaly types include cracks on the rail,
removal of grease, and a loose belt for a belt-type slide rail.

Valve A solenoid valve that repeatedly opens and closes in accor-
dance with a pre-programmed operating pattern and is connected
to a pump to control air or water �ow. We changed the operating
pattern and location of the panels surrounding the valve. Anomaly
types include contamination in the valve.

After recording the machine sounds, we mixed the prerecorded

(a) Fan (b) Gearbox

(c) Bearing (d) Slider

(d) Valve

Figure 1: Examples of spectrograms for each machine type.

factory noise A, B, or C as the background noise to simulate real-
world environments. The factory noise A, B, and C were recorded
in different real factories and consisted of sounds of various ma-
chinery. The noise-mixed data of each section was generated by the
following steps.

1. The average power over all clips in the section,a was calcu-
lated.

2. For each clipi from the section,

(a) the signal-to-noise ratio (SNR)
 dB for the clip was
set to the value shown in Table 1,

(b) a background-noise clipj was randomly selected, and
its powerbj was tuned so that
 = 10 log 10 (a=bj ),
and

(c) the noise-mixed data was generated by mixing the ma-
chine sound clipi and the power-tuned background-
noise clipj .

Here, the background-noise clipj was randomly selected from pre-
determined types of factory noise, depending on the domain shift
scenario. For Fan section 01, Bearing section 02, and Slide rail sec-
tion 02, factory noise A and B were used for source domain and fac-
tory noise C was used for target domain. For other sections, factory
noise A and B were used for both source and target domain. Also,
for Fan section 00, we additionally mixed sound data of pumps from
MIMII DUE.

The complete dataset consists of normal and anomalous oper-
ating sounds of �ve different types of industrial machines, and each
machine type has three sections with source and target domain sam-
ples. Table 2 lists the number of samples in each section. The train-
ing data have 990 source domain samples and ten target domain
samples for each section. We prepared ten target domain samples
for training data so that the users can utilize a small number of target
samples for generalization if the generalization of the model was too
dif�cult. The test data have 50 normal samples and 50 anomalous
samples for both domains.
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Table 1: Type of domain shift, values of domain shift parameter, and SNR for each section. Values of domain shift parameters represent
machines the sound of which are mixed in Fan section 00, levels of noise in Fan section 02, and locations of microphone in Bearing section
01.

Machine type /
section ID

SNR [dB]
Type of Domain shift

[Domain shift parameter]
Parameter values for

source-domain
Parameter values for

target-domain

Fan

00 -6.0 Mixing of different machine sound
[machine sound index]

W, X Y, Z

01 -12.0 Mixing of different factory noise
[factory noise index]

A, B C

02 N/A Different levels of noise [noise
level (SNR [dB])]

L1 (3), L2 (-9) L3 (-3), L4 (-15)

Gearbox

00 -6.0 Different operation voltage [V] 1.0, 1.5, 2.0, 2.5, 3.0 0.6, 0.8, 1.3, 1.8, 2.3, 2.3, 3.3,
3.5

01 -12.0 Different weight attached to the
gearbox [g]

0, 50, 100, 150, 200 30, 80, 130, 180, 230, 250

02 -12.0 Different gearbox ID [machine ID] 05, 08, 13 00, 02, 11

Bearing

00 12.0 Different rotation speed [krpm] 6, 10, 14, 18, 22 2, 4, 8, 12, 16, 20, 24, 26
01 12.0 Different microphone location

[location of the mic.]
A, B, C, D E, F, G, H

02 12.0 Mixing of different factory noise
[factory noise index]

A, B C

Slide rail

00 -6.0 Different operation velocity [mm/s] 300, 500, 700, 900, 1100 100, 200, 400, 600, 800,
1000, 1200, 1300

01 -3.0 Different acceleration[m=s2 ] 0.03, 0.05, 0.07, 0.09, 0.11 0.01, 0.02, 0.04, 0.06, 0.08,
0.10, 0.12, 0.14

02 -12.0 Mixing of different factory noise
[factory noise index]

A, B C

Valve

00 0.0 Different open/close operation
patterns [pattern index]

00, 01 02, 03

01 0.0 Different number and location of
panels [panel locations]

open (no panels), bs-c
(back-side closed)

b-c (back closed), s-c (side
closed)

02 0.0 Different number of valves
[(valve1 pattern index, valve2
pattern index)]

(v1 04), (v1 05), (v2 04), (v2
05)

(v1 04, v2 04), (v1 04, v2 05),
(v1 05, v2 04), (v1 05, v2 05)

Table 2: Number of samples in each section
Source domain Target domain

normal anomaly normal anomaly
Train 990 0 10 0
Test 50 50 50 50

3. RELATION TO MIMII DUE AND TOYADMOS2

While MIMII DUE and ToyADMOS2 were developed for domain
adaptation tasks, MIMII DG in this paper is for domain generaliza-
tion tasks. As described in Sec. 1, the domain generalization tech-
niques are promised for handling domain shifts that domain adap-
tation techniques may not be applicable. We created a new dataset
dedicated to the domain generalization tasks because the dataset for
domain generalization tasks and domain adaptation tasks should be
different in some points. We included these points as three main
features that characterize differences from MIMII DUE and Toy-
ADMOS2.

• The number of values the domain shift parameter (a param-
eter that causes domain shift) takes has increased to at least
three for each type of domain shift. This change is crucial
because domain generalization techniques may require mul-

tiple sets of data obtained from different domain shift param-
eter values to generalize the model [20]. For example, for the
velocity shift in Slide rail, we increased the number of values
of the velocity from four in MIMII DUE to 13 in MIMII DG.
Also, with the increased number of sets, users can adjust the
dif�culty of the generalization task.

• Domain shifts that can be dif�cult to detect are introduced.
As described in Sec. 1, domain generalization techniques are
preferred for domain shifts that can be unnoticed. Therefore,
we introduced dif�cult-to-detect domain shifts such as dif-
ferences in states of a machine operating in the background.

• Domain shift parameters become easier to access and uti-
lize. To generalize the model, not only the sound data but
additional information such as the domain shift parameters
and other attributes can be useful. Therefore, easy access to
these additional information is crucial. Unlike MIMII DUE,
we speci�ed domain shift parameters in �le names and at-
tribute �les for both the source and target domain. With do-
main shift parameters in the target domain, users can evalu-
ate the detection performance for each value of the domain
shift parameter.
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4. EXPERIMENT

In this section, we use MIMII DG to benchmark the domain gener-
alization performance of two baseline systems.

4.1. Baseline systems

We used two ASD systems for benchmarking; an autoencoder-
based system and a MobileNetV2-based system. These systems
are provided as the baseline systems in Task 2 of the DCASE
2022 Challenge, and Python implementations of the systems
are available at https://github.com/Kota-Dohi/
dcase2022_task2_baseline_ae for the autoencoder-
based system andhttps://github.com/Kota-Dohi/
dcase2022_task2_baseline_mobile_net_v2 for the
MobileNetV2-based system.

The autoencoder-based system is often used as an unsupervised
ASD system. Sound data were �rst converted to log-Mel spectro-
gram with a frame size of 1024, a hop size of 512, and 128 Mel bins.
Five frames with four overlappings were successively concatenated
to generate 640-dimensional input feature vectors. The model had
four linear layers with 128 dimensions for the encoder, one bottle-
neck layer with eight dimensions, and four linear layers with 128
dimensions for the decoder. The model was trained to minimize the
error between the input feature vectorx and the reconstructionx 0.
We trained the model for 100 epochs using the Adam optimizer [21]
with a learning rate of 0.0001 and a batch size of 128. The anomaly
scores were calculated by the averaged reconstruction error.

The MobileNetV2-based system uses an auxiliary task to im-
prove the detection performance of an unsupervised ASD system
[22, 23]. 64 frames with 48 overlappings were successively con-
catenated to generate input feature vectors. For the model, we used
a MobileNetV2 [24] with a multiplier parameter of 0.5. The model
was trained to classify section IDs for each machine type. We
trained the model for 20 epochs using the Adam optimizer with a
learning rate of 0.0001 and a batch size of 128. The anomaly scores
were calculated by the averaged negative logit of the predicted prob-
abilities for the correct section.

4.2. Metric

We used the area under the receiver operating characteristic curve
(AUC) for evaluation. Because the domain generalization task re-
quires detecting anomalies even when the occurance of domain
shifts can be dif�cult to detect, the anomaly detector is expected
to work with the same threshold regardless of the domain. There-
fore, we calculated the AUC using both the source and target do-
main data. Also, to evaluate the anomaly detection performance for
each domain, the AUC was computed for each domain. The AUC
for each domain, section, and machine type was calculated as

AUC =
1

N �
d N +

n

N �
dX

i =1

N +
nX

j =1

H (A � (x+
j ) � A � (x �

i )) ; (1)

wheren represents the index of a section,d 2 f source; targetg
represents a domain, andH (x) returns 1 whenx > 0 and 0 other-
wise. A � (x) is the anomalous score of a sound clipx, where� is

the parameters of the system. Here,f x �
i g

N �
d

i =1 is normal test clips in

the domaind in the sectionn andf x+
j gN +

n
j =1 is anomalous test clips

Table 3: AUC (%) of each domain for each section.
Autoencoder MobileNetV2

Machine type /
section ID

source target source target

Fan
00 84:69 39:35 71:07 62:13
01 71:69 44:74 76:26 35:12
02 80:54 63:49 67:29 58:02

Gearbox
00 64:63 64:79 63:54 67:02
01 67:66 58:12 66:68 66:96
02 75:38 65:57 80:87 43:15

Bearing
00 57:48 63:07 67:85 60:17
01 71:03 61:04 59:67 64:65
02 42:34 52:91 61:71 60:55

Slide rail
00 81:92 58:04 87:15 80:77
01 67:85 50:30 49:66 32:07
02 86:66 38:78 72:70 32:94

Valve
00 54:24 52:73 75:26 43:60
01 50:45 53:01 54:78 60:43
02 51:56 43:84 76:26 78:74

Average 67:21 53:99 68:72 56:42

in the sectionn in the machine typem. N �
d is the number of nor-

mal test clips in the domaind andN +
n is the number of anomalous

test clips in the sectionn.

4.3. Results

Baseline results are shown in Table 3. On average, the AUC for
the target domain data was lower than the source domain data
at 13.2% with the autoencoder-based system and 12.3% with the
MobileNetV2-based system. In some sections, the AUC of the
target domain was slightly higher than that of the source domain.
This could be because the target domain data happened to be sim-
ilar to the source domain data of other sections. Overall, the fact
that models trained with the source-domain tended to show lower
performance for the target data indicate that there is a signi�cant
difference between the source-domain data and the target-domain
data. This suggests that domain shift scenarios have been success-
fully reproduced. Thus, the dataset is useful for benchmarking the
performance of domain generalization techniques.

5. CONCLUSION

We presented a new dataset, MIMII DG, which was developed
for benchmarking domain generalization techniques for ASD. The
dataset has normal and anomalous operating sounds of �ve differ-
ent types of industrial machines with domain shifts. Experimental
results using two ASD systems demonstrate that the detection per-
formance signi�cantly degrades for the target domain.
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ABSTRACT

We present the task description and discussion on the results
of the DCASE 2022 Challenge Task 2: “Unsupervised anomalous
sound detection (ASD) for machine condition monitoring apply-
ing domain generalization techniques”. Domain shifts are a critical
problem for the application of ASD systems. Because domain shifts
can change the acoustic characteristics of data, a model trained in
a source domain performs poorly for a target domain. In DCASE
2021 Challenge Task 2, we organized an ASD task for handling do-
main shifts. In this task, it was assumed that the occurrences of
domain shifts are known. However, in practice, the domain of each
sample may not be given, and the domain shifts can occur implic-
itly. In 2022 Task 2, we focus on domain generalization techniques
that detects anomalies regardless of the domain shifts. Speci�cally,
the domain of each sample is not given in the test data and only one
threshold is allowed for all domains. Analysis of 81 submissions
from 31 teams revealed two remarkable types of domain general-
ization techniques: 1) domain-mixing-based approach that obtains
generalized representations and 2) domain-classi�cation-based ap-
proach that explicitly or implicitly classi�es different domains to
improve detection performance for each domain.

Index Terms— anomaly detection, acoustic condition monitor-
ing, domain shift, domain generalization, DCASE Challenge,

1. INTRODUCTION

Anomalous sound detection (ASD) [1–7] is the task of identify-
ing whether the sound emitted from a target machine is normal or
anomalous. Automatic detection of mechanical failure is essential
in the fourth industrial revolution, which involves arti�cial intel-
ligence (AI)–based factory automation. Prompt detection of ma-
chine anomalies by observing sounds is useful for machine condi-
tion monitoring.

One challenge regarding the application scope of ASD systems
is that anomalous samples for training can be insuf�cient both in
number and type. In 2020, we organized the fundamental ASD
task in Detection and Classi�cation of Acoustic Scenes and Event
(DCASE) Challenge 2020 Task 2 [8]; “unsupervised ASD” that
was aimed to detect unknown anomalous sounds using only normal
sound samples as the training data [1–7]. For the wide spread appli-
cation of ASD systems, advanced tasks such as handling of domain
shifts should be tackled. Domain shifts are differences in acoustic

characteristics between the source and target domain data caused by
differences in a machine's operational conditions or environmental
noise. Because these shifts are caused by factors other than anoma-
lies, the detection performance of models trained with the source
domain data can degrade for the target domain data. Therefore,
in 2021, we organized DCASE Challenge 2021 Task 2 [9], “un-
supervised ASD under domain shifted conditions” that focused on
handling domain shifts using domain adaptation techniques.

The task in 2021 involved the use of domain adaptation tech-
niques under two assumptions. First, all domain shifts have been
detected in advance, and the domain of each sample is known. Sec-
ond, the domain shifts do not occur too frequently for the model to
adapt. However, these assumptions may not hold for certain real-
world scenarios. For example, a machine's background sound can
be affected by various sound sources surrounding the machine, and
it can be dif�cult to identify the cause of changes and attribute the
changes to the domain shift. Also, because the operational condi-
tions of the machine can change within a short period, adapting the
model every time can be too costly. Therefore, methods have to be
investigated such that the detection of domain shifts is unnecessary
and frequent occurrences of domain shifts can be handled.

To solve the problem described above, we designed DCASE
challenge 2022 Task 2 “Unsupervised Detection of Anomalous
Sounds for Machine Condition Monitoring Applying Domain Gen-
eralization Techniques”. This task is aimed at developing domain
generalization techniques to handle domain shifts. The task in-
volves the use of domain generalization techniques so that the de-
veloped ASD systems do not require detection of the domain shifts
or adaptation of the model. Speci�cally, to evaluate the generaliza-
tion performance, the domain of each sample is not provided in the
test data. To enhance generalization of the model, attributes that
caused domain shifts are also provided in the training data.

We received 81 submissions from 31 teams. By analyzing
these submissions, we found two types of domain generalization
techniques: 1) domain-mixing-based approach and 2) domain-
classi�cation-based approach. The domain-mixing-based approach
aims at obtaining generalized representations across domains by
mixing data from different domains. In contrast, the domain-
classi�cation-based approach differentiates different domains so
that the model can be specialized for each domain.
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2. UNSUPERVISED ANOMALOUS SOUND DETECTION
APPLYING DOMAIN GENERALIZATION TECHNIQUES

Let theL -sample time-domain observationx 2 RL be an audio
clip that includes a sound emitted from a machine. The ASD task
is a task to determine whether a machine is in a normal or anoma-
lous state using an anomaly scoreA � (x ) calculated by an anomaly
score calculatorA : RL ! R with parameters� . The machine
is determined to be anomalous whenA � (x ) exceeds a pre-de�ned
threshold� as

Decision=
�

Anomaly (A � (x ) > � )
Normal (otherwise): (1)

The primary dif�culty in this task is to trainA with only normal
sounds. This is because anomalies are rarely obtained in practice.

Domain-shift is another major issue in real-world applications.
Domain shifts mean a difference in conditions between training and
testing. The conditions are machine's operational conditions such
as its speed, load, and temperature, or the environmental conditions
such as the type of environmental noise, level of the noise, and loca-
tion of the microphone. Differences in these conditions change the
distribution of data and degrades the detection performance. Let
us de�ne two domains:source domainandtarget domain, where
the source domain is the original condition with enough training
clips and the target domain is another condition with zero or a few
training clips. Also, letDS , DT , DSA , andDT A be the distribu-
tions ofx under the normal condition in the source domain, normal
condition in the target domain, anomalous condition in the source
domain, and anomalous condition in the target domain, respectively.

The task in DCASE 2021 Task 2 involved two tasks. One was
to detect anomalies in the source domain: determine whetherx s is
from DS or DSA using an anomaly score calculatorA � s (x ) and a
threshold� s . The other was detection in the target domain: whether
x t is generated fromDT or DT A using an anomaly score calcula-
tor A � t (x ) and a threshold� t . The task was set to develop domain
adaptation techniques so that the detection performance on the tar-
get domain can be improved by adaptation on the model trained
with the source domain data. Although this problem setting as-
sumes that the domain (source/target) of each sample is known, in
practice, the detection of domain shifts can be dif�cult and the do-
main may not be available. Also, the use of domain adaptation tech-
niques can be too costly if the domain shifts occur too frequently.

We show four types of real-world scenarios for these problems.
Domain shifts due to differences in machine's conditions
Characteristics of a machine sound can change due to changes in
the machine's operational conditions. Although these shifts can be
detected, if these conditions change within a short period of time, it
can be too costly to adapt the model every time.
Domain shifts due to differences in environmental conditions
Because characteristics of background noise can be affected by var-
ious factors, it is dif�cult to detect these shifts. Therefore, a model
that is unaffected by these shifts is desirable.
Domain shifts due to maintenance
Characteristics of a machine sound can change after maintenance
or parts replacement. Though these shifts can be detected, adapting
the model every time can be costly.
Domain shifts due to differences in recording devices
In real-world scenarios, many microphones are installed at different
locations, and these microphones may be from different manufac-
turers. Although these shifts can be detected, adapting the model

for each location or microphone can be too costly.

As a possible solution to handle these problems, domain gener-
alization techniques should be investigated. Domain generalization
techniques for ASD aims at detecting anomalies from different do-
mains with a single threshold. These techniques, unlike domain
adaptation techniques, do not require detection of domain shifts or
adaptation of the model in the testing phase. Therefore, domain
generalization techniques can be used for handling domain shifts
that are dif�cult to detect or too costly to adapt.

The DCASE 2022 Task 2 is set to develop domain generaliza-
tion techniques for ASD. Because the domain generalization tech-
niques are expected to work regardless of the domains, the domain
of each sample is not given in the test data. The task is to determine
if x is from the normal conditionDS [ D T or anomalous condi-
tion DSA [ D T A using an anomaly score calculatorA � (x ) and� .
Because the differences in operational or environmental conditions
makeDS 6= DT , the decision must be executed without being af-
fected by the differences between different domains.

3. TASK SETUP

3.1. Dataset

We used ToyADMOS2 [10] and MIMII DG [11] to generate the
dataset. The dataset consists of normal/anomalous operating sounds
from seven types of toy/real machines (ToyCar, ToyTrain, fan, gear-
box, bearing, slide rail, and valve).

Each recording is a single-channel and 10-sec-long audio with
a sampling rate of 16 kHz. We mixed machine sounds recorded
at laboratories and the environmental noise recorded at real-world
factories to create the training/test data. Details of the recording
procedure can be found in [10] and [11].

In this dataset,Machine type means the type of machine.Sec-
tion is de�ned as a subset of the data within a machine type and
corresponds to a type of domain shift scenario.

We provide three datasets:development dataset, additional
training dataset, and evaluation dataset. The development
datasetconsists of three sections (Sections 00, 01, and 02), which
are sets of the training and test data. Each section provides (i) 990
normal clips from a source domain for training, (ii) 10 normal clips
from a target domain for training, (iii) 100 normal clips and 100
anomalous clips from both domains for the test. We provided do-
main information (source/target) in the test data for the convenience
of participants. Attributes represent the operational or environmen-
tal conditions, e.g. velocity of slide rail and level of noise (SNR)
mixed in fan data. Theadditional training dataset provides train-
ing clips for three sections (Sections 03, 04, and 05). Each section
consists of (i) 990 normal clips in a source domain for training and
(ii) 10 normal clips in a target domain for training. Attributes are
also provided. Theevaluation datasetprovides test clips for three
sections (Sections 03, 04, and 05). Each section consists of 200 test
clips, none of which have a condition label (i.e., normal or anomaly)
or the domain information. Attributes are not provided. The main
difference from our task in 2021 is that the domain information is
not given in the evaluation dataset. Thus, the participants have to
develop a system that performs well regardless of the domains.

3.2. Evaluation metrics

This task is evaluated with the area under the receiver operating
characteristic (ROC) curve (AUC) and the partial AUC (pAUC).
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The pAUC is calculated as the AUC over a low false-positive-rate
(FPR) range[0; p]. In this task, we usedp = 0 :1.

Because the domain generalization task requires detecting
anomalies using the same threshold between domains, the pAUC
has to be calculated for each section, not for each domain. We cal-
culated the AUC for each domain and pAUC for each section as

AUC m;n;d =
1

N �
d N +

n

N �
dX

i =1

N +
nX

j =1

H (A � (x+
j ) � A � (x �

i )) ; (2)

pAUC m;n =
1

P �
n N +

n

P �
nX

i =1

N +
nX

j =1

H (A � (x+
j ) � A � (x �

i )) ; (3)

whereP �
n = bpN �

n c, m represents the index of a machine type,n
represents the index of a section,d = f source; targetg represents
a domain,b�c is the �ooring function, andH (x) returns 1 when
x > 0 and 0 otherwise. Here,fA � (x �

i )g andfA � (x+
j )g are sets of

anomaly scores of normal and anomalous test clips, ordered in de-
scending power, respectively.N �

d is the number of normal test clips
in domaind, N �

n andN +
n are the number of normal and anomalous

test clips in sectionn, respectively. We calculatedAUC m;n;d to
evaluate the contribution of each domain toAUC m;n , as it holds
thatAUC m;n =

P
d AUC m;n;d if N �

source = N �
target .

The of�cial score
 for ranking submitted systems is given by
the harmonic mean of the AUC and pAUC scores over all machine
types and sections as follows:


 = h
�

AUC m;n;d ; pAUC m;n j

m 2 M ; n 2 S (m); d 2 f source; targetgg; (4)

whereh f�g represents the harmonic mean (over all machine types,
sections, and domains),M represents the set of machine types, and
S(m) represents the set of sections for machine typem.

Participants are required to submit the anomaly score and nor-
mal/anomaly decision result of each test clip. Even though the of�-
cial score can be calculated with only the anomaly scores, decision
results are also required because we must determine the threshold
in real-world applications.

3.3. Baseline systems and results

The task organizers provide an autoencoder (AE)-based and a
MobileNetV2-based baseline systems.

The AE-based system calculates the anomaly score as the re-
construction error of the sound. To determine the threshold, we
assume that anomaly scores of normal sound follows a gamma dis-
tribution. The parameters of the gamma distribution are estimated
from the anomaly scores of normal sound in the training data, and
the threshold is calculated by the 90th percentile of the gamma dis-
tribution. A test clip is determined to be anomalous if its anomaly
score exceeds the threshold.

In the MobileNetV2-based system [12–14], classi�ers such as
the MobileNetV2 [15] are trained to identify from which section
the observed signal was generated. The anomaly score is calculated
as the averaged negative logit of the predicted probabilities for the
correct section. The threshold is calculated in the same manner as
in the AE-based baseline.

Tables 1 and 2 show the AUC and pAUC for the two base-
lines. Because the results produced with a GPU are generally non-
deterministic, the average and standard deviations from �ve inde-
pendent trials are also shown in the tables.

Table 1: Results of the AE-based baseline
Section AUC [%] pAUC [%]

Source Target

ToyCar
00 86:42 � 1:10 41:48 � 6:11 51:31 � 1:34
01 89:85 � 1:39 41:93 � 5:36 54:08 � 1:84
02 98:84 � 0:52 26:50 � 13:52 52:79 � 1:04

ToyTrain
00 67:54 � 0:97 33:68 � 3:12 52:72 � 1:63
01 79:32 � 0:82 29:87 � 5:62 50:64 � 2:33
02 84:08 � 0:38 15:52 � 14:90 48:33 � 2:33

Bearing
00 67:85 � 19:61 60:17 � 7:24 54:41 � 5:72
01 59:67 � 12:67 64:65 � 12:63 55:09 � 3:36
02 61:71 � 33:52 60:55 � 35:10 64:18 � 19:79

Fan
00 84:69 � 1:74 39:35 � 9:35 59:95 � 2:00
01 71:69 � 0:69 44:74 � 1:79 51:12 � 0:55
02 80:54 � 1:42 63:49 � 2:36 62:88 � 1:55

Gearbox
00 64:63 � 0:88 64:79 � 1:06 60:93 � 2:31
01 67:66 � 0:51 58:12 � 0:38 53:74 � 0:56
02 75:38 � 0:75 65:57 � 0:82 61:51 � 0:69

Slide rail
00 81:92 � 0:81 58:04 � 1:22 61:65 � 1:22
01 67:85 � 0:53 50:30 � 1:25 53:06 � 0:53
02 86:66 � 0:39 38:78 � 5:13 53:44 � 1:18

Valve
00 54:24 � 0:68 52:73 � 1:93 52:15 � 0:25
01 50:45 � 3:67 53:01 � 1:73 49:78 � 0:19
02 51:56 � 2:89 43:84 � 1:11 49:24 � 0:65

Table 2: Results of the MobileNetV2-based baseline
Section AUC [%] pAUC [%]

Source Target

ToyCar
00 47:40 � 7:22 56:40 � 4:11 49:96 � 2:56
01 62:02 � 11:07 56:38 � 11:31 50:92 � 2:52
02 74:19 � 7:94 45:64 � 11:32 56:51 � 6:07

ToyTrain
00 46:02 � 12:21 49:41 � 15:14 50:25 � 1:49
01 71:96 � 5:72 45:14 � 13:66 52:97 � 4:61
02 63:23 � 25:60 44:34 � 21:50 51:54 � 4:34

Bearing
00 67:85 � 19:61 60:17 � 7:24 54:41 � 5:72
01 59:67 � 12:67 64:65 � 12:63 55:09 � 3:36
02 61:71 � 33:52 60:55 � 35:10 64:18 � 19:79

Fan
00 71:07 � 19:84 62:13 � 12:50 55:40 � 11:29
01 76:26 � 4:95 35:12 � 13:38 52:14 � 4:08
02 67:29 � 10:34 58:02 � 7:46 65:14 � 1:09

Gearbox
00 63:54 � 9:46 67:02 � 13:50 62:12 � 11:66
01 66:68 � 12:29 66:96 � 8:92 56:85 � 4:47
02 80:87 � 7:85 43:15 � 16:12 50:62 � 7:73

Slide rail
00 87:15 � 2:71 80:77 � 4:53 71:57 � 5:28
01 49:66 � 30:46 32:07 � 46:84 48:21 � 2:73
02 72:70 � 11:67 32:94 � 19:77 49:69 � 1:63

Valve
00 75:26 � 4:84 43:60 � 14:38 55:37 � 5:86
01 54:78 � 5:37 60:43 � 5:08 54:69 � 3:87
02 76:26 � 1:02 78:74 � 2:64 85:74 � 0:08

4. CHALLENGE RESULTS

4.1. Results for evaluation dataset

We received 81 submissions from 31 teams, and 22 teams outper-
formed the MobileNetV2-based baseline in the of�cial score. In
Figure 1, the harmonic means of the AUCs are shown for top 10
teams [16–25]. Although the AUCs change drastically between dif-
ferent machine types and teams, these highly ranked teams outper-
formed the baselines for most of the machine types. It is worth not-
ing that, for these teams, the source-domain AUC did not correlate
with the of�cial rank (correlation coef�cient was� 0:033) while the
target-domain AUC did (correlation coef�cient was� 0:862). This
indicates that handling domain shifts and generalizing the model
was the key to better ranks among highly ranked teams.

We �nd that domain generalization approaches adopted by the
participants can be categorized into two types: domain-mixing-
based approach and domain-classi�cation-based approach. These
methods achieved the aim of the task by generalizing the model
using data with different attributes. Figure 2 shows the aver-
age source-domain and target-domain AUC of the top 20 teams.
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Figure 1: Evaluation results of top 10 teams in the ranking. Average source-domain AUC (Top) and target-domain AUC (bottom) for each
machine type. Label “A” and “M” on the x-axis denote AE-based and MobileNetV2-based baselines, respectively.

Figure 2: Average source-domain AUC and target-domain AUC of
the top 20 teams. “classi�cation” denotes teams that used domain-
classi�cation-based approaches, “mix-up” denotes teams that used
domain-mixing-based approaches, and “none” denotes teams that
did not use particular domain generalization techniques.

Domain-classi�cation-based approaches outperformed other ap-
proaches especially for the target domain. However, these ap-
proaches may be specialized for the types of target domain data
provided in both the training and test data, and thus may not per-
form well for those not included in the train data. We describe the
details in the following.

4.2. Domain-mixing-based approach

Domain-mixing-based approach extracts common representations
between domains. These include batch mixing that use data from
both domains in a batch to train a model [17, 23], Mixup [26] that
synthesizes data from both domains to obtain intermediate repre-
sentations [17,23,25,27], and data augmentation techniques to ob-
tain robust representations [24]. These techniques use the target
domain data to expand the normal conditions for the model so that
the model can be generalized to better handle domain shifts. How-
ever, as shown in Figure 2, they have been outperformed by domain-
classi�cation-based approaches. This can be that, for the Mixup and
data augmentation, synthesized data was not useful for representing
the target domain data. One future direction can be on obtaining
meaningful synthetic representations with the aid of external infor-
mation such as the attribute information.

4.3. Domain-classi�cation-based approach

Domain-classi�cation-based approach distinguishes the source and
target domain data to obtain better detection performance for each
domain. The 1st and 6th place teams [16, 21] used distances be-
tween the embedding of a domain and that of the test data to cal-
culate anomaly scores. Because the domain of each sample can be
estimated by the domain with shorter distance, this approach can
be regarded as implicitly classifying the domain of each sample.
The 2nd, 3rd, 4th, and 5th place teams [17–20] explicitly trained a
classi�er to distinguish the attributes or the domains. The 5th place
teams trained an attribute classi�er and a section classi�er so that
both the domain-wise information from the attribute classi�er and
the domain-independent information from the section classi�er can
be obtained.

As shown in Figure 2, the domain-classi�cation-based ap-
proach outperformed the domain-mixing-based approach. This can
be because the normal conditions are de�ned for each speci�c do-
main, unlike the domain-mixing-based approach that de�nes nor-
mal conditions over all domains. However, this approach assumes
that the target domain data in the train data includes all types of the
target domain data in the test data. If the target domain data in the
test data contains too many types of data not included in the train
data, the classi�er may fail to distinguish domains, which can de-
grade the detection performance. Therefore, further investigation is
needed to examine the ability of this approach to handle completely
unseen target domain data.

5. CONCLUSION

This paper presented an overview of the task and analysis of the
solutions submitted to DCASE 2022 Challenge Task 2. To handle
domain shifts that occur implicitly, the task was dedicated to de-
veloping domain generalization techniques. The organization of
the task revealed two approaches that can be useful for domain
generalization task: domain-mixing-based approach and domain-
classi�cation-based approach. For the former approach, obtaining
more meaningful synthetic representations from multiple domains
is left for future works. For the latter approach, future works can fo-
cus on analyzing the effect of this approach on completely unseen
types of target domain data.
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ABSTRACT

In noisy workplaces, the audibility of acoustic alarms is essential
to ensure worker safety. In practice, some criteria are required in
international standards to make sure that the alarms are “clearly au-
dible”. However, the recommendations may lead to overly loud
alarms, thereby exposing workers to unnecessary high sound lev-
els, especially when ambient sound levels are high themselves.
For this reason, it appears necessary to properly assess the audi-
bility of alarms at design stage. Existing psychoacoustical meth-
ods rely on repeated subjective measurements at different sound
levels and therefore require time-consuming procedures. In addi-
tion, they must be repeated each time the alarm or sound environ-
ment changes. To overcome this issue, we propose a data-driven
approach to estimate the audibility of new alarm signals without
having to test each new condition experimentally. In this study, a
convolutional neural network model is trained to perform a binary
classi�cation task on short sound clips labeled with the outcomes
of psychoacoustical experiments. We propose a proof of concept
of this approach and analyze its performance depending on the data
used at training and the temporal context used by the networks to
predict the audibility of the alarm.

Index Terms— Acoustic Scene Classi�cation, Warning sig-
nals, Psychophysics, Machine learning

1. INTRODUCTION

The audibility of acoustic signals indicating a danger – for instance,
the reverse alarm of a construction machine – is essential to ensure
the safety of workers and to prevent the risk of accidents. The in-
ternational standard dedicated to auditory danger signals for public
and work areas requires for the alarms to be “clearly audible” [1]. In
order to meet this requirement, several criteria related to the ambi-
ent noise levels are proposed. In particular an overall level criterion
imposes a minimum signal-to-noise ratio (SNR) of 15 dB. This rec-
ommendation is questionable on two counts. First, the proposed
criteria appear to lead in practice to excessive sound levels when
the ambient noise levels are high.�Zera and Naǵorski have found
that, when asking listeners to adjust the level of alarms so that they
are judged to be clearly audible, the required SNR varies continu-
ously from 15 to� 2 dB as the noise level increases from 60 dB to
90 dB [2]. An SNR of 15 dB could therefore be too conservative
or even harmful at high noise levels. Second, there is no scienti�c
or formal de�nition of what ”clearly audible” means. We can easily
understand the difference between a sound that is simply detectable
and another, quali�ed as clearly audible. The alarm must not only
be perceptible but also ”loud” enough to provide an effective warn-

ing of danger. This judgment can however vary greatly from one
individual to another. It should also be noted that such consider-
ation is dependent on the sound environment in which the alarm
occurs.

In the presence of background noise, our ability to detect a
given sound is reduced. It translates into an increase in the audi-
bility threshold of the target sound, meaning that the level at which
the sound is just audible is higher in noise than in silence [3, 4].
The noise in question is calledmasker, and we refer to the audibil-
ity threshold when a masker is present as themasked threshold. The
masking mechanism is the basis for current alarm design methods.
With the understanding that the alarm level must be well above the
masked threshold to ensure reliable audibility, it has been suggested
that alarms should exceed the masked threshold by 10 to 15 dB [5].
This recommendation is also included in the standard [1]. Masked
thresholds can be measured experimentally [6], but such approach
is not the most convenient, since a psychoacoustical experiment re-
quires the involvement of multiple human subjects, and measuring
an audibility threshold implies covering a range of different sound
levels, which can be time-consuming. Furthermore, the measure-
ments strongly depend on the acoustic properties of the sounds.
Consequently, the experiment must be repeated for any new con-
dition of interest such as a new alarm signal, or different ambient
noise type or level. In response to this problem, some models have
been developed to predict masked thresholds [7, 8]. However, these
are based on the explicit estimation of the masked thresholds, and
therefore only ef�cient in well-controlled conditions.

The main motivation of our work is to propose a model capable
of accurately estimating the audibility of acoustic alarms in noise.
We intend this model to be applicable to a large variety of sound
environments, including �uctuating noises and different types of
warning signals. In that regard, we suggest that a deep learning
approach, which is data-driven, would be suitable. A few studies
have already begun to pave the way for connecting psychophysics
and deep learning methods, for instance, by implementing a psy-
chophysically inspired methodology for model evaluation [9]. More
recently, in the context of handwritten document transcription, a
loss function was reformulated to account for perceptual data [10].
The authors used it to train a CNN to perform character recognition
and obtained consistent and repeatable performance improvement
on standard datasets. In the �eld of audition, recent works have
replicated human perceptual judgments with a high level of likeness
in word recognition, genre recognition [11] and sound localization
in natural environments [12].

In this paper, we propose to adapt methods used in ambient
sound analysis [13, 14] to the speci�c topic of audibility assessment
of auditory alarms. To that end, we introduce a new dataset consist-
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ing of sound clips made up of auditory warning signals embedded in
noise labelled through psychoacoustical experiments. Based on this
dataset, we train a model to reproduce human judgment regarding
the audibility of the alarms.

2. METHOD

Ambient sound analysis is a broad �eld of research that encom-
passes several sub-areas such as Acoustic Scene Classi�cation
(ASC) [15], Sound Event Dectection (SED) [16, 17], or audio tag-
ging [18]. Although our approach does not fully �t into any of these
categories, it does share certain aspects with some of them. First,
similarly to what is done in ASC and audio tagging, we want the
model to produce �le-level estimations. Besides, the analysis fo-
cuses on the alarms, which are temporally localized sound events.
This is pretty similar to SED or tagging. Despite this, we are not di-
rectly interested in the ability of the model to detect the alarm. Yet,
if the model can predict that an alarm is audible, it gives an indica-
tion that the model did initially detect it. The opposite, however, is
not true. It is quite possible that the model predicts that an alarm is
not audible although it has detected the alarm itself.

To assess whether a particular alarm can be considered clearly
audible in a given environment, we propose to frame the problem
as a binary classi�cation task. The proposed method uses 5.5-
second audio clips containing auditory warning signals embedded
in background noises as input. After extracting acoustical features
from these signals, we used a CNN to produce a binary estimate of
whether the alarm present in the clip is clearly audible or not. More
details about the audio clip generation and the annotation process
are provided in the next section.

3. PSYCHOACOUSTICAL DATA COLLECTION

The need for relatively large amounts of data with a suf�cient vari-
ability is a well-known constraint associated with deep learning.
To develop our model with psychoacoustical data, no ready-to-use
dataset was available from external sources. Therefore, we had to
collect one. To do this, our choices were guided by two major con-
siderations. First, we had to �nd a way to collect the maximum
amount of data at the lowest time cost. Second, we still wanted to
keep the possibility of explaining all or part of our results within
the psychoacoustical framework. We decided to divide the psy-
choacoustical experiments in three parts. The �rst part is following
within-subject design, closer to psychoacoustical procedures. The
second and third parts follow lighter procedures and lower data col-
lection time cost. In this section, we describe the psychoacoustical
experiments that have been carried out to collect the dataset. The
dataset in this paper is a preliminary version used for a proof of
concept. The �nal dataset is expected to be larger.

3.1. Stimuli and material

Stimuli were made of short alarm sounds (between 0.243 and
1.763 s long) embedded in background noises. The alarms were
mostly synthetic signals, but some of them were clean record-
ings. Backgrounds were �eld recordings, taken to be industry-
related (factory, roadworks, construction) or captured in noisy pub-
lic spaces. Both alarms and noises were mono signals collected
from different sources, mainly the Freesound database [19], Big-
SoundBank [20], and to a lesser extent, a published set of medical
alarms [21] or self-recorded railway warning signals [22].

In the experiments, 5.5-second clips were generated, each con-
taining a background noise and a single alarm with a random onset
temporal location. The level of the noise varied between 60 dBA
and 80 dBA. The SNRs were all taken between� 30 dB anḑ 15 dB.
The stimuli were played at a sample rate of 44.1 kHz using an RME
Babyface Pro sound card, and presented over Beyerdynamic DT
770 Pro headphones calibrated with Larson Davis AEC101 arti�-
cial ear and Model 824 sonometer.

3.2. Procedure and datasets

Twelve volunteers aged from 18 to 43 and free of reported hearing
problems took part in this study. They came for multiple sessions of
one or two hours each. All the participants were compensated for
the time spent on the experiments. To evaluate the audibility, the
subjects were presented with a clip made up of an alarm embedded
in a background noise. At the end of the presentation, they had to
answer the question ”Was the alarm clearly audible?” by simply
clicking Yesor No. Three different experiments were carried out
and most of the subjects took part in each of the three experiments.
Each experiment served to collect a separate subset designed for a
speci�c purpose.

The �rst set consists of 6 audio clips, each declined in 2 differ-
ent noise levels (60 dBA and 80 dBA) and 10 SNRs linearly spaced
between� 30 and¸ 15 dB, making a total of 120 signals. In each
of the 6 clips, the alarm signals and backgrounds are different from
the other clips. All these stimuli have been annotated once by the
10 participants. As a result, it contains psychoacoustical data that
are quite close to what would have been obtained through a stan-
dard procedure, yet it is often recommended to make more than one
repetition per subject [1]. This set is the most controlled set and is
selected as the evaluation set. The data collection process on this
subset will eventually allow for further comparison with more stan-
dard psycho-acoustic experiments. The labels (0 or 1) have been
obtained by setting a 0.5 threshold on the proportion of ”Yes” across
participant answers. This subset is referred to assubAin the remain-
der of the paper.

The second set contains 1800 audio clips, made with the same
noises and alarms as in the �rst set, except that the 6 formerly used
alarm-noise combinations were avoided. As a consequence, there
was a total of 30 possible alarm-noise combinations. Six different
SNRs ([� 25, � 10, � 5, 0, 5, 12.5] in dB) and six noise levels ([60,
64, 68, 72, 76, 80] in dBA) were used and uniformly distributed
among the clips. Each of the 1800 clips had a unique alarm onset
location. Ten participants were involved in this experiment. Each of
them listened to 180 clips. The distribution of the clips among sub-
jects was done in such a way that each subject listened to the same
number of clips per SNR and per noise level. No repetition was
made across subjects, meaning each stimulus has been annotated
just once. This subset is referred to assubB.

The data eventually collected in these experiments will be used
to form a large training subset. However, the third set introduced
in this paper is also composed of 1800 different clips. This is mo-
tivated by the desire to keep comparable size between this set and
subB. There are 70 alarms and 52 background noises in this set, all
different from the 6 used in the �rst and second sets. Two noise
levels were used (60 dBA and 80 dBA). There were 46 different
SNRs ranging from� 30 to ¸ 15 dB with a step of 1 dB. Ten sub-
jects contributed to the annotation. Some of the conditions have
been randomly repeated among subjects, making a total of around
11500 annotation points. For clips with a single annotation point,
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the subject's answer was kept as the �nal annotation. For clips with
multiple annotation points, the labels were derived by setting a 0.5
on theYes-rate. We refer to this subset assubC.

SubsetssubBandsubCwere used separately for development,
using 1440 training clips and 360 validation clips, which corre-
sponds to a 80%/20% ratio. The training/validation split was per-
formed randomly and kept �xed for all the experiments.

4. EXPERIMENTAL SETUP

4.1. Acoustic features

The signals were sampled at 44.1 kHz. The features we used are
mel-spectrograms with 64 coef�cients. They were extracted using a
1024-sample short-time Fourier transform (STFT), with 50% over-
lap and a Hamming window.

We did explore the idea of using more perceptually relevant
representations such as cochleagrams [12] or spectro-temporal ex-
citation patterns [23]. However, preliminary experiments with these
features did not provide any signi�cant performance improvement
in terms of accuracy on the development sets. Therefore, in this
paper we use only mel-spectrograms as input features.

For the experiments, the input representations were standard-
ized to zero mean and unit variance along mel frequency bins. The
standardization coef�cients were computed over the whole training
set.

4.2. Convolutional Neural Network

The architecture of the CNN used in this paper is inspired by mod-
els used in SED [14] and Bird Audio Detection [13]. The model
is composed of 4 convolutional layers with [32, 64, 64, 128] �lters
per layer. Each �lter has a 3-by-3 receptive �eld. Each convolu-
tional layer is followed by ReLU activations and max pooling along
the frequency axis ([1, 4], [1, 4], [1, 2] and [1, 2], respectively).
The activation outputs from the last convolutional layer are stacked
along frequency axis [13]. Preliminary experiments with recurrent
layers did not lead to signi�cant improvement. Therefore they are
not used in this paper. Instead, we directly operate! ? aggregation
over the time axis on the stacked representations.! ? aggregation
with ? = 2 was preferred over max pooling which is not differ-
entiable and may lead to instability [24]. In addition, it has been
shown to be more robust to variations in the relative duration of the
alarm compared to the clip length [25]. The aggregation layer is
followed by the classi�cation layer that has one single neuron with
sigmoid activation. The neuron is intended to produce an activa-
tion which is close to 1 when the alarm present in the clip is clearly
audible, and close to 0 when the alarm is not clearly audible.

For training, back-propagation was performed using a binary
cross-entropy loss function and Adam optimizer [26] with a learn-
ing rate of 0.0001. To reduce over�tting, dropout was applied on the
outputs of all the convolutional layers with a rate of 0.25 and regu-
larization was employed by �xing a 0.0001 weight decay in Adam.
The model was trained for a maximum of 250 epochs and the epoch
giving the best accuracy on validation set was kept.

4.3. Model evaluation

For the experiments, the model was evaluated from the area under
the receiver operating characteristic curve (AUC) and the F1-score.

We trained the models with 10 randomized initializations. The met-
rics were computed on the outputs obtained with these 10 models.
We report the mean and 95% con�dence intervals of the metrics.

5. RESULTS AND DISCUSSION

In this section, we report the two series of experiments that have
been conducted on the model. The �rst series of experiments fo-
cuses on the model performance depending on the data used at train-
ing. The second series of experiments assesses the potential effects
of the temporal context used in the model to predict the audibility.

5.1. Impact of the training data

Our �rst series of experiments investigates the performance of the
models trained onsubBandsubC. As described in Section 3.2, the
clips in subAandsubBwere made with the same alarms and back-
ground noises. For this reason, we expect the model to perform
better when it is trained onsubBthan onsubC.

At �rst, the model was trained onsubBor subCdata whilesubB
validation data were used to select the model. Table 1 shows the
AUC and F1-score on development and test sets. As we can ob-
serve, performance on the test set is better whensubBis used for
training. There are two potential causes for this. The difference in
performance can be due to the fact that the alarm signals and back-
grounds insubCare different from those insubBand in the test
set or to the fact the task addressed insubCis more dif�cult than
in subB(or both). We evaluated models trained onsubCand vali-
dated on eithersubBor subCto verify this second hypothesis (see
Table 2). The results show a signi�cant difference in performance
on development set depending on whether the model was validated
on subBor subC. The high development score whensubCis used
for validation suggests that the model can be �tted tosubCdata,
which indicates that the task addressed insubCis in fact not more
dif�cult than in subB. However, the performance on test set shows
that the model gives better results on test data when the alarms and
background noises have been seen during training. This raises the
question whether collecting more training data with a larger set of
alarms and backgrounds can help to compensate for this perfor-
mance gap. If not, it would induce the need to see test alarms or
test backgrounds or both during training. In practice, such a sce-
nario would not be realistic. Despite the difference in performance,
it should be noted that when training on different alarms and back-
grounds, the model performance does not actually collapse.

Subset Development score Test score

subB
AUC
F1

94•4 � 0•3
91•9 � 0•3

95•3 � 0•7
89•2 � 1•6

subC
AUC
F1

78•9 � 1•0
79•1 � 1•2

87•9 � 1•9
79•3 � 2•4

Table 1: AUC and F1-scores on development and evaluation sets
with 95% con�dence intervals.subBis used for validation.

5.2. Impact of the clip duration

The alarms that are present in the different clips have variable
lengths. Since the longest alarm is less than 1.8 s long, all the 5.5-
second clips contain both portions of noise alone and the whole
section where the alarm occurs. It is still to be determined whether
the model bases its predictions on the entire alarm or on a speci�c
region of the alarm. This region could be the onset, for instance.
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Validation set Development score Test score

subB
AUC
F1

78•9 � 1•0
79•1 � 1•2

87•9 � 1•9
79•3 � 2•4

subC
AUC
F1

94•4 � 0•4
87•2 � 0•4

88•3 � 1•8
79•5 � 2•0

Table 2: Performance of the model trained onsubCwith eithersubB
or subCused for validation.

Moreover, it is not sure whether it also relies on the information
present in the parts of the signal where there is no alarm. In this
second series of experiments, we are interested in observing how
the model uses the temporal context to produce estimations of the
audibility of the alarms.

The model was trained onsubBsince it resulted to better per-
formance in the previous experiment. We varied the duration of
the clips used to train the model. Four different durations were ex-
perimented: 5.5, 1.0, 0.5, and 0.1 seconds. For this, each input
representation was shortened to the desired length around the alarm
position. Every time, the model was tested onsubAusing all four
clip lengths. The results are reported in Table 3.

As a �rst observation, when tested with the same clip length as
the one used for training, the model shows relatively good perfor-
mance. This result is true whatever the clip length. However, the
model is only able to perform well for all test clip durations when
it is trained on 5.5-second clips. This result suggests that the model
needs temporal context at training time but not necessarily to make
predictions at inference time. Finally, when 5.5-second clips are
used for training, the performance of the model weakens slightly as
the duration of the test clips is reduced, though it is still quite high.
It would therefore be reasonable to train on long clips if the model is
then to make predictions over shorter time periods. These observa-
tions are based on the AUC. The-F1 score shows some unexplained
effects such as a lower value observed when the model is trained on
5.5-second clips and tested on 1-second clips. The investigation of
these effects may require a more detailed analysis.

0.1 0.5 1.0 5.5
AUC 88•6 � 1•4 53•2 � 11•1 51•8 � 11•9 50•1 � 7•5
F1 81•8 � 1•6 36•0 � 19•5 32•9 � 20•6 32•2 � 21•0
AUC 53•3 � 13•2 92•1 � 1•5 55•5 � 14•9 50•1 � 6•7
F1 44•4 � 17•7 85•0 � 1•3 41•9 � 18•7 33•8 � 20•2
AUC 43•9 � 15•2 53•5 � 13•5 89•5 � 1•8 47•7 � 6•0
F1 36•7 � 15•5 45•5 � 14•7 81•6 � 1•6 40•6 � 14•3
AUC 88•8 � 6•0 92•3 � 1•9 93•9 � 1•6 95•0 � 1•0
F1 75•3 � 6•5 80•0 � 5•7 75•7 � 4•2 87•0 � 1•2

0.1

0.5

1.0

5.5

Training
Test

Table 3: Performance on test set depending on the clip length used
for training and evaluation.

5.3. The model's output as a psychometric value

As previously mentioned, psychoacoustical experiments are usually
conducted in a repeated measures design. For example, in order to
evaluate the audibility of an alarm through aYes-Notask, a common
approach consists in presenting same clip once or several times to
every participant. With such procedure, we can measure the pro-
portion of Yesresponses over all trials. Then by varying a given
attribute of the stimulus, it is possible to establish a relationship
between this speci�c attribute and the subjects' responses. Such a
relationship is called a psychometric function.

Figure 1: Psychometric function of a clip fromsubA. The rate of
positive responses averaged across all participants as a function of
the SNR is represented by the plain curve. The dotted curve with
round markers shows the values taken by the last neuron.

For instance, consider the procedure described in Section 3.2
to collect data forsubA. Different clips were generated from the 6
initial clips by varying the SNR and the noise level. By taking a
given clip at a single ambient noise level, we can represent the evo-
lution of the proportion ofYesresponses as the SNR increases. This
approach is quite different from what we do when we train a CNN
to perform a binary classi�cation task. Indeed, we use binary labels
for training. This means that the model is trained to produce out-
puts as close to 1 as possible when the alarm in the clip is judged
to be clearly audible and close to 0 when the alarm is not clearly
audible. However, information such as an actualYes-rate is totally
absent from the data seen by the model. As a consequence, we do
not necessarily expect a match between the output of the model and
a psychometric function when varying the SNR of the alarm present
in a clip. Yet, we did try to observe the output of the model when the
inputs were the same clips ofsubAwith different SNRs. The acti-
vation of the last neuron was found to roughly follow the evolution
of what could be interpreted as a psychometric curve. This result
opens up analytical perspectives for future studies. An example is
shown in Figure 1.

6. CONCLUSION

In this paper, we proposed a proof of concept of a new approach
to assess the audibility of acoustic alarms. We presented an experi-
mental procedure that was speci�cally designed to collect a dataset
with perceptual annotation. This dataset was used to develop a
model that gave auspicious results on a binary classi�cation task.
Both the in�uence of the training data and the importance of the
temporal context have been investigated. Our results showed that
it is possible to predict the audibility of acoustic alarms in relative
accordance with human perception, even if training was made on
a dataset that was collected using a much lighter procedure than
usual psychoacoustical tests. However, we are aware of the lack
of a baseline to compare the results of the present work, and there-
fore plan to collect new perceptual data with different annotators
whose ”performance” will serve as a basis for comparison with the
model. Lastly, the psychoacoustical experiments presented in this
article are part of a broader experimental method that includes the
numerical rating of the audibility and a detection task that have not
been detailed here. The data collected on this occasion will be used
in future developments.
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ABSTRACT

Piping signals are particular sounds emitted by honey bees during
the swarming season or sometimes when bees are exposed to spe-
ci�c factors during the life of the colony. Such sounds are of inter-
est for beekeepers for predicting an imminent swarming of a bee-
hive. The present study introduces a novel publicly available dataset
made of several honey bee piping recordings allowing for the eval-
uation of future audio-based detection and recognition methods.
First, we propose an analysis of the most relevant timbre features
for discriminating between tooting and quacking sounds which are
two distinct types of piping signals. Second, we comparatively as-
sess several machine-learning-based methods designed for the de-
tection and the identi�cation of piping signals through a beehive-
independent 3-fold cross-validation methodology.

Index Terms— bees piping signals, quacking, tooting, audio
signal recognition, smart beekeeping

1. INTRODUCTION

Nowadays, smart beekeeping is gaining interest since it aims at de-
veloping innovative methods for enhancing the monitoring of bee-
hives using AI techniques. To this end, the audio-based approach
[1, 2] is promising since it allows to use low-cost sensors for moni-
toring a bee colony. Recent work pioneered the bee sound analysis
problem through a machine learning approach to predict the differ-
ent health states of a beehive. For example, the task of predicting
the bee queen presence is investigated in [3, 4] and could help bee-
keepers to reduce the number of inspections which are stressful for
a beehive. The prediction of colony swarming from audio signal
is investigated [5, 6] and can be related to speci�c sounds emitted
by the bees. Several studies analyze different piping sounds and
show their interest for beekeepers [7, 5, 6]. Other studies explain
that piping signals can also have other functions for synchronizing
the colony activity [7, 8]. Such particular sounds can respectively
be emitted by bee workers or by a queen and can easily be distin-
guished from classical background beehive sounds. A more recent
study [9] proposes an acoustic analysis of piping signals which can
be segregated into two classes with speci�c audio signatures: toot-
ing and quacking. Both tooting and quacking signals can occur
about 1 day before swarming and their occurrences can increase ev-
ery 10 minutes during approximately 6 hours.

The present study pursues the piping sounds investigation with
an analysis of the most relevant audio features using a machine
learning-based methodology. Our contributions are manifold. First,
we introduce a new publicly available audio piping dataset made of

� This work is partly supported by the French ANR ASCETE project
(ANR-19-CE48-0001).

several recordings collected from various beekeepers which were
manually segmented and annotated as tooting or quacking. Second,
we present an acoustic analysis through timbre features to discrim-
inate between the tooting and the quacking signals. Finally, we
assess several methods for a supervised detection and classi�cation
of audio �eld recordings of beehive sounds. This paper is organized
as follows. In Section 2, we explain the differences between piping
signals and we introduce our new proposed dataset. In Section 3, we
perform an acoustic analysis of piping sounds using timbre features.
Section 4 presents our audio detection and classi�cation results us-
ing several proposed methods. Finally, the paper is concluded by a
discussion with future work directions in Section 5.

2. MATERIALS

2.1. Tooting and Quacking

Piping sounds (cf. Fig. 1) are among the most noticeable signs of
swarming. Tooting corresponds to the sound emitted by a virgin
queen bee who announces her presence by releasing pheromones
and by tooting. Tooting corresponds to a series of pulsed, high-
pitched sounds produced by pressing her thorax and operating her
wing-beating mechanism without spreading her wings [10]. Ma-
ture queens still con�ned within their queen cells answer the toot-
ing with a distinct piping sound, calledQuacking. A chorus of syn-
chronized quacking follows each tooting, and those speci�c swarm-
ing sounds are broadcasting in the bee nest as vibrations of the
combs and perceived by vibration detectors in the workers' tarsi
[11]. Toots and quacks are made of different varying pulses: during
the process of tooting, the queen produces a one-second-long pipe
immediately followed by several bursts of less than half a second.
The fundamental frequency increases with the age of queens, rang-
ing from 200 to 550 Hz, and is usually observed around 400 Hz
[12]. Quacks are made of several short pulses which are typi-
cally less than 0.2 seconds at a lower fundamental frequency around
350 Hz [13]. Piping sounds are not only emitted by queens but also
by workers in queenless colonies: laying-workers and guarding-
workers [14]. More recent studies show that workers could emit
piping sounds to prepare a synchronized liftoff [7]. This prompts
a conclusion that workers pipe in a variety of circumstances, while
queens pipe only in the context of colony reproduction [15]. The
queens' toots and quacks last several seconds and are broken up
into syllables [12]. Piping sounds emitted by workers come from
several sources and have a duration below one second. It often con-
sists of a single pulse [14].

2.2. New Proposed Piping Dataset

We introduce a novel dataset of natural honey bee piping audio
signals which was built by collecting 44 different recordings pub-
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(a) Tooting

(b) Quacking

Figure 1: Spectrograms with highlightedF0 and waveforms with
RMS envelope of two distinct piping signals.

lished on the YouTube platform by various beekeepers around the
world.These audio recordings were obtained in �eld conditions us-
ing various non-professional microphones located close to the bee-
hive when a piping signal is emitted. Each recording has a dura-
tion varying from 2 to 13 seconds and is annotated according to
the beekeeper comment respectively asTootingor Quacking. We
extracted and segmented the audio from 14 distinct videos from
which the signal is recorded without a loss of quality into WAVE
�les with a sampling frequency ofFs = 22 :05 kHz and a sample
precision of 16 bits. After manually removing the silent and spu-
rious frames, the resulting dataset contains 36 tooting signals and
8 quacking signals which correspond to a duration of 145 seconds
for tooting and 60 seconds for quacking (total 205 seconds). To
avoid possible copyright issues, we only made publicly available
the Short-Time Fourier Transform (STFT) matrices and the timbre
descriptors computed using a matlab implementation of the timbre
toolbox [16] from the post-processed signals used in our experi-
ments. We propose a more detailed description of the dataset con-
taining the links of the original Youtube videos with our matlab
loader codes published on IEEE DataPort [17].

3. ACOUSTIC ANALYSIS

3.1. Signal analysis

We present in Fig. 1 the waveform of a tooting and of a quacking
signal both extracted from our proposed dataset (Toot1 and Quack1)
with almost the same duration of about 6 seconds. Colored in red,
we plot the Root Mean Square (RMS) envelope computed for a
window length of 23ms. We also display the spectrograms of the
same signals where the fundamental frequency (F0) estimated us-
ing the SWIPE method [18] is highlighted. From these observa-
tions, one can notice that tooting and quacking are both harmonic
signals but with very different temporal and spectral structures. The
tooting signal contains longer pulses with a higherF0 (mean value
of � T = 382:97Hz with a standard deviation� T = 61 :45 Hz) and
a slightly lower number of pulses for the same observation duration.
For the comparison, the quacking signal contains more pulses with
a lowerF0 (� Q = 306:60 Hz, � Q = 23 :98 Hz). We also notice
that theF0 decreases at the end of each pulse for both tooting and
quacking signals.

Table 1: Top-10 most relevant timbre descriptors selected using a
mutual information criterion.

Timbre feature Relevance score
1 ERB-gammmatone Spectral Centroid 0.428
2 ERB-gammatone Spectral Kurtosis 0.419
3 ERB-fft Spectral Kurtosis 0.402
4 ERB-gammatone Spectral Skewness 0.373
5 ERB- fft Spectral Skewness 0.373
6 ERB-fft Spectral Centroid 0.371
7 ERB-fft Spectral Spread 0.334
8 Zero-crossing rate 0.321
9 STFT Spectral Kurtosis 0.314
10 STFT Spectral Roll-Off 0.311

3.2. Timbre Feature Selection

The timbre toolbox proposed by Peeters et al. [16] proposes a large
set of hand-crafted audio features used in various audio recogni-
tion tasks. These features are expected to convey information about
the perceived timbre of an arbitrary sound. They include tempo-
ral, spectral, harmonic and perceptual descriptors which are directly
computed from the waveform and from the time-frequency repre-
sentation of the analyzed signal. In this study, we investigate a
total of 164 timbre features (cf. [19] Table. 2 for details) summa-
rized by median and Inter Quartile Range (IQR) statistics related
to the signal acoustic parameters. In Table 1, we present the top-
10 most relevant features sorted by descending order of relevance
according to the mutual information (MI) criterion [20] by consid-
ering the tooting/quacking classi�cation problem. Our computation
uses the scikit-learn MI python implementation which shows that
perceptual-based Equivalent-Rectangular-Bandwith (ERB) spectral
features appear to be the most relevant. Fig. 2a plots in 3 dimen-
sions the whole dataset where each individual corresponds to a one-
second-long frame where the axes correspond to the top-3 most rel-
evant features. This �gure shows that the components can almost
be separated into two distinct clusters corresponding to tooting and
quacking signals (plotted with different colors) using only 3 rele-
vant features. In Fig. 2b, we plot a whole dataset projection using
Principal Component Analysis (PCA) which is a dimension reduc-
tion method reducing the redundancy between the features while
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preserving original data inertia. This second projection shows that
the separation between tooting and quacking sounds is not trivial
despite each cluster seem located in a different area. Finally, we
perform a Linear Discriminant Analysis (LDA) [21] which can be
viewed as a supervised PCA providing the optimal linear projection
of the dataset which maximizes the Euclidean distance between in-
dividuals of different classes while minimizing the distance between
individuals of the same class. Fig. 2c shows that there exists a lin-
ear combination of the original timbre features enabling to perfectly
separate tooting and quacking sounds. This result paves the way of
a supervised classi�cation investigated in Section 4.

4. DETECTION AND CLASSIFICATION RESULTS

4.1. Experimental Setup

We focus on two distinct tasks which consist of the detection of
piping signals and the discrimination between tooting and quacking
piping signals. To this end, we consider three distinct experiments.
Experiment 1 focuses on the detection of piping signals from bee-
hives recordings. We address this problem through a binary classi-
�cation problem involving samples from our proposed dataset and
beehive recordings from the OSBH dataset1 made of several bee-
hives sounds.Experiment 2 focuses on the binary piping audio
classi�cation problem which consists in identifying respectively
tooting and quacking signals where 145 recordings are labeled as
tooting and 60 recordings asquacking. Experiment 3 considers
both the detection and the classi�cation problem that is addressed
through a 3-label supervised classi�cation approach consisting in
predicting if a signal is atooting, aquackingor anon-pipingsignal.
For each experiment, datasets are preprocessed by splitting signals
into one-second-long chunks sampled atFs = 22 :05 kHz. Each
signal is centered by subtracting the mean and the amplitude is nor-
malized by dividing each sample bymax(jxj). Our evaluation uses
a 3-fold cross-validation methodology (2 training folds and 1 testing
fold) where the recordings are beehive-independent to avoid over�t-
ting and to assess over the whole dataset the generalizing capability
of the trained models. Hence, all recordings from the same Youtube
video are only present into a unique fold and cannot simultaneously
appear in both the training and testing sets. In experiments 1 and 3
involving non-pipingsignals, we randomly add bee signals from the
OSBH dataset to obtain the same number ofpiping andnon-piping
signals in each fold.

4.2. Methods

4.2.1. Classi�cation

We comparatively assess four distinct supervised classi�cation
methods suitable for beehive audio signals. TheTTB+SVM
method uses the 164 timbre descriptors investigated in Section 3
combined with a support vector machines (SVM) classi�er with a
Gaussian radial basis function kernel [22]. The proposed1D-
CNN method uses the modulus of the discrete Fourier transform
of the signal as input of a 1D-convolutional neural network (CNN)
with residual connections. This architecture (total: 7,684,226 train-
able parameters) is made of 4 residual blocks with a different num-
ber of kernel �lters (sequentially: 16, 32, 64, 128). Each resid-
ual block is made of 3 one-dimensional convolutional layers inter-
spersed by the addition of the input followed by a Recti�ed Lin-
ear Unit (ReLU) activation and a max-pooling. Output of the last
residual block is average-pooled and connected to 3 fully-connected

1https://zenodo.org/record/1321278

(a) Top-3 most relevant timbre features

(b) PCA

(c) LDA

Figure 2: Three-dimensional projections of our proposed piping
dataset where each point corresponds to a one-second-long excerpt.

(FC) layers including �atten and with ReLU and softmax activation
for the �nal output. TheMFCC+CNN and theSTFT+CNN are
based on the same 2D-CNN architecture (total: 404,770 trainable
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parameters) with 2 distinct inputs: Mel-Frequency Cepstral Coef�-
cients (MFCC) and the spectrogram de�ned as the squared modulus
of the short-time Fourier transform (STFT). The proposed 2D-CNN
architecture is inspired from [2] and consists of 4 convolutional
blocks containing 16 kernel �lters of size3� 3, a2� 2 max-pooling
layer and a 25% dropout layer. The output is connected to a 3 FC
layers including 2 dropout layers of respectively 25% and 50% fol-
lowed by a softmax activation function to compute the output pre-
dicted label. Convolutional and FC layers both use a LeakyReLU
activation function de�ned asLeakyRELU (x) = max( �x; x ),
with � = 0 :1.

4.2.2. Detection

For detecting piping in an arbitrary audio signal as proposed inEx-
periment 1, we also consider the 4 proposed classi�cation meth-
ods using a binarypiping/non-pipingtaxonomy. We also consider
two additional methods based on the stochastic modeling of the
estimatedF0 distribution respectively for piping and non-piping
signals. This later approach is motivated by the harmonic prop-
erty of piping signals described in Section 3. TheF0 Gaussian
model estimates the parameters� = [ �; � 2 ] of a Gaussian proba-
bility distribution used to model respectively piping and non-piping
signals. Thus, given the estimatedF0 denotedf x of a signal, the
decision to detect a piping signal is made whenp(f x j� piping ) >
p(f x j� non � piping ). The F0 kernel model is a variant of theF0
Gaussian modelwherep(f x j� piping ) is estimated using the empir-
ical distribution (i.e. histogram) of the estimatedF0 smoothed by a
convolution product using a Gaussian kernel [23]. Our experiments
used the SWIPEF0 estimator [18] for which the median function is
used to summarize a frame of signal with an arbitrary length.

4.3. Implementation details

The 17 �rst cepstral coef�cients of theMFCC+CNN method are
computed each 20 ms. The STFT is computed using a Hann anal-
ysis window with a 50% overlap and a FFT size ofM = 1025
(i.e. 512 positive frequency bins). The input of the1D-CNN is
set to half of the frequency sampling due to the Fourier transform
Hermitian symmetry of a real signal (i.e. 11,025 real-valued co-
ef�cients). During the testing of each of the 3 folds, we use data
augmentation (DA) [24] to arti�cially increase the number of train-
ing recordings by generating new samples from the original ones
by the addition of a white Gaussian noise (SNR= 25dB) and by
the application of temporal random circular shifts. The results re-
ported in Tables 2, 3 and 4 correspond to the best ones obtained after
several iterations (no signi�cant improvement is shown by data aug-
mentation). The training of our CNN methods is con�gured for a
constant number of 25 epochs for the1D-CNN and 50 epochs for
the2D-CNN, with a batch size of 16. The overall evaluation frame-
work and theTTB+SVM method are implemented in matlab. The
deep learning methods are implemented in Python using Keras with
Tensor�ow frameworks. Our codes are freely available online2 for
the sake of reproducible research.

4.4. Comparative results

According to Table 2, the best detection results in terms of ac-
curacy forExperiment 1 are obtained using theTTB+SVM and
the MFCC+CNN method which both obtain 94%. The best pip-
ing classi�cation (Experiment 2) results (cf. Table 3) are obtained

2https://fourer.fr/dcase22

using theSTFT+CNN method with an overall accuracy of 95%,
followed from far by theMFCC+CNN method which obtains an
accuracy of 78%. Despite efforts, the two other techniques fail to
identify quacking sounds and obtain poorer results with a quacking
F-measure below 0.5. These poor quacking recognition results are
con�rmed in Experiment 3 (cf. Table 4) where the best method re-
mainSTFT+CNN for which the results are poorer than inExperi-
ment 2. This suggests the best pipeline which detects piping signals
usingMFCC+CNN or TTB+SVM before attempting to discrimi-
nate between tooting and quacking signals usingSTFT+CNN.

Table 2: Experiment 1: Piping signals detection comparative re-
sults.

Method Feat. dimension Label Recall Precision F - score Accuracy

F0 kern. model
1

Piping 0.68 0.96 0.79
0.84Non-piping 0.97 0.78 0.87

F0 Gauss. model
1

Piping 0.69 0.99 0.81
0.85Non-piping 1 0.79 0.88

TTB+SVM
164

Piping 0.91 0.96 0.94
0.94Non-piping 0.97 0.93 0.95

1D-CNN
11,025

Piping 0.84 1.00 0.91
0.93Non-piping 1.00 0.88 0.93

MFCC+CNN
17� 47

Piping 0.87 1.00 0.93
0.94Non-piping 1.00 0.90 0.94

STFT+CNN
512� 42

Piping 0.86 0.96 0.91
0.92Non-piping 0.97 0.89 0.93

Table 3: Experiment 2: Piping signals binary classi�cation compar-
ative results.

Method Feat. dimension Label Recall Precision F - score Accuracy

TTB+SVM
164

Tooting 0.78 0.85 0.71
0.66Quacking 0.24 0.18 0.38

1D-CNN
11,025

Tooting 0.97 0.72 0.82
0.71Quacking 0.08 0.50 0.14

MFCC+CNN
17� 47

Tooting 0.93 0.79 0.86
0.78Quacking 0.42 0.71 0.53

STFT+CNN
512� 42

Tooting 0.94 0.98 0.96
0.95Quacking 0.96 0.87 0.92

Table 4: Experiment 3: Simultaneously Detection and classi�cation
classi�cation comparative results.

Method Feat. dimension Label Recall Precision F - score Accuracy

TTB+SVM
164

Tooting 0.88 0.78 0.83
0.82Quacking 0.03 0.12 0.05

Non-piping 0.99 0.89 0.94

1D-CNN
11,025

Tooting 0.93 0.84 0.88
0.85Quacking 0.10 0.54 0.16

Non-piping 0.99 0.86 0.92

MFCC+CNN
17� 47

Tooting 0.88 0.81 0.84
0.84Quacking 0.18 0.45 0.26

Non-piping 0.99 0.90 0.95

STFT+CNN
512� 42

Tooting 0.94 0.97 0.95
0.91Quacking 0.50 0.76 0.60

Non-piping 0.99 0.89 0.94

5. CONCLUSION

We introduced a new dataset made of beehive piping sounds de-
signed for identifying tooting and quacking signals emitted by
bees. The most relevant timbre features were presented and re-
veal a link with perceptual spectral features. Our numerical ex-
periments involving several state-of-the-art approaches show that a
time-frequency represention combined with a 2D-CNN is currently
the most promising approach for addressing the tooting/quacking
binary classi�cation problem and can obtain an accuracy above
85%. Future work consists in evaluating new methods in more real-
istic application scenarios involving embedded systems.
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ABSTRACT

Sound event localization and detection (SELD) is a joint task
of sound event detection and direction-of-arrival estimation. In
DCASE 2022 Task 3, types of data transform from computation-
ally generated spatial recordings to recordings of real-sound scenes.
Our system submitted to the DCASE 2022 Task 3 is based on our
previous proposed Event-Independent Network V2 (EINV2) with
a novel data augmentation method. Our method employs EINV2
with a track-wise output format, permutation-invariant training, and
a soft parameter-sharing strategy, to detect different sound events
of the same class but in different locations. The Conformer struc-
ture is used for extending EINV2 to learn local and global features.
A data augmentation method, which contains several data augmen-
tation chains composed of stochastic combinations of several dif-
ferent data augmentation operations, is utilized to generalize the
model. To mitigate the lack of real-scene recordings in the devel-
opment dataset and the presence of sound events being unbalanced,
we exploit FSD50K, AudioSet, and TAU Spatial Room Impulse Re-
sponse Database (TAU-SRIR DB) to generate simulated datasets for
training. We present results on the validation set of Sony-TAu Real-
istic Spatial Soundscapes 2022 (STARSS22) in detail. Experimen-
tal results indicate that the ability to generalize to different environ-
ments and unbalanced performance among different classes are two
main challenges. We evaluate our proposed method in Task 3 of
the DCASE 2022 challenge and obtain the second rank in the teams
ranking. Source code is released1.

Index Terms— Sound event localization and detection, real
spatial sound scenes, Event-Independent Network, data augmenta-
tion chains, simulated datasets

1. INTRODUCTION

Sound event localization and detection (SELD) consists of sound
event detection (SED) and direction-of-arrival (DoA) estimation.
SED aims to detect the presence and types of sound events, and
DoA estimation predicts the spatial locations of different sound
sources. SELD characterizes sound sources in a spatial-temporal
manner. SELD plays an important role in a wide range of applica-
tions, such as robot auditory and surveillance of intelligent home.

1https://github.com/Jinbo-Hu/DCASE2022-TASK3

SELD has received broad attention recently. Adavanne et al. [1]
proposed a polyphonic SELD approach using an end-to-end net-
work, SELDnet, which was utilized for a joint task of SED and
regression-based DoA estimation. SELD was then introduced in
Task 3 of the Detection and Classi�cation of Acoustics Scenes and
Events (DCASE) 2019 Challenge for the �rst time, which uses the
TAU Spatial Sound Events 2019 dataset [2]. Most datasets of spa-
tial sound events are computationally simulated and these record-
ings are generated by convolving randomly chosen sound event ex-
amples with a corresponding random real-life spatial room impulse
response (SRIR) to spatially place them at a given position [2–4].
To bring each iteration of Task 3 of DCASE Challenge closer to
real conditions, stronger reverberation, diversity of environment,
dynamic scenes with both moving and static sound sources, ambient
noise, sound events of the same type, and unknown directional in-
terfering events out of the target classes were added into datasets to
complicate the SELD task. In 2022, the challenge transforms from
computationally simulated spatial recordings to real spatial sound
scene recordings. The Sony-TAu Realistic Spatial Soundscapes
2022 (STARSS22) dataset is manually annotated and released to
serve as the development and evaluation dataset of DCASE2022
Task 3 this year [5].

SELDnet is unable to detect sound events of the same type but
with different locations [1], which is also called homogeneous over-
lap. An event-independent network (EIN) with a track-wise out-
put format was proposed to detect the homogeneous overlap prob-
lem [6–8]. In EIN, there are several event-independent tracks, and
each track can be of any event. The number of tracks needs to
be pre-determined according to the maximum number of overlap-
ping events. EINV2, an improved version of EIN, utilizes multi-
head self-attention (MHSA) and a soft parameter-sharing strategy
of multi-task learning to achieve better performance [7].

The training set often deviates from real-scene spatial and
acoustical environments, and mismatched distribution of locations
and sound types between the training set and test set is common.
A novel data augmentation method is used to generalize the model
[8, 9]. The data augmentation method contains several data aug-
mentation chains. These data augmentation chains consist of some
randomly sampled data augmentation operations. The augmenta-
tion method can increase the diversity of augmented features.

In this study, our system is based on our previous proposed
EINV2 with data augmentation chains. EINV2 is extended by
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Conformer, which is a combination structure of self-attention and
convolution. The data augmentation method is composed of sev-
eral augmentation operations. These data augmentation opera-
tions are sampled and layered randomly to combine to several data
augmentation chains [8]. External data is allowed in this chal-
lenge. We generate simulated data by randomly convolving cho-
sen samples of sound events from AudioSet [10] and FSD50K [11]
with measured SRIRs from TAU Spatial Room Impulse Responses
Database2 (TAU-SRIR DB). The experimental results show the pro-
posed model with the novel data augmentation method, which was
trained on our simulated data, outperforms the DCASE2022 chal-
lenge Task 3 baseline model which was trained on of�cial synthetic
SELD mixtures3. In addition, we present class-wise and room-wise
metric scores of the validation set of STARSS22 in detail. The pro-
posed system obtains the second rank in Task 3 of DCASE 2022
Challenge4.

2. THE METHOD

2.1. Input features

In this method, log-mel spectrograms and intensity vectors (IV)
in log-mel space are used for features of the SELD task. First
order ambisonics (FOA) include four-channel signals, i.e., omni-
directional channelw , and three directional channelsx , y , andz.
Log-mel spectrograms are computed from the mel �lter banks and
the short-time Fourier transform spectrograms, and IVs are cross-
correlation of log-mel spectrograms ofw with x , y and z [12].
These features are directly calculated online using a 1-D convolu-
tional layer, which supports data augmentation on raw waveform.

2.2. Network Architecture

The track-wise output format was introduced in our previous works
[6–8]. It can be de�ned as

YTrackwise =
�

(ySED ; yDoA ) j ySED 2 OM � K
S ; yDoA 2 RM � 3 	

(1)

whereM is the number of tracks,K is the number of sound-event
types,OM � K

S is one-hot encoding ofK classes, andS is the set of
sound events. Cartesian DoA estimation is used here.

The number of tracks is determined by the maximum
polyphony. Each track can only detect a sound event with a cor-
responding direction of arrival. While a model with a track-wise
output format is trained, sound events may be predicted in any track,
instead of a �xed track. It may cause the track permutation prob-
lem that sound events predicted and their ground truth may not be
aligned in a �xed track. Permutation-invariant training (PIT) is pro-
posed to tackle the problem effectively. The PIT loss is de�ned as

L P IT (t) = min
� 2 P ( t )

X

M

n
� � `SED

� (t) + (1 � � ) � `DoA
� (t)

o
(2)

where� 2 P (t ) indicates one of the possible permutations and
� is a loss weight between SED and DoA.`SED

� is binary cross
entropy loss for the SED task, and`DoA

� is mean square error for
the DoA task. The lowest loss will be chosen by �nding a possible
permutation, and the back-propagation is then performed.

2https://doi.org/10.5281/zenodo.6408611
3https://doi.org/10.5281/zenodo.6406873
4https://dcase.community/challenge2022

Figure 1: The architecture of the SELD network, which is a Conv-
Conformer network. The upper half (yellow boxes) is the SED task.
The lower half (blue boxes) is the DoA estimation task. The green
boxes sandwiched between SED branch and DoA branch indicate
soft connections between SED and DoA estimation.

From multi-task learning (MTL) perspective, joint SELD learn-
ing can be mutually bene�cial. Hard parameter-sharing (PS) and
soft PS are two typical methods to implement MTL. Hard PS means
subtasks use the same feature layers, while soft PS means subtasks
use their own feature layers with connections existing among those
feature layers. In [7], experimental results show that soft PS using
cross-stitch is more effective.

EINV2, which combines the track-wise output format, PIT, and
soft PS, is utilized in our system. Three tracks are adopted to ad-
dress up to three overlapped sound events. Multi-head self-attention
(MHSA) blocks are replaced with Conformer blocks. Conformer
consists of two feed-forward layers with residual connections sand-
wiching the MHSA and convolution modules, and hence has the
ability to capture global and local patterns. [8, 13]. Our proposed
network is shown in Fig. 1.

2.3. Data Augmentation Chains

The main characteristic of our data augmentation method is using
some augmentation chains [8,9,14]. These augmentation chains are
combined by some augmentation operations, which are randomly
selected and linked in chain. We randomly samplek = 3 aug-
mentation chains. Augmentation operations that are used here in-
clude Mixup [15], Cutout [16], SpecAugment [17], and frequency
shifting [18]. Rotation of FOA signals [19] is an additional aug-
mentation method, but excluded by data augmentation chains. The
diagram of data augmentation chains is shown in Fig. 2.

Mixup utilize convex combinations of pairs of feature vectors
and their labels to train the model. Mixup on both raw waveform
and spectrograms is used here to improve the ability of detecting
overlapping sound events. While random Cutout produces several
rectangular masks on spectrograms, SpecAugment produces stripes
masks on time and frequency dimension of spectrograms. Fre-
quency shifting in the frequency domain is similar to pitch shift
in the time domain, and it randomly shifts input features of all
the channels up or down along the frequency dimension by sev-
eral bands. We also use a spatial augmentation method, rotation of
FOA signals. It rotates FOA format signals by channel swap to en-
rich DoA labels. This method does not lose physical relationships
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Table 1: The SELD performance of our proposed system. The training set of STARSS22 is mixed into synthetic training set by default.

Validation set Evaluation (Blind test) set
System Datasets ER20 � F20 � LE CD LR CD ER20 � F20 � LE CD LR CD

Baseline FOA [5] Of�cial 0.71 21.0% 29:3� 46.0% 0.61 23.7% 22:9� 51.4%
EINV2 w/o dataAug chains Of�cial 0.75 32.3% 24:0� 56.1% - - - -
EINV2 w/ dataAug chains Of�cial 0.56 42.4% 19:3� 61.4% - - - -

System #1 A+B+C 0.50 48.4% 19:5� 65.7% 0.44 49.2% 16:6� 70.4%
System #2 A+B 0.50 51.0% 16:4� 65.9% 0.40 57.4% 15:1� 70.6%
System #3 A 0.53 48.1% 17:8� 62.6% 0.39 55.8% 16:2� 72.4%
System #4 B 0.53 45.4% 17:4� 62.5% 0.40 50.9% 15:9� 69.4%

Figure 2: Diagram of data augmentation chains

between sound sources and observers. We use z-axis as the rotation
axis to swap directional channelx andy , which leads to 16 types
of channel rotation.

2.4. Simulated Data

Manual annotations are expensive and the duration of STARSS22
(about 5 hours of the development set) is limited compared with the
synthetic datasets (about 13 hours synthetic recordings in DCASE
2021) used in previous years, therefore, external datasets are used
to improve the model performance. We generated simulated data
using the generator code5 provided by DCASE 2022.

Samples of sound events are mainly sourced from FSD50K
dataset, based on af�nity of the labels in that dataset to the tar-
get classes. The target classbackground musicand the interfer-
ence classshuf�ing cardsare not in FSD50K dataset, therefore, we
use AudioSet as a supplement. Spatial events were spatialized in
9 unique rooms, using collected SRIRs from the TAU-SRIR DB
dataset. The ambient noise from the same room was additionally
mixed at varying signal-to-noise ratios (SNR) ranging from 30 dB
to 6 dB. The maximum polyphony of target classes is 3, excluding
additional polyphony of interference classes.

We select sound event samples whose labels signi�cantly cor-
responded to the target classes. Each sound event sample also has a
different energy gain for mixing. By setting different ranges of gain
and choosing different samples, we generate three datasets, A, B,
and C. All of these synthetic datasets have 2700 1-minute clips.

3. EXPERIMENTS

3.1. Datasets

The STARSS22 dataset contains recordings of real scenes, and the
density of sound event samples and the presence of each class varies

5https://github.com/danielkrause/
DCASE2022-data-generator

greatly. The maximum number of the overlaps is 5, but those cases
are very rare [5]. The overlap of 4 and 5 accounts for the propor-
tion of 1.8% in total. Occurrences of up to 3 simultaneous events
are fairly common, so we ignore the case scenarios that the num-
ber of overlapping events is more than 3. During the development
stage, we train our proposed model on mixed datasets of synthetic
recordings and the training set of STARSS22, and evaluate those
systems using the validation set of STARSS22. During the evalua-
tion stage, both synthetic recordings and all of the development set
of STARSS22 are used for training.

3.2. Hyper-parameters

Audio clips are segmented to have a �xed length of 5 seconds with
no overlap for training and inference. Log-mel spectrograms and
intensity vectors features, with 24 kHz sampling rate, a 1024-point
Hanning window with a hop size of 400, and 128 mel bins, are
extracted from these audio segments. AdamW optimizer is used.
The learning rate is set to 0.0003 for the �rst 70 epochs and then
decreased to 0.00003 for the following 20 epochs. The threshold
for SED is set to 0.5 to binarize predictions. The loss weight� is
0.5.

3.3. Evaluation Metrics

We use the of�cial evaluation metrics to evaluate the SELD perfor-
mance [20, 21]. The evaluation metrics use a joint metric of local-
ization and detection: location-sensitive F-score (F � T � ), error rate
(ER � T � ), and class-sensitive localization recall (LR CD ), localiza-
tion error (LE CD ). T � means spatial threshold and is set to20� in
this challenge.F � T � andER � T � consider true positives predicted
under a spatial thresholdT � from the ground truth. ForLE CD and
LR CD , the detected sound class has to be correct in order to count
the corresponding localization predictions.

In the previous challenges, the evaluation metrics were micro-
averaged, which gives equal weight to each individual decision
and the performance is affected by the classes with more samples.
In this challenge, macro-averaging of evaluation metrics is used.
Macro-averaging gives equal weight to each class and emphasizes
the system performance on the smaller classes [22].

3.4. Experimental Results

Table 1 summarizes the performance of our proposed systems. The
of�cial dataset means the synthetic mixtures for baseline training.
The system baseline, EINV2 without dataAug chains, and EINV2
with dataAug chains all use the same dataset for training. EINV2
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Figure 3: Metric scores of System #2 on validation set of STARSS22 in detail. The �rst column shows metric scores of the whole validation
set. The following columns present metric scores of each room of validation set.

without data augmentation chains outperforms the baseline model,
whereas EINV2 with data augmentation chains performs better.

All con�gurations of systems #1 - #4 are the same as system
EINV2 with dataAug chains, except for the training set used. The
results also demonstrate the effectiveness of our simulated data over
the of�cial dataset.

The �rst column of Fig. 3 shows class-wise metric scores of
System #2 on the validation set of STARSS22. The class-wise
performance on the whole validation set is highly skewed, with
F � 20 � of knockclass being 80.0%, whereasF � 20 � of water tap
and faucetclass being 2.2%.LE CD of female speechclass andwa-
ter tap and faucetclass is a lot higher than average. Other columns
of Fig. 3 present class-wise performance for each room. Unbal-
anced class-wise performance among different rooms results in the
skewed class-wise performance on the whole validation set.

The performance of the localization in room 2 is the worst
among all the rooms, resulting in a directly signi�cant increase of
LE CD of female speechclass. It may be attributed to small room
size of room 2 compared with other rooms.LR CD of walk, foot-
steps(0.0%) class andwater tap and faucet(2.4%) class in room 24
is very low. A possible reason is the low quality of synthetic train-
ing samples, because we ignore the natural temporal occurrences
and spatial connections of some types of sounds happening in real
scenes when simulating data [5]. For example, the target classwa-
ter tap and faucetand the directional interference classdishes, pots,
and pansoften occur simultaneously in room 24, which leads to
many observed false negatives of the classwater tap and faucetin
the system output. It is dif�cult to synthesis training samples that
contains the temporal and spatial relationships of sound events in
real scenes. These factors can lead to performance degradation.

4. CONCLUSION

We have presented an approach using an Event-Independent Net-
work V2 (EINV2) with a novel data augmentation method for real-
life sound event localization and detection. EINV2 is extended by
conformer blocks. The novel data augmentation method contains
several augmentation chains, which are stochastic combinations of
data augmentation operations. For this challenge, we synthesized
more training samples which are convolved using sound events from
FSD50k and AudioSet with measured room impulse responses from
TAU-SRIR DB. Our model with data augmentation chains performs
better than the baseline model. Furthermore, experimental results
show further improvement with our synthetic datasets. We also
show results on the validation set of STARSS22 in detail. Our pro-
posed method is evaluated in the evaluation set of STARSS22, and
obtained the second best team in Task 3 of DCASE 2022 Challenge.
The study of the generalization ability to different environments and
the performance for unbalanced classes will be analyzed further in
the future work.
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ABSTRACT

In this article we describe Conditioned Localizer and Classi-
�er (CoLoC) which is a novel solution for Sound Event Localiza-
tion and Detection (SELD). The solution constitutes of two stages:
the localization is done �rst and is followed by classi�cation condi-
tioned by the output of the localizer. In order to resolve the problem
of unknown number of sources we incorporate the idea borrowed
from Sequential Set Generation (SSG). Models from both stages
are SELDnet-like CRNNs, but with single outputs. Conducted rea-
soning shows that such two single output models are �t for SELD
task. We show that our solution improves on the baseline system in
most metrics on the STARSS22 Dataset.

Index Terms— DCASE2022 Challenge Task3, Sound Event
Localization and Detection, CRNN, Ambisonics

1. INTRODUCTION

Sound Event Localization and Detection (SELD) is a complex
task with many applications in robotics and surveillance. Since
2019, DCASE host annual Challenge in which Task3 is precisely
SELD. This allows for gradual improvement of SELD systems over
time.

The original SELDNet [1] has a drawback of being unable to
detect multiple overlapping occurrences of events from the same
class. We follow [2] and henceforth we call this problemhomoge-
neous overlap. Thus, a new track-wise output format has been in-
troduced in [2] incorporating Permutation Invariant Training (PIT)
which precisely tackles the problem of homogeneous overlap. Since
then, PIT was used in the improved version of DCASE2021 Top so-
lution [3] as well as in the DCASE2022 Task3 Baseline System [4].

In this paper we propose a novel two-stage solution which in-
corporates class agnostic localizer based on Sequential Set Genera-
tion (SSG) and classi�er conditioned on the output of the localizer.
We will explain in the Section 2 how our solution solves the prob-
lem of homogeneous overlap without PIT. Our solution can be seen
as an improved and re�ned version of our previous system from
DCASE2019 [5]. In this solution the estimator of the number of ac-
tive sources is included as a part of a conditional localizer, i.e. using
SSG localizer we can retrieve the number of active sound sources
in each time frame.

In the following Section 2 we describe the main components
and the inference process of our method. In Section 3 we present a
way how to train the components. Finally, in Section 4 we describe
detailed results obtained on the STARSS22 Dataset [6] and compare
our solution with the baseline system.

� Corresponding author.

2. PROPOSED METHOD

2.1. Motivation

From the perspective of statistical learning theory, the optimal
solutions to the problem of Empirical Risk Minimalisation (ERM)
are conditional probabilityP (Y jX ) and conditional expectation
E (Y jX ) for classi�cation with cross-entropy loss and for regres-
sion with L 2 loss respectively [7]. By abuse of language, we will
call the general solution to the ERM problem simply as conditional
probability and we will use notationsP(Y jX ) andE (Y jX ) rather
frivolously.

SELD is the problem of simultaneous localization and detec-
tion, so the optimal solution in each time frame may be modeled as
joint probability:

P (f ci ^ l i gi =1 ::k jX );

whereci andl i denote the class and the location of a detected event
ei ; andk � N; whereN is the maximal number of overlapping
events. The �rst problem rises from the fact that models do not
output sets. The most popular workaround is to force a model to
output a list of lengthN denoting the individual tracks with class
and location information, where some tracks may be empty.

In our solution we �rst localize all audio events using the Se-
quential Set Generation method, which simultaneously allows us
to estimate the number of active sound sources. More precisely,
the localizer returns, in a sequential manner, directions of arrivals
(DOAs) conditioned by DOAs which it already returned starting
from the empty set; :

l1 = E (l jX; ; )

l2 = E (l jX; f l1g)

l3 = E (l jX; f l1 ; l2g)

: : :

lk = E (l jX; f l i gi =1 ::k � 1)

� = E (l jX; f l i gi =1 ::k );

where� is a special token denoting that there is no more events. In
our case� is set to be an origin0 from R3 :

Based on the output from the localizer we then classify the
event corresponding to this particular DOA. Thus informally

P (ci ^ l i jX ) = P(ci jX; l i ) � P (l i jX );

which indicates that we could resolve the SELD task given an
SSG localizerE (l jX; f l i gi ) and location-conditioned classi�er
P (cjX; l ):
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The only edge case where the above solution may fail is when
two or more events overlap spatially. However, in practice outputs
from models have temporal context which should resolve this issue.

2.2. Stacked-Tracks

Let us consider a chunk of First Order Ambisonics (FOA) au-
dio format in which there are at mostN overlapping audio events.
With such audio we associate meta information about the location
and classes of the occurrences in each time frame. By location we
meanxyz Cartesian coordinates on a unit sphere, and by class we
mean one of theK prede�ned classes. We aim to construct an
N � T � 4 tensorstacked-tracks, whereN is the maximal number of
overlapping events,T denotes the number of time bins and the last
dimension contains information about locations and classes. The
tensor contains all available meta information in a convenient form.
To obtain stacked-tracks, we iterate sequentially over occurrences
and stack them from bottom to top. If an event terminates in some
track, then all events from the above tracks are stacked down. All
remaining empty cells are �lled with zeros inxyz coordinates and
with a new class indexK which is interpreted as the lack of any of
prede�ned event, i.e. silence or unknown event. Figure 1 presents
an example of how to obtain stacked-tracks. Since the tracks can
be permuted before stacking, the stacked-tracks are not unique; we
will exploit this during training later.

Tracks Time Frames
0 1 2 3 4 5 6 7

T4

0.2 0.2
0.7 0.8
-0.2 -0.1
3 3

T3

0.5 0.5 0.5 0.6 0.6
-0.7 -0.7 -0.7 -0.7 -0.7
0.5 0.5 0.5 0.4 0.4
7 7 7 7 7

T2

-0.5 -0.4 -0.4 -0.4 -0.3
0.6 0.7 0.7 0.8 0.8
0.3 0.3 0.3 0.3 0.4
3 3 3 3 3

T1

0.7 0.7
0.5 0.5
-0.5 -0.5
11 11

T0

-0.9 -0.9 -0.8
0.2 0.2 0.2
0.1 0.1 0.2
8 8 8

### Stacking###

Tracks Time Frames
0 1 2 3 4 5 6 7

ST2

0.0 0.0 0.2 0.5 0.5 0.0 0.0 0.0
0.0 0.0 0.8 -0.7 -0.7 0.0 0.0 0.0
0.0 0.0 -0.1 0.5 0.5 0.0 0.0 0.0
13 13 3 7 7 13 13 13

ST1

0.0 0.2 0.5 -0.4 -0.3 0.6 0.6 0.0
0.0 0.7 -0.7 0.8 0.8 -0.7 -0.7 0.0
0.0 -0.2 0.5 0.3 0.4 0.4 0.4 0.0
13 3 7 3 3 7 7 13

ST0

-0.5 -0.4 -0.4 -0.9 -0.9 -0.8 0.7 0.7
0.6 0.7 0.7 0.2 0.2 0.2 0.5 0.5
0.3 0.3 0.3 0.1 0.1 0.2 -0.5 -0.5
3 3 3 8 8 8 11 11

Figure 1: An illustration of obtaining stacked-tracks from regular
tracks. In this example there are �ve tracks with maximal overlap
of three events. In this example there are 13 prede�ned classes, thus
cells with coordinates at origin get a class label with index 13.

2.3. Self-Conditioned SSG Localizer

The idea behind self-conditioned SSG localizer is to recursively
localize all events from known classes without specifying class la-
bels, i.e. it is class-agnostic. We will call this module simply as
localizer. Our localizer consists of two trainable components:

� Localizer EncoderL enc : R3 ! Rc , wherec is the hyperpa-
rameter denoting the number of new channels.

� Localizer NetworkL net : Rt � F � C ! RT � 3 , whereC =
c + cf given thatcf is the number of feature channels, where
t; F are numbers of time and frequency bins respectively, and
whereT is the number of label time bins with meta resolution
(in our caset = 5 � T ).

The core idea behind our self-conditioned SSG localizer is to
recursively obtain all DOAs in all time frames. We start from the
blank stacked-tracks and in each step we successively �ll tracks
in such a way thatL enc encodes previously detected DOAs which
L net should ignore. For that, we introduce below a modi�ed ver-
sion of the SSG method:

Step 0. During the �rst step we setxyz to zeros in each time
frame (is is convenient to look at it as putting empty row below ST0
in the Figure 1). Hence, we end up with the vector of sizet � 3. Then
we applyL enc to it frame-wise to obtain tensor of sizeT � c. Next,
we repeat the tensor so many times to obtain vector which could
be stacked with extracted features from audio channels. Thus, we
obtain tensor of sizet � F � c which we concatenate with audio
features tensor of sizet � F � cf to obtaint � F � C tensor. Finally,
we feed it toL net to get the tensor of sizeT � 3 denoting the pre-
dicted DOAs in each frame. When there is no active sound sources
in a frame we expect it to return origin (i.e.xyz = 0) similarly as it
was done in [8]. On the other hand, when there are some events we
expect the model to returnxyz coordinates of any of the occurring
events. In the end we simply threshold length of vectors to decide
whether there has been any event. If the length is greater than0:5;
then we conclude that there is an event, otherwise we put zeros. In
summary, we obtain information about DOAs in each time-frame
which we put in a �rst row ST0 in the blank stacked-tracks.

Step 1. During the second iteration, the output from the �rst
step is fed into theL enc . If in the �rst step in some frames an event
was detected, then we encode these predicted DOAs,0 otherwise.
In the same way as in the �rst step, the encoded tensor is repeated
and stacked with features channels. Now, we expect theL net model
to output in each time-frame the DOA of second event if there is
any and origin if there is none, or the already detected one is the
only one. Analogously as in the �rst step, we threshold the length
of output to decide if there is a new event. We stack the obtained
results in stacked-track ST1 on top of ST0.

Step n. Lets say we already haven � 1 stacked-tracks.. The
aim of this step is to get the DOAs of events which haven't been
already localized. For these frames where stacked-track no.n � 1
denotes that there is less thenn � 1 events, we encode the origin via
L enc . Otherwise, for these frames where we acquiredn � 1 DOAs
we encode them individually usingL enc and for each such frame
we averagen � 1 obtained embeddings fromRc . Note that thanks
to average-pooling (in contrast to max-pooling as it was resolved
in [9]) we potentially preserve some additional information about
DOAs count. So, we encoded the set of all previous DOAs which
L net should ignore. Analogously as in previous steps, encoded em-
beddings are repeated and stack with extracted audio features. Next,
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we predict DOAs of new events if there are some, threshold lengths,
and �nally obtain a new stacked-track.

One may ask in which order the localizer should return DOAs.
We did not impose any restrictions on that and let the model learn
its own internal hidden order. It will be evident later from the train-
ing process how it is done. In essence, in each frame the localizer
returns DOAs by DOAs in its own fashion until all sound sources
have been localized.

2.4. Location-Conditioned Classi�er

Self-Conditioned SSG Localizer outputs information about
DOAs in each time frame written in the stacked-frame for-
mat. Location-Conditioned Classi�er simply takes each row from
stacked-tracks and in each time-frame outputs probabilities of pre-
dicted classes conditioned by DOAs. If the localizer predicted that
there is no event in a frame, the classi�er is conditioned by the ori-
gin and it is expected to predict additional special class with index
K , whereK is the number of classes.

Our classi�er similarly as localizer consists of two trainable
components:

� Classi�er EncoderCenc : R3 ! Rc , wherec is the hyperpa-
rameter denoting the number of new channels (may be different
than the one in localizer, but for simplicity we set it to be the
same)

� Classi�er NetworkCnet : Rt � F � C ! RT � ( K +1) , where no-
tation is the same as in the localizer above and whereK de-
notes the number of classes.

3. TRAINING PROCESS

In our solution localizer and classi�er are trained completely
separately.

3.1. Self-Conditioned SSG Localizer

Let's say we have an audio chunk and associated meta withN
stacked-tracks, whereN denotes the maximal number of overlap-
ping events. We select a random integerr from 0 to N � 2 in a
uniform way and split stacked-tracks into two parts:

� Conditioning part containing tracks from0 to r � 1,

� Target part containing tracks fromr to N � 1.

The aim of this splitting is to imitate ther 'th iteration from the
inference, by hiding stacked-tracks with indices� r .

We feed the Conditioning part intoL enc frame-wise in the fol-
lowing way: if there is some event inr � 1'th stacked-track, then
we encode all DOAs viaL enc and avarage pool the embeddings.
Otherwise, we encode0 via L enc: We then repeat obtained embed-
dings so many times to be able to stack them with audio features
and we feed an acquired tensor throughL net . Thus, in each time-
frames we obtain newxyz coordinates which we denote byl s

pred .
We compare the predicted coordinates with the ones from the Target
part. In each time frame we compute aL 1:5 distance between pre-
dicted DOAs and the ground truth DOAs from Target part and set
the minimum value as our loss. If there are no more active sound
sources in Target part we enforce the target to be a zero vector by
minimizing L 1:5 norm of the predicted DOA. I.e.

Loss r;k
loc ( l s

gt ; l s
pred ) =

8
<

:

min i = r::k






 l s

gt i � l s
pred








1: 5
if k � r






 l s

pred








1: 5
if k < r

;

wherek is the index of the last nonzero DOAs from the Target part
of stacked-tracks. During training, given a batch of sizeB of audio-
meta pairs we select randomr for each item in the batch, compute
Lossr;k

loc loss (frame-wise and item-wise) and average it over allk �
N andr � k. I.e. the �nal loss between[l gt ]tb and[lpred ]tb is

2

N (N + 1) + 2

X

k � N

X

r � k

1

jTr;k j

X

s 2 T r;k

Loss r;k
loc ( l s

gt ; l s
pred ) ;

whereTr;k stand for time-frames among whole batch and where
k; r were sampled according to the rule described above.

One may ask why we decided to selectL p norm withp = 1 :5.
Since forp = 2 the optimal solution is the expected value, there is a
possible risk of ignoring the conditioningL enc and averagingxyz
outputs in the case of multiple overlapping sound sources. Con-
versely, forp = 1 the optimal solution is the median which may be
too ”sharp” decision making. Thusp = 1 :5.

3.2. Location-Conditioned Classi�er

In the same manner as in the case of the localizer, let's assume
that we have some audio-meta pair from a chunk of the sound sig-
nal and letN denote the maximal number of overlapping events.
We select random numberr from 0 to N � 1 and we selectr 'th
row from stacked-meta containing DOA information. We aim to
output classes associated with these DOAs. In each time-frame we
encode the DOAs from the selected row viaCenc . Then we repeat
the encoded tensor and stack it with audio features. We forward it
throughCnet to obtainK + 1 scores in each time-frames associ-
ated withK classes and one score denoting unknown class or lack
of any event. We then simply compare predicted probability scores
ps

pred with ground truth classescs
gt from the selected stacked-track.

Since there is great imbalance of classes due to the fact that class
associated with unknown event is over-represented, we used focal
loss [10] with
 = 1 instead of regular cross-entropy. I.e.

Loss cls (cs
gt ; ps

pred ) = � (1 � ps
c;pred ) log( ps

c;pred ) :

For a batch of sizeB andT time-frames per item we simply average
everything to obtain the �nal loss for a back-propagation.

3.3. Angle perturbation

One drawback of our approach is the error propagation. Since
localizer and classi�er are conditioned by the output of the localizer,
the error in DOA predictions downgrade the quality of outputs in
the next steps. To partly resolve that issue we decided to perturb
angles fed toL enc andCenc during the training as well during the
inference. We decided to randomly perturb azimuth and elevation
by 5 degrees in each time-frame from meta.

3.4. Stack-track permutation

In order to increase the number of training samples we could
permute ordinary tracks before stacking into stacked-tracks. How-
ever, in our case it was more convenient to operate on stacked-
tracks. Thus, for each stacked-track tensor we permute the tracks
and stack them back.

In our solution we constrained toN = 3 , i.e. we allow up to 3
overlapping audio events. We simply ignore the rest.

3.5. Model Architecture

For L net andCnet we used the SELDnet-like architecture in-
troduced in [1]. More precisely, for localizer and classi�er we took
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the baseline model [6] and changed the number of �lters in convo-
lutional blocks from 64 to 128. After the last time-distributed dense
layer we put at the end another time-distributed dense layer with3
outputs with tanh activation for localizer and with13 outputs with
softmax activation for classi�er.

We setL enc andCenc to be single dense layers with3 inputs
andc = 5 outputs with tanh activation.

As for the models complexity,L net and Cnet have slightly
above2:3 million parameters each whileL enc andCenc have just
20 parameters each.

3.6. Complexity

During the training of the localizer, we need to compute up to
N � ( N +1)

2 +1 components to the loss given that the maximal number
of overlapping sound sources isN: For the classi�er, the complexity
scales linearly withN: This contrasts with PIT, where in principle
we need to computeN ! components to the loss. During the infer-
ence as described in Section 2, our method requires up toN steps
for both localizer and classi�er.

3.7. Features and augmentations

We used 24kHz FOA format for our nets. We extracted com-
plex spectrograms from each four FOA channels using Short Time
Fourier Transform (STFT) withn f f t = 1024 and Hanning window
and hop length of960 and480 respectively. From each obtained
spectrogram we acquire the log-power spectrogram and the phase
spectrogram. For the last three channels we used intensity vectors
as it was done in [11]. In summary, from each FOA audio signal we
acquire11 audio features of sizet � 513; wheret is the number of
time bins from the STFT. In our case we randomly selected 5s audio
chunks from the recordings which constitutes of250 time bins.

For data augmentation we used volume perturbation by select-
ing a random number between0:5 and1:5 and multiplying all au-
dio channels by that number. We also used FOA domain spatial
augmentation [12] to augment every fourth audio-meta pair.

We trained localizer and classi�er using Adam optimizer [13]
with default parameters except learning rate which we set to be
0:0005. We trained both models for half a million batches of size
96.

4. EVALUATION

4.1. Metrics

The DCASE2022 Challenge Task3 organizers provided two
types of datasets for the development stage [6]:

� Synth: 1200 one-minute synthesized mixtures from collected
SRIRs and selected sound events from FSD50K [14]

� STARSS22: 292 minutes of real recordings simulating real life
scenarios gathered in 11 rooms in Tokyo and Tempere.

STARSS22 is further split into train and test folds. In this section
we will discuss results on the test fold. During the training, for
every batch we sampled half of the recordings from Synth dataset
and half from the train split from STARSS22, utilizing all the data.
We noticed that if we do not use synthetic dataset the scores drop
drastically.

For localizer we �rst report the average DOA error in angles. In
Table 1 we show average DOA errors in multiple cases differentiat-
ing between number of active sound sources and number of DOAs
in conditioning. As excepted, the more DOAs in conditioning, the
larger the error. However, what is interesting is the fact that the
more sound sources, the more accurate the model is in detecting the
�rst few DOAs.

Table 1: Dependence of the localizer's average DOA error (in de-
grees) on the number of active sources (noas) and the number of
DOAs in conditioning (#cond) on STARSS22 test split.

noas
#cond

0 1 2

1 23
2 20 33
3 14 19 51

For the classi�er we report conditional accuracy (CAcc) in
which we count the classc with maximal probabilityP (cjX; l ) cor-
rect if that class corresponds to the conditioning DOAl. Otherwise
we treat it as an incorrect prediction. On the STARSS22 test split we
achieved CAcc of 68%. We also kept track of the number of frames
where the classi�er misses known classes and of frames where the
classi�er predicted a known class where there is none, but for those
cases the classi�er achieve almost perfect scores.

Finally, we report our results on of�cial DCASE2022 Task3
metrics [6], namely: the localization-dependent error rateER 20 � ,
F1-scoreF20 � , the localization errorLE CD and the localization re-
call LR CD : We compare the baseline system with two versions of
our solution. In the �rst one we will predict up to 3 DOAs and cor-
responding classes, and in the second one we terminate inference
on 2 events. We denote these solutions asmax_ov3 andmax_ov2
respectively. Note that we used the very same models in both solu-
tions, only the inference changes. We summarise the results in Ta-
ble 2. In most metrics our solution outperforms the baseline system.
The only one when our solution is lacking is the error rate. Further-
more, the error rate is worse when we try to infer more events. We
speculate that this is due to the fact that the localizer is very inac-
curate in later steps (see Table 1), which may generate many false
positives.

Table 2: Of�cial metrics; theboldfacedenotes the best scores.

ER 20 � F20 � LE CD LR CD

Baseline 0:71 21% 29.3� 46%
max_ov3 0.85 32% 24.7� 51%
max_ov2 0.76 33% 24:6� 49%

5. CONCLUSION

In this paper we presented alternative solution to the SELD
problem. Our solution uses our custom SSG method to deter-
mine DOAs one by one and as a result to determine number of
sound sources in each time frame. The localizer is followed by the
location-conditioned classi�er. The performance of our method is
comparible to the DCASE2022 Task3 baseline system which uses
PIT. Thus, we imagine that in the future SSG and PIT may be com-
bined together to obtain the best of both worlds.
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ABSTRACT

In this study, we propose a model training method for polyphonic
sound event detection (polyphonic SED) that prioritizes rare event
label frames during multiple overlapping sound events. Multi-label
classi�cation typically utilized in polyphonic SED often fails to
recognize such events. To overcome this problem, the proposed
method is designed to represent event overlaps of rare labels easily
without a complicated network structure. During model training,
we periodically apply either binary cross-entropy loss (BCE) for
multi-label classi�cation or softmax cross-entropy loss (Softmax-
CE) for multi-class classi�cation. When multi-class classi�cation is
performed using Softmax-CE, the labels of the overlapping frames
are reconstructed from the target labels to include the rarest ones
and exclude the frequent ones. The model was evaluated on strongly
labeled AudioSet data, from which only human voice segments
were extracted. The proposed method achieves an improvement of
0.23 percentage points over the baseline, which only used the BCE,
in terms of the mean average precision. In particular, the proposed
method outperforms the baseline with respect to rare labels, with
an average precision of 1.18 percentage points. The experimental
results also demonstrate the effectiveness of the proposed method
for both overlap of sound events and rare labels.

Index Terms— Polyphonic sound event detection, multi-label
classi�cation, multi-class classi�cation

1. INTRODUCTION

Due to the advancements in deep learning, sound event detection
(SED), which is a technique used for estimating the type and inter-
val (onset and offset times) of sound events present in an acoustic
signal, has recently attracted attention. Additionally, shared mobil-
ity services have become ubiquitous in many cities worldwide. For
safety, they require surveillance of both the drivers and passengers
inside the vehicles [1, 2]. In an in-vehicle surveillance system, var-
ious sound events must be detected to understand what is occurring
inside the vehicle. Therefore, this study focused on human voice
SED for an in-vehicle surveillance system based on human voice
signals.

Some DCASE competitions [3, 4] have previously dealt with
the sound of human speech or crying babies, where target sounds
are often overlapped, whereas real-world data often suffer from
extreme imbalances between classes as well as overlapping sound
events. For example, as shown in Fig. 1, in the strongly labeled Au-
dioSet [5] dataset annotated using real-world data, despite focusing
on the top seven classes with the highest number of event frames

Figure 1: Number of frames in training data.

among the 14 “human voice” classes, the number of frames among
the classes is imbalanced, with a ratio of approximately 100 to 1
between the most common and the rarest.

Many studies have treated SED as a multi-label classi�cation
problem for handling overlapping events that often cause detec-
tion errors [6, 7, 8]. [9] represented event overlaps by linking a
bivariate probability distribution based on time and frequency with
class-wise hidden Markov models. In [10], a non-negative matrix
decomposition-based method that jointly trained a dictionary and
a multinomial logistic regression classi�er was used to manage the
overlap of sounds. In [11], an event independent network for SED
and localization was developed with a track-wise output. In poly-
phonic sound event detection (polyphonic SED) with deep learning,
[12] performed multi-class classi�cation by considering all possible
overlapping event combinations as classes. However, the model ar-
chitecture requires signi�cant modi�cation to manage a multi-class
multi-tasking problem. Therefore, the conventional method [12]
cannot be applied to the current polyphonic SED system without
any modi�cation of the network architecture.

Binary cross-entropy (BCE) loss is often employed as the loss
function of multi-label classi�cation in polyphonic SED. However,
SED using BCE often falls into imbalance between sound event
classes when training an SED model. Therefore, when applied to
real-world data, the accuracy of rare class event detection decreases.
Speci�cally, accurately detecting anomalous or rare sounds such as
“Screaming” is more important than detecting common sounds such
as “Speech,” as shown in Fig. 1. Several loss functions that are ef-
fective for imbalanced data have been proposed in polyphonic SED.
[13] proposed asymmetric focal loss and focal batch Tversky loss;
however, these mainly address the imbalance problem between neg-
ative and positive samples. [14] proposed time-balanced focal loss,
which is highly dependent on the dataset because the class weights
used in the loss function are adjusted as hyperparameters.

Therefore, without modifying the original model architecture
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or preparing the class weights, we propose a method that periodi-
cally uses multi-label classi�cation based on BCE and multi-class
classi�cation to prioritize rare classes as target labels when sound
events overlap.

The contributions of this study can be summarized as follows:

� We propose a new model training method for detecting over-
lapped and rare sound events. The proposed method combines
multi-class classi�cation, in which rare classes are preferen-
tially learned as target labels, along with multi-label classi�ca-
tion. We then con�rm the ef�cacy of this method.

� We reconstructed a strongly labeled AudioSet using seven
sound event classes with “Human voice” at the upper level.
We conducted a baseline evaluation for an SED task covering
multiple types of human vocalization with these classes.

2. DATASET

Based on AudioSet's strong labels [5], we created a new dataset
comprising 10 seconds of audio taken from the soundtrack of a
YouTube video, with approximately 67,000 clips for training and
18,000 clips for evaluation. The strongly labeled AudioSet on-
tology is a hierarchy of 356 sound event classes. The sound
classes selected for this study were the following seven event classes
within the “Human voice” class: “Speech,” “Singing,” “Laughter,”
“Shout,” “Crying, sobbing (Crying),” “Screaming,” and “Whisper-
ing.” In cases where the selected classes have subclasses, the sub-
classes are merged into the superclass. For example, subclasses
“Baby cry, infant cry” and “Whimper” are merged into a superclass
“Crying.” Sound clips with other sound events in “Human voice,”
such as “Humming” or “Yawn,” were not used in the dataset be-
cause there were few events in each class.

When sound clips contain other sound events from the cate-
gory non-“Human voice,” such as “Music” or “Hands,” the clips
were still used. However, these sound events were only background
noise, that is, they were not used as target labels. After extract-
ing the dataset to contain the selected sound class for each au-
dio clip, the dataset contained 50,650 sound clips for training and
8,747 sound clips for evaluation. Note that in this study, rare labels
(“Screaming” and “Whispering”) were de�ned as appearing with
approximately 1% of the frequency of the most frequent label.

3. PROPOSED METHOD

In this section, we �rst describe the loss functions used in this study
for the multi-label and multi-class classi�cation tasks. Next, we dis-
cuss a new model training method combining those loss functions.
Finally, we describe a method of label selection for multi-class clas-
si�cation using polyphonic SED.

3.1. Loss function

Generally, a sigmoid activation function-based BCE is employed in
training polyphonic SED models.

f (s) i;j =
1

1 + e� s i;j
(1)

L BCE = �
CX

i

TX

j

f yi;j log(f (s) i;j )

+(1 � yi;j ) log(1 � f (s) i;j )g; (2)

Figure 2: Overview of the proposed model training method.

wheref is the sigmoid function,si ; j is thei th class�s j th time frame
logit, yi ; j is thei th class�sj th time frame�s target label,C is the total
number of classes, andT is the total number of time frames.

Conversely, a softmax activation function-based cross-entropy
(Softmax-CE) loss for a multi-class classi�cation is employed in
monophonic SEDs, to choose one event from multiple sound event
classes.

g(s) i;j =
es i;j

P C
k esk;j

(3)

L Softmax � CE = �
CX

i

TX

j

yi;j log(g(s) i;j ); (4)

whereg is the softmax function.

3.2. Training process

In this study, we applied alternately either BCE or Softmax-CE
within a de�ned period, as shown as Fig. 2. Speci�cally, Softmax-
CE was applied while using multi-class classi�cation everyN
epoch. When the model was trained by Softmax-CE, it was trained
by BCE and saved at the next epoch. Then, the model for evalua-
tion was only used at the epoch with the minimum validation loss.
For example, when multi-class classi�cation was performed at ev-
ery third epoch, i.e., at the 3, 6, 9, ..., 3*i epochs, the validation loss
was monitored at the 4, 7, 10, ..., (3*i +1) epochs, withi being a
positive integer.

3.3. Label selection for multi-class classi�cation

Two problems are often encountered when performing multi-class
classi�cation for polyphonic SED because multi-class classi�cation
always requires one target label during loss computation. The �rst
problem is determining which label to allocate when multiple sound
events occur simultaneously. The second problem is determining
which label to allocate when none of the target sound events occur.
To solve these problems, we propose a new method of label selec-
tion using the sparsity of sound events. Speci�cally, we prioritize
the rarest label for multiple events and de�ne a new class label for
no events. The details are discussed below.
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(a) multi-label classi�cation. (b) multi-class classi�cation.

Figure 3: Overview of the target labels. (a) multi-label classi�cation and (b) multi-class classi�cation.

Table 1: Number of frames for each sound event.

The number of frames

Event class Multi-label Multi-class

Speech 9,083,336 8,627,958
Singing 2,781,533 2,690,509
Laughter 683,036 666,186

Shout 612,058 607,208
Crying 174,120 173,731

Screaming 85,578 85,578
Whispering 80,194 80,194

Multiple events This section describes the method to allocate
sound event labels when multiple overlapping sound events occur
concurrently during a single clip, as shown in Fig. 3. In Fig. 3,
multiple sound events overlap as follows.

� 1.6 - 3.2 seconds : Speech andShout

� 7.1 - 8.3 seconds : Laughter andShout

� 8.3 - 8.9 seconds : Speech, Laughter, andShout

� 8.9 - 10.0 seconds : Speech andLaughter

We adopted the rarest label for each time frame in the clip. In the
example in Fig. 3, when multi-class classi�cation was performed,
the labels in bold were used. The number of frames for each label in
the training data when changing from the labels used in multi-label
classi�cation to those used in multi-class classi�cation is shown in
Table 1. Frequent labels such as “Speech” and “Singing” show a
large decrease in the number of frames when compared with the
number of rare labels.

No events In multi-label classi�cation, BCE originally in-
cludes calculation of inactive frames. However, in multi-class clas-
si�cation, even when none of the seven target labels exist in a frame,
one class must be set as the target label. Therefore, a new class “No
sound” was created and allocated to time frames containing no tar-
get class. Fig. 3(b) shows the “No sound” class with thick black
lines between 3.3 - 3.5 seconds and 5.2 - 5.5 seconds.

4. EXPERIMENT

4.1. Experimental setups

The AudioSet sound clips were downloaded from YouTube. These
sounds were mostly monaural. The left and right sides of the stereo-
phonic sounds were averaged to produce monaural sounds. The

Table 2: Model architecture. The kernel sizes of the convolutional
and pooling layer are denoted as “Conv (kernel size)” and “Max
Pooling (kernel size),” respectively. The number of attention heads
is denoted as “Transformer Encoder (number of attention heads).”

Conv3 RB

Log-mel spectrogram
500 frames� 64 mel bins

Conv (3� 3) Conv (3� 3)
BN, ReLU, Dr BN, ReLU

Max Pooling (8� 1) ResBlock
Conv (3� 3)
BN, ReLU, Dr ResBlock

Max Pooling (4� 1)
Conv (3� 3)
BN, ReLU, Dr ResBlock

Max Pooling (2� 1)
(Transformer Encoder (32))� 2

FC, Sigmoid

sounds were resampled to 44.1 kHz, as previously con�gured [7].
The sounds were then converted into a logmel scale ofF = 64 �lters
calculated every 40 milliseconds with a hop size of 20 milliseconds.

Inspired by [13], a convolutional neural network (CNN)-
transformer-based network was used as the model architecture. This
architecture performs better than the CNN-biGRU-based network,
which is widely used in SED [7, 15, 16]. The model architecture
is shown in Table 2. The system has two types of CNN backbones:
one with three Convolution layers (Conv3) and the other with three
ResBlocks (RB). The parameters of the convolutional layers in RB
are the same as those of Conv3.

The models were trained using the RAdam optimizer [17] with
a learning rate of 0.001. Early stopping was implemented after 50
epochs if no improvement on validation loss was noted.

As evaluation metrics, we used the mean average precision
(mAP), the micro average precision (micro-AP), and the frame-
based macro- and micro-Fscores with a threshold for prediction of
0.5. Even when the proposed method was deployed with eight event
classes including “No sound,” we evaluated them using only the
original seven classes. In this study, we used eight classes when
performing both the multi-label and multi-class classi�cation using
the proposed method.
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Table 3: Average SED performance for two backbones.

Conv3 RB

Method mAP
macro-
Fscore micro-AP

micro-
Fscore mAP

macro-
Fscore micro-AP

micro-
Fscore

baseline 51.96% 38.16% 83.39% 73.83% 58.04% 50.06% 85.48% 77.11%
AFL 50.92% 36.92% 82.90% 73.19% 59.05% 52.15% 85.66% 77.56%
e0 51.60% 39.15% 83.25% 72.72% 58.22% 49.71% 85.35% 76.82%
e1 51.51% 37.03% 79.59% 50.88% 56.28% 32.97% 80.39% 47.36%

e2 (proposed) 52.19% 40.41% 83.55% 74.65% 60.32% 53.40% 86.65% 78.52%
e3 (proposed) 51.63% 38.20% 83.11% 73.49% 59.51% 50.96% 86.47% 78.38%
e4 (proposed) 51.54% 38.59% 83.27% 73.48% 59.89% 52.70% 86.59%78.58%
e5 (proposed) 51.28% 38.25% 83.14% 73.49% 59.66% 51.35% 86.36% 78.28%

Table 4: Average SED performance of the rare-event labels for the
two backbones.

Conv3 RB

Method AP Fscore AP Fscore

baseline 17.29% 3.57% 27.04%17.03%
Screaming AFL 16.46% 2.92% 28.08% 15.14%

e2 (proposed) 18.73% 4.01% 28.37% 13.43%

baseline 55.86% 42.91% 64.68% 61.64%
Whispering AFL 55.03% 40.55% 65.67% 60.81%

e2 (proposed) 56.79% 45.19% 67.34% 65.64%

baseline 36.58% 23.24% 45.86% 39.34%
Avg. AFL 35.74% 21.73% 46.87% 37.98%

e2 (proposed) 37.76% 24.60% 47.85% 39.54%

4.2. Experimental results

Table 3 shows the results for the baseline using only multi-label
classi�cation and the proposed method that performed multi-label
classi�cation while using multi-class classi�cation everyN epochs.
Each result is the average of �ve iterations. The value ofN in
eN represents frequency of switching to Softmax-CE. Here, e0 was
trained using multi-task learning, where multi-label classi�cation
and multi-class classi�cation were performed simultaneously every
epoch. Conversely, e1 was trained using Softmax-CE every epoch
and evaluated as a multi-label classi�cation. The baseline method
was performed on the original seven-class multi-label classi�ca-
tion without the “No sound” class, and the proposed method was
performed on the eight-class multi-label classi�cation and multi-
class classi�cation including the “No sound” class. When e2, i.e.,
multi-label classi�cation and multi-class classi�cation, was used in-
dependently of the backbone for every other epoch, it demonstrated
the best performance on several metrics. The proposed method im-
proved mAP by 0.23 percentage points and 2.28 percentage points
for Conv3 and RB, respectively. This result demonstrates that the
proposed method improves the performance of rare events by us-
ing Softmax-CE and retains the performance of frequent events by
using BCE. Meanwhile, the simultaneous use of Softmax-CE and
BCE in e0 could have prevented the in�uence of Softmax-CE. With
an increase inN , the performance of several metrics gradually de-
creases, and at e5, the performance is comparable to the baseline
values. When Softmax-CE is used less frequently, it becomes less
effective.

Table 4 shows the results when focusing on rare labels
(“Screaming” and “Whispering”). Comparisons were made with

asymmetric focal loss (AFL), which has an effect on the imbalanced
data [13]. There is a signi�cant difference between “Screaming”
and “Whispering.” “Screaming,” which is similar to “Shout” and
“Singing,” is more likely to occur in noisy environments, whereas
“Whispering” is a special type of sound event where other sound
events are unlikely to occur concurrently. As with the overall perfor-
mance, e2 performed highest on many measures, but the Fscore for
“Screaming” dropped signi�cantly. “Screaming” had a lower Fs-
core, which was based on the threshold, because under�tting caused
by a rare label reduced the predicted probability of “Screaming.”
However, because e2 performed the highest, when comparing un-
der the same conditions, the intrinsic prediction performance of e2
is superior and is effective for rare labels. Unlike the original exper-
imental dataset used for evaluating AFL, the number of data classes
(seven) was limited due to an imbalance of approximately 1 to 100
in a class. This may have contributed to the e2 performance being
superior to that of AFL.

5. CONCLUSION

We proposed a method of polyphonic SED by periodically using
either multi-label or multi-class classi�cation. Based on the spar-
sity of sound events, multi-class classi�cation was used to strongly
train rare sound event labels, in which the rarest sound event was
selected as the label representing each frame. The proposed method
was evaluated on a human voice dataset extracted from the strongly
labeled AudioSet data. Our approach was found to be most effective
when the two loss functions were alternately applied. For the im-
balanced data, regarding both the overall metrics and for rare labels,
this method signi�cantly outperformed the conventional methods.
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ABSTRACT

Sound event localization and detection (SELD) models detect and
localize sound events in space and time. Datasets for SELD of-
ten discretize spatial sound events along the polar coordinates of
azimuth (integers from -180º to 180º) and elevation (integers from
-90º to 90º). This discretization, known as equal-angle, results in
more dense points at the poles (±90º elevation) than at the equator
(0º elevation). We �rst analyzed the effect of equal-angle discretiza-
tion on the 2022 DCASE SELD baseline model. Since the STARSS
2022 dataset that accompanies the model shows unbalanced sam-
pling of spatial sound events along the elevation axis, we created
a synthetic dataset. Our dataset has spatial sound events uniformly
distributed along the elevation axis. We created two versions: one
with targets spatially discretized using equal-angle, and another one
with a uniform spatial discretization (both versions had the same au-
dio). The model trained with equal-angle showed a greater angular
localization error for targets around the equator compared to the
poles, while the model trained with uniform spatial discretization
showed a uniform localization error along the elevation axis. To
train the model with the STARSS2022 dataset and reduce the effect
of its equal-angle-discretized targets, we modi�ed the model's loss
function to penalize localization errors above an angular distance
threshold around each target. Using this loss we �ne-tuned a model
trained with the original loss, and also trained the same model from
scratch. Results showed improved localization metrics in both mod-
els compared to baseline, while retaining classi�cation metrics. Our
results show that equal-angle discretization yields models with non-
uniform localization errors for targets along the elevation axis. Fi-
nally, our proposed loss function penalizes the SELD model's an-
gular localization errors, regardless of which spatial discretization
was used to annotate the dataset targets.

Index Terms— sound event localization and detection, spatial
sampling, activity-coupled Cartesian direction of arrival, DCASE

1. INTRODUCTION

Sound event localization and detection (SELD) consists of localiz-
ing sound events in space and time while also assigning them to
a class label [1]. SELD can be applied for environmental sound
classi�cation [2], simultaneous localization and mapping for navi-
gation without visual input or with occluded targets [3, 4], tracking
of sound sources of interest [5], audio surveillance [6], and acous-
tic imaging [7]. As a result, there has been an increased interest
in SELD modeling, and research communities have organized chal-
lenges to centralize efforts and advancements [8, 9, 10].

� corresponding author email: roman@nyu.edu

Figure 1: Two types of spatial discretization of points on a sphere.
(A) equal-angle and (B) Fibonacci. (A) results in denser points at
the poles than at the equator, while (B) does not.

The Detection and Classi�cation of Acoustic Scenes and Events
(DCASE) community introduced its annual SELD challenge in
2019 [10]. The DCASE SELD challenge provides participants
with multichannel audio recordings of categorical sound events (i.e.
speech, footsteps, running water, etc.) and their spatiotemporal
trajectories on the azimuth and elevation axes. Participants must
develop methods to detect, localize, and classify each event. The
DCASE SELD challenge also provides a baseline model, which
re�ects key incremental advancements from the community. For
example, a signi�cant advancement has been in the training loss
function, which went from separately measuring sound event de-
tection (SED) and direction-of-arrival (DOA) [1] to jointly carrying
out these using a mean-squared-error (MSE) regressor that accounts
for overlapping sound events categories [11].

SELD datasets often have spatial targets that are discretized in
a sphere along the elevation (� = [ � 90; 90] 2 Z) and azimuth
(� = [ � 180; 180) 2 Z) axes in units of degrees [1, 12, 13, 14].
This sampling of points in space, known as equal-angle, is easy to
interpret because it yields uniform-looking grids on a 2D projection
(� vs � ). However, equal-angle points on the sphere shows a larger
density of points at the poles (±90° elevation) than at the equator (0°
elevation) [15]. Furthermore, equal-angle sampling results in larger
quantization errors around the equator.

As far as we know, current SELD research has not studied how
a non-uniform density of points along the elevation axis impacts
model performance. We hypothesize that training SELD models
with equal-angle discretized data results in non-uniform localiza-
tion performance along the elevation axis. This paper empirically
analyzes the impact of equal-angle spatial discretization on SELD
model performance and proposes a practical way to mitigate it.
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2. EQUAL-ANGLE DISCRETIZATION IS IRREGULAR

A sphere can be discretized intoN points using a sampling function
s(�; � ), resulting in the set of vectorsf x1 ; x2 ; :::xN g � S2 . This
set represent a lattice of directions around the sphere [16]. For the
speci�c case of equal-angle spatial discretization,N = NE � NA ,
whereNE is the number of points uniformly sampled along the
elevation axis� 2 [� �

2 ; �
2 ] and NA is the number points along

the azimuth axis� 2 [0; 2� ) (see supplement S11 for a detailed
mathematical description of the equal-angle sampling function and
its non-uniform density along the elevation axis).

Figure 1A shows how equal-angle spatial discretization, al-
though regular along the axes of azimuth and elevation, results in a
lattice with non-uniform distances between points, particularly no-
ticeable along the elevation axis (i.e. poles versus equator).

It is worth noting that humans listen most events close to the
equator (i.e. other speakers or ecologically-relevant sound sources
on the azimuth). This introduces another sampling bias in realis-
tic SELD datasets. Thus, equal-angle discretization can yield less-
than-ideal resolution where most relevant sound sources exist.

3. SELD WITH EQUAL-ANGLE SPATIAL TARGETS

We want to empirically test if equal-angle discretization affects
SELD model performance. We hypothesize that the model's lo-
calization error will be a function of target elevation. More speci�-
cally, we predict that the irregularities of equal-angle discretization
will result in larger errors around the equator than at the poles.

3.1. Synthetic dataset with equal-angle spatial discretization

We wanted to do this analysis with the DCASE STARSS2022
dataset [17] (real-world events belonging to thirteen categories, spa-
tially discretized using equal-angle). However, its distribution of
events on the elevation axis is not uniform (see supplement S2).
Therefore, it will be hard to determine the effect of equal-angle
discretization on model performance (since the data shows non-
uniform distribution of targets). Moreover, our analysis is not fo-
cused on classi�cation, so a single sound event category would be
enough. We decided to create a synthetic dataset that controls for
uniform target localization along the elevation axis using a single
sound category. In contrast to our dataset, DCASE STARSS2022
is more complex, so we expect SELD models to easily learn our
synthetic training split and generalize to the test split.

Our synthetic dataset has no moving or overlapping events, and
repeats a single alarm sound (5 seconds duration) from FSD50k
[18]. We used impulse responses (IRs) from two rooms (No. 3 and
No. 4) in the TAU-SRIR database [19] that we convolve with the
alarm sound. The rooms were selected because they contain IRs
from sources localized at elevations spanning the integers

� 2 [� 33::32] j � 6=� 25; � 24; � 3; � 2; 3; 20; 21 (1)

in units of degrees (the missing integers are elevations not present
in the two rooms). To generate the data we used the DCASE2022-
data-generator that accompanies the TAU-SRIR database [19].

We synthesized two data folds: training and testing with 1600
and 900 tracks, respectively. Each track was a four-channel signal
(fs = 24kHz ) with a duration of 1 minute (sequences of alarm

1the supplement and code are available athttps://github.com/
sakshamsingh1/dcase seld spatial sampling analysis

Figure 2: Density of sound events locations in our synthetic dataset
along the elevation (A) and azimuth axes (B). Data synthesis con-
trolled for uniform density of sound events along the elevation axis.

sounds and silence). While both training and test sets had elevation
values spanning the range described in Eq. 1, no IRs overlapped
across sets. This ensured that the absolute location of simulated
sound sources was different between training and test sets. Figure 2
shows the distribution of sound event locations in our dataset.

3.2. SELD model localization on equal-angle targets

We used our dataset to train the 2022 DCASE SELD baseline
model [1], which is a convolutional recurrent neural network that
maps multichannel audio features (generalized cross-correlation
with phase transform) into sound event locations and classes (see
section 6.1 for a description of the model's output format). The
trained model detected all test set sound events and showed an av-
erage angular localization error of 1.81°. Figure 3A shows a scatter
plot with the localization error for each test set prediction as a func-
tion of target elevation. To gain intuition about how the model's
localization varies as a function of elevation, we �t a line and a
second-order polynomial (i.e. parabola) to this plot. The coef�-
cient that multiplies the polynomial's second-order term determines
the curvature of the parabola. If its value is close to zero, this indi-
cates that the parabola resembles a line. In contrast, a more negative
(positive) coef�cient indicates that the parabola is more curved, and
we can interpret it as the model's error decreasing (increasing) as a
function of elevation away from the equator.

The line wasŷl = 0 :89 + (3 :2 � 10� 3)x, while the polyno-
mial wasŷp = 1 :03 + (2 :9 � 10� 3)x � (0:4 � 10� 3)x2 , also
shown in Figure 3A. The polynomial's second order coef�cient re-
veals an upside-down parabolic relationship between the model's
angular localization error and target elevation. The Pearson's cor-
relation coef�cient for the linear regression wasr = 0 :01, and for
the polynomial regression wasr = 0 :09. This indicates that the
parabola better explains the model's error than the line. These re-
sults show that training a SELD model with equal-angle data results
in larger localization errors around the equator.
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Figure 3: Scatter plots of SELD model angular localization error on our synthetic test data as a function of target elevation. Each dot is a
sound event. (A) Trained with equal-angle points. (B) Trained with Fibonacci points. (C) Trained with equal-angle points and �ne-tuned
using our proposed loss function (see section 6). The red and blue lines are linear and second-order polynomial regressions, respectively.

4. UNIFORM DISCRETIZATION OF THE SPHERE

Alternatives to equal-angle discretization that uniformly sample
points on the sphere exist [20, 21]. Perfectly-uniform discretization
is limited by using the �ve Platonic solids, whose vertices can be
used as points on the sphere [15]. The Fibonacci lattice [16] is an-
other possible method that results in neighboring points separated
by a roughly equal angular distance and is obtained by sampling
points along a spiral that links the two poles (see [16] for the Fi-
bonacci lattice formula). Figure 1B shows Fibonacci discretization.

5. SELD WITH UNIFORM SPATIAL TARGETS

We want to analyze SELD model localization when trained with
uniformly discretized spatial targets. We hypothesize that this will
result in uniform localization error on the elevation axis.

5.1. Synthetic dataset with uniform spatial sampling

Our synthetic dataset generated in section 3 spatially discretized
sound events using equal-angle. To generate a uniformly discretized
version of our dataset, we took our dataset's equal-angle annota-
tions and transformed them into Fibonacci discretization by con-
verting each equal-angle target into the nearest Fibonacci point. Our
Fibonacci discretization had N=32768 points, which is the power
of two that yields an angular distance between neighboring points
around 1° [16] (similar to the distance between integers in Eq. 1).
The audio tracks were exactly the same across equal-angle and Fi-
bonacci versions of the dataset.

5.2. SELD model localization on Fibonacci targets

The 2022 DCASE SELD model trained with Fibonacci targets also
detected all sound events, showing an average angular localiza-
tion error of 1.86° on the test set (Figure 3B shows this model's
scatter plot). We also �t a line to this plot, which waŝyl =
0:92 + (3 :1 � 10� 3)x, and a second-order polynomial, which was
ŷp = 0 :96 + (3 :0 � 10� 3)x � (0:1 � 10� 3)x2 . Compared to the
polynomial for the model trained with equal-angle data, this polyno-
mial's second order term reveals a less pronounced parabola, which
is also visible in Figure 3B. The Pearson's correlation coef�cient for

the linear regression wasr = 0 :09, and for the polynomial regres-
sion wasr = 0 :11. This indicates that, compared to equal-angle,
the parabola and the line more similarly explain the model's error
as a function of target elevation after training with Fibonacci tar-
gets. In other words, the model trained with Fibonacci data shows
localization errors that are uniform as a function of target elevation.

Our results clearly illustrate how SELD model performance is
affected by equal-angle and Fibonacci discretization. However, we
recognize that the Pearson and parabolic coef�cients we observed
show clear trends but are relatively weak indicators. Future work
could support our observations using more robust statistical testing.

6. PROPOSED SOLUTION

Our empirical analysis with synthetic data revealed that equal-angle
discretization can result in a SELD model with larger localization
errors at the equator than at the poles. Substituting the equal-angle
discretization with a uniform one (like a Fibonacci lattice) would
be a simple solution. In fact, resampling the DCASE STARSS2022
dataset using a Fibonacci lattice and training the model from scratch
did result in improved metrics on the test set compared to baseline
(see Table 6.1). However, since equal-angle discretization is preva-
lent in SELD datasets, engineered SELD learning methods that re-
duce its impact without the need to spatially resample the data are
needed. Here we propose a training loss function that, in addition
to computing the mean-squared error (MSE) between targets and
model predictions, penalizes the model's angular localization error
uniformly for all points on the sphere.

6.1. The threshold angular error ADPIT (TAEADPIT) loss

The 2022 DCASE SELD model is trained with the auxiliary dupli-
cating permutation invariant training (ADPIT) loss [11], which uses
the multi-class activity-coupled cartesian direction of arrival (multi-
ACCDOA) target formatP 2 R3� N � C � T , where3 is the dimen-
sionality of 3D cartesian coordinates,N is the maximum number of
simultaneous sound events the model is trained to detect,C is the
number of classes andT is the number of time frames. A vector
P nct 2 R3 has a magnitude of 1, i.e.jjP nct jj 2 = 1 and repre-
sents the location of a sound event for a speci�c trackn, a speci�c
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classc and a speci�c time-framet. Such a vector may also rep-
resent the absence of a sound event if it has a magnitude of 0. A
related term,a 2 RN � C � T , indicates the activities over tracks,
classes, and time, andanct 2 f 0; 1g. It is worth noting that the tar-
get contains duplicated sound events along theN dimension when
the number of simultaneous sound events for each class is less than
the maximumN . A complete description of the ADPIT loss can be
found in its original publication [11].

The multi-ACCDOA format is permuted for each time-frame
and class, and all permutation are compared against the model's
outputP̂ 2 R3� N � C � T using MSE, yielding the ADPIT loss

L ADP IT =
1

CT

CX

c

TX

t

min
� 2 Perm( ct )

lACCDOA
�;ct ; (2)

lACCDOA
�;ct =

1
N

NX

n

MSE(P �
�;nct ; P̂ nct ); (3)

where P �
�;nct indicates a permutation of the multi-ACCDOA

format, and only the permutation that resulted in the minimum
lACCDOA
�;ct term is used to average over classes and time-frames.

Due to the nature of the multi-ACCDOA format, the ADPIT
loss function operates over Cartesian coordinates. We propose
adding a term that penalizes the model's angular localization error
on the sphere where the data is spatially discretized:

lALE
�;ct = max( a �;nct ALE �;nct ; H )

ALE �;nct = \ (p(P �;nct ); p(P̂ )nct );
(4)

wherep(x) is a function that converts from cartesian to polar co-
ordinates denotes,\ (a; b) is the angular distance between inputsa
andb, andH is a threshold. ALE stands for angular localization er-
ror. Note that thea �;nct term masks ALE so that only the model's
angular localization error related to active targets counts toward the
loss. Adding the ADPIT loss gives:

L T AEADP IT =
1

CT

CX

c

TX

t

min
� 2 Perm( ct )

lACCDOAT AE
�;ct ; (5)

lACCDOAT AE
�;ct =

1
N

NX

n

MSE(P �
�;nct ; P̂ nct ) + � (lALE

�;ct � H );

(6)
where� is a scale factor on the new term. We call this new loss
”thresholded angular error ADPIT” (TAEADPIT) loss. The new
term ALE is a regularizer that uniformly penalizes angular localiza-
tion errors, independent of how targets are spatially discretized.

7. EMPIRICAL EVALUATION OF THE TAEADPIT LOSS

We conducted experiments to assess the TAEADPIT loss. First, we
used it to �ne-tune the model trained with the equal-angle version
of our synthetic dataset. Figure 3C shows the model's angular local-
ization error as a function of elevation. We also �t a line to this plot,
which wasŷl = 0 :49� (1:1� 10� 3)x, and a second-order polyno-
mial, which waŝyq = 0 :61� (1:4� 10� 3)x � (0:31� 10� 3)x2 . The
parabola's second order coef�cient has a value of� 0:31 � 10� 3 ,
which is closer to zero compared to the one found before �ne-tuning
(� 0:42 � 10� 3). This indicates that �ne-tuning with the TAEAD-
PIT loss �attened the parabola. In other words, the model �ne-tuned

Loss ER20o F20o LECD LRCD SELD
ADPIT-base 0.69 0.24 30.43 0.43 0.55
TAEDPIT-tune 0.71 0.23 28.86 0.47 0.54
TAEDPIT 0.71 0.20 26.42 0.41 0.56
ADPIT-Fib 0.68 0.22 26.11 0.46 0.54

Table 1: Comparison of SELD model performance when train-
ing with ADPIT loss versus training with the proposed TAEAD-
PIT loss. ADPIT-base: the baseline 2022 DCASE SELD model.
TAEADPIT-tune: �ne-tuning the baseline model with TAEADPIT.
TAEADPIT: baseline model trained from scratch with TAEADPIT.
ADPIT-Fib: baseline model trained with the data spatially resam-
pled to the Fibonacci lattice and the ADPIT loss. The metrics are
the DCASE SELD challenge metrics with class-depending macro-
averaging are used (see [10]).

with the TAEADPIT loss shows more uniform localization errors as
a function of target elevation than it did before being �ne-tuned.

We also wanted to assess the TAEADPIT loss using real-world
data. First, we ensured that we could replicate the baseline DCASE
SELD 2022 model metrics using the four-channel microphone ver-
sion of the DCASE STARSS2022 dataset [14] and supplemental
synthetic data [22] (see Table 1). Next, we ran a couple of ex-
periments to assess whether the TAEDPIT loss could bene�t this
model's performance. In all experiments,� = 1 � 10� 3 in Eq.
5 (empirically-found). First, we used the TAEADPIT loss to �ne-
tune it. Then, we trained it from scratch using the TAEADPIT loss.
Table 6.1 shows the results on the DCASE SELD metrics, indicat-
ing that using the TAEADPIT loss to �ne-tune or train the SELD
model from scratch can improve its localization error while retain-
ing or only marginally impacting the classi�cation metrics.

Our results show that the TAEADPIT loss can be used to train a
SELD model using equal-angle data and improve localization met-
rics, and that it does so by reducing the larger localization error
around the equator produced by equal-angle discretization.

8. CONCLUSION

In this paper, we studied the irregularities of equal-angle spatial dis-
cretization, which results in a larger density of points at the poles
than at the equator. No previous studies have shown whether a
SELD model's performance is affected by training with equal-angle
discretized targets. We have empirically shown that equal-angle
data affects SELD model localization on the elevation axis, caus-
ing larger localization errors around the equator than at the poles.

We also studied whether discretizing targets using a uniform Fi-
bonacci lattice resulted in the same effect. We found that training
a SELD model with Fibonacci data results in more uniform local-
ization errors along the elevation axis compared to equal-angle. We
also proposed a loss function to mitigate the effect of equal-angle
by adding a thresholded angular localization error term to the AD-
PIT loss. Empirical results using our proposed loss when training a
SELD model with equal-angle showed improved localization met-
rics compared to when using the ADPIT loss.

Next, we would like to assess whether a thresholded angular
localization error in the training loss bene�ts other SELD models,
and whether the bene�t depends on audio format (i.e. FOA, HOA,
stereo) and/or localization target format (i.e. Cartesian, 3D polar).
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ABSTRACT

Automatic Audio Captioning (AAC) is the task that aims to describe
an audio signal using natural language. AAC systems take as input
an audio signal and output a free-form text sentence, called a cap-
tion. Evaluating such systems is not trivial, since there are many
ways to express the same idea. For this reason, several complemen-
tary metrics, such as BLEU, CIDEr, SPICE and SPIDEr, are used to
compare a single automatic caption to one or several captions of ref-
erence, produced by a human annotator. Nevertheless, an automatic
system can produce several caption candidates, either using some
randomness in the sentence generation process, or by considering
the various competing hypothesized captions during decoding with
beam-search, for instance. If we consider an end-user of an AAC
system, presenting several captions instead of a single one seems
relevant to provide some diversity, similarly to information retrieval
systems. In this work, we explore the possibility to consider several
predicted captions in the evaluation process instead of one. For this
purpose, we propose SPIDEr-max, a metric that takes the maximum
SPIDEr value among the scores of several caption candidates. To
advocate for our metric, we report experiments on Clotho v2.1 and
AudioCaps, with a transformed-based system. On AudioCaps for
example, this system reached a SPIDEr-max value (with 5 candi-
dates) close to the SPIDEr human score of reference.

Index Terms— audio captioning, evaluation metric, beam
search, multiple candidates

1. INTRODUCTION

Automated Audio Captioning (AAC) is the task, in which a system
takes an audio signal as input and provides a short description of its
content using natural language. AAC could be useful for hearing-
impaired people, in machine-to-machine interaction, surveillance
and information retrieval in general. In the last few years, the re-
search community has developed a keen interest in AAC, in partic-
ular thanks to the Detection and Classi�cation of Acoustic Scenes
and Events (DCASE) Challenges and Workshops1, which have pro-
vided datasets and benchmarks for this task.

Most AAC systems use deep neural networks with a sequence-
to-sequence encoder-decoder architecture, to build a semantic audio
representation and generate a valid sentence as output [1]. They
rely on models pretrained on large-scale datasets, to solve the data
scarcity issue in AAC [2, 3, 4].

In this work, we are interested in the evaluation of AAC sys-
tems. AAC evaluation borrows metrics from machine translation
and image captioning, and consists of comparing a candidate cap-
tion to one or several manually produced captions of reference.

1http://dcase.community/

Since evaluating text generated automatically is a dif�cult problem,
several metrics are used in combination. We investigate in particular
the SPIDEr metric [5], a short name used to designate the average of
two metrics called Consensus-based Image Description Evaluation
(CIDEr) [6] and Semantic Propositional Image Caption Evaluation
(SPICE) [7]. SPIDEr is used, for instance, in the DCASE yearly
challenges to rank the participant AAC systems2.

In this paper, we report experiments using the AAC system we
developed to participate in the DCASE 2022 AAC task. Like most
AAC systems, we use a beam search decoder that allows to generate
several candidate captions. The most likely one is used to compute
the SPIDEr score of our system. A strong limitation of SPIDEr,
in our opinion, is that only one caption candidate is considered for
evaluation. As we shall illustrate in this paper, two correct captions
that differ by a single word may have very different SPIDEr scores,
if one of the words happens to be in the caption(s) of reference.
To overcome this issue, we propose a metric that we call SPIDEr-
max, which takes into account multiple candidates for a single audio
recording.

2. METRICS

In the literature, most AAC systems are evaluated using the CIDEr,
SPICE or SPIDEr metrics. These metrics come from the �eld of
image captioning and evaluate a single candidate caption against a
reference set.

2.1. CIDEr

CIDEr [6] is a metric based on the TF-IDF (term frequency-inverse
document frequency) scores of each n-gram of the candidate and
reference sentences. TF-IDF is used to give a higher weight to in-
frequent n-grams and lower weight to frequent n-grams.

The CIDEr metric calculation starts by stemming all the words
and compute all the n-grams of size 1 toN across all candidates and
references. The frequency of each n-gram in references are used to
compute TF-IDF of all captions. This means that the score of each
candidate does not only depend on its corresponding references, but
also on all the other references of the corpus being evaluated. Then,
the TF-IDF scores are vectorized and used to compute cosine sim-
ilarity between the candidate and each reference. The similarities
are rescaled by a factor of 10 and averaged across the references
to get the �nal score of the candidate. All the scores are averaged
again to get the global score on a dataset.

The CIDEr-D metric is a more robust version of CIDEr sup-
posed to be closer to human judgement. It removes the stemming
operation to take into account the tense and plural of words, adds

2http://dcase.community/challenge2022/
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a penalty factor, and limits the maximum occurrence of candidate
n-grams to penalize longer repetitive sentences. The penalty is mul-
tiplied by a similarity measure based on the length of the candidate
c and the referencer :

Penalty(c; r ) = exp
�

�
(jcj � j r j)2

2� 2

�
(1)

Some AAC papers do not specify which version of CIDEr they
use, but in this paper we report CIDEr-D scores as used in the
DCASE challenge. We use the default settings of CIDEr-D with
the maximum n-gram sizeN set to 4, and the hyperparameter�
used for the penalty set to 6.

2.2. SPICE

SPICE [7] attempts to extract the semantic content of a sentence.
Sentences are used as input to a Probabilistic Context-Free Gram-
mar dependency parser[8], with several additional rules to build a
dependency tree where each node is a word and each edge is a syn-
tactic dependency. Custom rules are used to compute another graph,
a “semantic scene graph”, comprised of three types of nodes: ob-
jects, attributes and relations. Attributes are linked to a single ob-
ject, and relations connect objects between them. The reference
graphs are merged into one to be compared with a candidate graph.
Then, the scene graphs are converted into lists of word tuples. An
object is a tuple with the object name, an attribute is a tuple of two
words with the object and attribute names, and a relation is a tuple
of three words containing the two objects connected and the rela-
tion names. Finally, the list is binarized for the candidate and the
references, and used to compute an F-Score.

The M-SPICE metric [9] is a variant of SPICE, which takes
multiple candidates for a single audio. This metric was introduced
to evaluate the diversity of the words used in multiple candidates
generated by stochastic decoding methods. The only difference is
that the semantic graph of each candidate is merged into one, ex-
actly as for the reference list. The other steps remain the same.

2.3. SPIDEr

SPIDEr [5] is a metric originally used as a cost function to optimize
a model on SPICE and CIDEr-D at the same time. SPIDEr is the
average of CIDEr-D and SPICE, and is supposed to have the bene-
�ts of both previous metrics. Since CIDEr-D gives a score between
0 and 10 and SPICE between 0 and 1, the SPIDEr score is between
0 and 5.5, which is quite uncommon for a metric. SPIDEr is usually
the metric used in AAC papers to compare models, even if other
machine-translation metrics like BLEU [10], ROUGE-L [11], and
METEOR [12] scores are also reported.

3. SYSTEM DESCRIPTION

3.1. Datasets

The Clotho v2.1 dataset [13] is an audio captioning dataset contain-
ing 6974 audio �les of approximately 43.6 hours from Freesound
between 15 and 30 seconds. Each audio is described by 5 cap-
tions annotated by humans. The dataset is divided in 3 different
splits: development, validation and evaluation, which corresponds
to development-training, development-validation and development-
testing, the conventional names used in the DCASE Challenge. In
this paper, we use these names. The training subset contains 217362
words with a caption length between 8 and 20 words.

AudioCaps [14] is another audio captioning dataset contain-
ing 49838 training �les of approximately 136.6 hours from Au-
dioSet [15], a large audio tagging dataset with audio extracted from
YouTube. AudioCaps contains only 1 caption per audio in the train-
ing subset and 5 captions for the validation and testing subsets.
Since YouTube removes videos uploaded by users for various rea-
sons, our version of AudioCaps contains only 46230 over 49838
�les in training subset, 464 over 495 in validation subset and 912
over 975 �les in testing subset. Our training subset contains 402482
words with a caption length between 1 and 52 words.

To extract audio features, we resample audio signals to 32 kHz
and compute log-Mel spectrograms with a window size of 32 ms, a
hop size of 10 ms and 64 Mel bands. All captions are put in low-
ercase and punctuation characters are removed. We used the spaCy
tokenizer [16] to split sentences into words, resulting in a vocabu-
lary of 4370 tokens for Clotho and 4724 words for AudioCaps.

3.2. Model architecture

We adopt a standard encoder-decoder structure used in most AAC
systems, with a pre-trained encoder to extract audio features and a
transformer decoder to generate our captions. The encoder is the
CNN10 model, a convolutional network from the Pretrained Audio
Neural Networks study (PANN) [2]. We used the weights available
on Zenodo3 to initialize the model at the beginning of the train-
ing. An af�ne layer was added to project 512-dimensional to 256-
dimensional embeddings. We kept the time axis of the audio em-
bedding used as input for the decoder.

The decoder is a standard transformer decoder [17]. It takes the
audio embeddings as inputs and all the previous words predicted.
The word embeddings are randomly initialized and learned dur-
ing training. We use teacher forcing with cross-entropy to train the
model. During the testing phase, captions are generated using beam
search, and we select the best candidate using the probability of the
sentenceP given by the model. The combination of our encoder
and decoder is simply named “CNN10-Transformer”.

3.3. Experimental setup

We trained models for 50 epochs, on both datasets separately. To
optimize our networks, we used Adam [18], with a learning rate set
to 5:10� 4 at the �rst epoch, a10� 6 weight decay, a 0.9� 1 and 0.999
� 2 , and� set to10� 8 . We used a cosine learning rate scheduler with
the following rule:

lrk =
1
2

�
1 + cos

� k�
K

� �
lr0 (2)

with k being the current epoch index, andK the total number of
epochs.

The transformer decoder uses an embedding dimensiondmodel

of 256, four attention headsh, six stacked standard decoder lay-
ers, and a global dropoutPdrop set to 0.2. The last af�ne layer
projects the 256-dimensional embeddings to an output of the vo-
cabulary size of the dataset. We used label smoothing to reduce
over�tting, set to 0.1 for AudioCaps and 0.2 for Clotho. In order
to avoid gradient explosion, we clip gradients by a maximal L2-
norm value set to 10 and 1 for AudioCaps and Clotho, respectively.
During testing, beam size is set to 8 for Clotho and 2 for Audio-
Caps. The �nal encoder-decoder model results in 16M trainable

3https://zenodo.org/record/3987831
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parameters. We also used SpecAugment [19] as audio data aug-
mentation with two bands dropped on the time axis with a maximal
size of 64 bins and one band dropped on the frequency axis with a
maximum size of two bins. Our implementation uses PyTorch [20],
PyTorch-Lightning [21] and our aac-datasets4 package to download
and manage audio captioning datasets.

4. SPIDEr RESULTS

Results on Clotho and AudioCaps of our model CNN10-
Transformer are shown in Table 1. Standard deviations of our model
are very small (0.001 and 0.004 for Clotho and AudioCaps, respec-
tively). Cross-reference scores are computed by using one of the
reference as a candidate and the four others as references �ve times.

Table 1: SPIDEr scores on Clotho v2.1 and AudioCaps with state-
of-the-art results and cross-reference scores.

System Clotho AudioCaps

Best 0.320 [22] 0.465 [4]
Human N/A 0.565 [14]
Cross-Referencing 0.573 0.564

CNN10-Transformer (ours) 0.247 0.401

Our model performs much better on AudioCaps than Clotho,
with a SPIDEr score of 0.401 and 0.247, respectively. It is also
closer to the cross-reference and human scores in AudioCaps. This
is probably due to the fact that the CNN10 encoder has been pre-
trained on AudioSet, which is a superset of AudioCaps. In addition,
the captions in AudioCaps are simpler than those in Clotho, with
shorter sentences and a relatively smaller vocabulary. The current
best score on AudioCaps is also much closer to the cross-reference
top score (0.100 difference) than the one on Clotho (0.253 differ-
ence).

5. SPIDEr LIMITATIONS

5.1. The SPIDEr score varies greatly between beam search can-
didates

Tables 2 and 3 show examples of candidates and captions of ref-
erence, one from Clotho, one from AudioCaps. The probabilityP
given by the model is also indicated. It used to select the best can-
didate among the beam search hypotheses. We also reported the
SPIDEr score associated to each candidate.

In the Clotho example, the most likely caption candidate is also
the one with the highest SPIDEr score, based on the fact that the
rather rare word “tin” was found by the automatic system. Thus,
in this example, the differences observed between the various hy-
potheses seem justi�ed. On the contrary, in the second example,
from AudioCaps, the most likely automatic caption is different from
the one with the highest SPIDEr score.

The agreement accuracy between the best candidate according
either to the likelihood and to the SPIDEr score is only of 26.5% on
Clotho, and 22.6% on AudioCaps. The correlation coef�cient on all
the likelihoods and the SPIDEr scores is 0.224 on Clotho and 0.259
on AudioCaps. This shows that the maximum candidate likelihood
P does not select the best caption according to the SPIDEr score.

4https://pypi.org/project/aac-datasets

Table 2: Captions for the Clotho development-testing �le named
“rain.wav”.

Candidates P SPIDEr

heavy rain is falling on a roof 0.361 0.562
heavy rain is falling on atin roof 0.408 0.930
a heavy rain is falling on a roof 0.369 0.594
a heavy rain is falling on the ground 0.351 0.335
a heavy rain is falling on the roof 0.340 0.594

References

heavy rain falls loudly onto a structure with a thin roof
heavy rainfall falling onto a thin structure with a thin roof
it is raining hard and the rain hits a tin roof
rain that is pouring down very hard outside
the hard rain is noisy as it hits a tin roof

Table 3: Captions for an AudioCaps testing �le (id: `jid4t-FzUn0').

Candidates P SPIDEr

a woman speaks and a sheep bleats 0.475 0.190
a woman speaks and agoatbleats 0.464 1.259
a man speaks and a sheep bleats 0.464 0.344
an adult male speaks and a sheep bleats 0.450 0.231
an adult male is speaking and a sheep bleats 0.491 0.189

References

a man speaking and laughing followed by a goat bleat
a man is speaking in high tone while a goat is bleating one time
a man speaks followed by a goat bleat
a person speaks and a goat bleats
a man is talking and snickering followed by a goat bleating

5.2. Can we choose a better candidate automatically?

Selecting automatically the best candidate among the beam search
hypotheses is a dif�cult problem: most candidates are very similar
and usually describe the same events with different words. Fig-
ure 1 shows the histogram of the beam hypothesis indices that give
the maximum SPIDEr score possible, for each candidate list when
using a beam size of �ve. It reveals that no beam index seems bet-
ter than anothera priori. The same conclusion can be drawn with
Clotho. We tried to automatically select the best candidate using
several features: vocabulary size, sentence length, and even with a
shallow neural network trained to rank the sentences, but all these
approaches failed to signi�cantly improve the global SPIDEr score.

Figure 1: SPIDEr best beam indexes on AudioCaps testing subset
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To overcome these limitations, we propose to consider all the
candidates produced by the model and select the best SPIDEr score
between them with a new metric.

6. SPIDEr-max

6.1. De�nition

We propose SPIDEr-max, de�ned by the following equation:

SPIDEr-max(C; R) = max
i

SPIDEr(Ci ; R) (3)

whereC is a list ofN caption candidates andR a list of references.
It consists of retaining the largest SPIDEr score among the

scores calculated for a set of caption candidates, to avoid having
to choose a single hypothesis. The SPIDEr-max values are between
0 and 5.5, like the SPIDEr score. The source code in PyTorch will
be made available on GitHub5 upon paper acceptance.

6.2. Results

The score of SPIDEr-max highly depends on how many candidates
we use, so we report results with various beam sizes in �gures 2
and 3 for AudioCaps and Clotho, respectively. We varied the beam
size from 1 to 10. If we imagine a human end-user, proposing at
most 5 candidates captions would be reasonable, in our opinion.

Figure 2: SPIDEr and SPIDEr-max scores with different beam
sizes, calculated on the AudioCaps testing subset with CNN10-
Transformer.

On AudioCaps, the SPIDEr-max score increases rapidly above
the score of our model from 0.401 to 0.473 with only a beam size
of two. The scores continue to rise above the human SPIDEr score
(0.565), meaning that our model is already producing human-like
captions, but fail to select them, if we take the maximum likelihood
criterion.

On Clotho, the scores also increase with a higher beam size, but
they do not reach the cross-reference score on the �rst beam sizes.
This is probably due to the references of Clotho, which show more
diversity in terms of vocabulary and n-grams than AudioCaps.

We also tried to compute the SPIDEr-max score for a beam size
equal to 100, which gave 0.953 on AudioCaps and 0.535 on Clotho,
but we decided to focus on a few candidates, as it would be more
realistic in a real scenario, where, for instance, automatic captions
are proposed to an end-user.

5https://github.com/Labbeti/spider-max

Figure 3: SPIDEr and SPIDEr-max scores with different beam
sizes, calculated on the Clotho development-testing subset with
CNN10-Transformer.

6.3. Why such a boost in SPIDEr-max?

As we saw in the previous section, SPIDEr-max increases rapidly
and even outreaches the human SPIDEr score on AudioCaps. We
also noticed that predicting a correct infrequent n-gram seems to
drastically improves the score of a candidate, probably due to the
CIDEr-D metric based on the TF-IDF of the n-grams. To see if
there is a relation between TF-IDF and the SPIDEr and SPIDEr-
max scores, we computed the difference between them with the best
candidate given by the model and the best one given by the SPIDEr
score for various beam sizes.

The correlation value between this variation of TF-IDF and
SPIDEr scores is almost one for AudioCaps and Clotho. It suggests
that the candidates selected by SPIDEr-max have a much higher
TF-IDF than those selected by the model probabilities, which ap-
pears to signi�cantly increase the CIDEr-D score and, thus, also the
SPIDEr-max score.

7. CONCLUSION

In this paper, we showed that the SPIDEr score is very sensitive to
the words used in the caption candidates, so we proposed a new
metric, SPIDEr-max, that takes into account multiple candidates
for each audio recording. The scores of SPIDEr-max compared
to human scores of SPIDEr show that our model already produces
human-like caption candidates, but selecting the caption with the
highest SPIDEr score is not trivial. As future work, we are inter-
ested to study other metrics that do not use TF-IDF, such as model-
based metrics like BERTScore [23] or FENSE [24]. We also look
forward to testing SPIDEr-max with new models to see if our �nd-
ings are repeated across architectures and training methods.
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L. U. Vogelsang, B. Vanroy, R. Balakrishnan, V. Mazaev, and
GregDubbin, “explosion/spaCy: v3.2.1: doccleaner compo-
nent, new Matcher attributes, bug �xes and more,” Dec. 2021.

[17] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones,
A. N. Gomez, L. Kaiser, and I. Polosukhin, “Attention is all
you need,”CoRR, vol. abs/1706.03762, 2017.

[18] D. P. Kingma and J. Ba, “Adam: A Method for Stochas-
tic Optimization,” arXiv:1412.6980 [cs], Jan. 2017, arXiv:
1412.6980.

[19] D. S. Park, W. Chan, Y. Zhang, C.-C. Chiu, B. Zoph, E. D.
Cubuk, and Q. V. Le, “SpecAugment: A Simple Data Aug-
mentation Method for Automatic Speech Recognition,” in
Proc. Interspeech 2019, 2019, pp. 2613–2617.

[20] A. Paszke, S. Gross, F. Massa, A. Lerer, J. Bradbury,
G. Chanan, T. Killeen, Z. Lin, N. Gimelshein, L. Antiga,
A. Desmaison, A. Kopf, E. Yang, Z. DeVito, M. Raison,
A. Tejani, S. Chilamkurthy, B. Steiner, L. Fang, J. Bai, and
S. Chintala, “Pytorch: An imperative style, high-performance
deep learning library,” inproc. NeurIPS, 2019, pp. 8026–
8037.

[21] W. Falcon and .al, “Pytorch lightning,”GitHub. Note:
https://github.com/PyTorchLightning/pytorch-lightning,
vol. 3, 2019.

[22] X. Xu, Z. Xie, M. Wu, and K. Yu, “The SJTU system for
DCASE2022 challenge task 6: Audio captioning with audio-
text retrieval pre-training,” DCASE2022 Challenge, Tech.
Rep., July 2022.

[23] T. Zhang, V. Kishore, F. Wu, K. Q. Weinberger, and Y. Artzi,
“BERTScore: Evaluating Text Generation with BERT,”
arXiv:1904.09675 [cs], Feb. 2020, arXiv: 1904.09675.

[24] Z. Zhou, Z. Zhang, X. Xu, Z. Xie, M. Wu, and K. Q.
Zhu, “Can Audio Captions Be Evaluated with Image Cap-
tion Metrics?” Jan. 2022, number: arXiv:2110.04684
arXiv:2110.04684 [cs, eess].

70



Detection and Classi�cation of Acoustic Scenes and Events 2022 3-4 November 2022, Nancy, France

MULTI-SCALE ARCHITECTURE AND DEVICE-AWARE DATA-RANDOM-DROP BASED
FINE-TUNING METHOD FOR ACOUSTIC SCENE CLASSIFICATION

Joo-Hyun Lee� , Jeong-Hwan Choi� , Pil Moo Byun� , and Joon-Hyuk Chang

Department of Electronic Engineering, Hanyang University, Seoul, Republic of Korea
f jhyun42, brent1104, fordream0309, jchangg@hanyang.ac.kr

ABSTRACT

We propose a low-complexity acoustic scene classi�cation (ASC)
model structure suitable for short-segmented audio and �ne-tuning
methods for generalization to multiple recording devices. Based on
the state-of-the-art architecture of the ASC, broadcasting-ResNet
(BC-ResNet), we introduce BC-Res2Net that uses hierarchical
residual-like connections within the frequency- and temporal-wise
convolutions to extract multiscale features while using fewer pa-
rameters. We also incorporate the attention and aggregation method
proposed in short-utterance speaker veri�cation with BC-Res2Net
to achieve high performance. In addition, we train the model with
a novel �ne-tuning method using a device-aware data-random-drop
to avoid optimization for only a few devices. When the amount of
data differed for each device in the training dataset, the proposed
method gradually dropped the data of the primary device from the
mini-batch. The experimental results on the TAU Urban Acous-
tic Scenes 2022 Mobile development dataset demonstrated the ef-
fectiveness of multi-scale modeling in short audio. Furthermore,
the proposed training strategy signi�cantly reduced the multi-class
cross-entropy loss for various devices.

Index Terms— Acoustic scene classi�cation, multi-scale, data
imbalance, �ne-tuning, short-segmented audio

1. INTRODUCTION

Remarkable progress in acoustic scene classi�cation (ASC) has
been accomplished with the development of deep learning, and sev-
eral studies have recently been conducted to implant deep neural
networks (DNNs) into low-resource devices that are suitable for
practical applications [1, 2]. Notably, the Detection and Classi�-
cation of Acoustic Scenes and Events (DCASE) Challenge have
been held with various audio tasks, including ASC, and contributes
to advance computational environmental audio analysis techniques.
In DCASE Task 1, ASC systems should satisfy constraints such as
data imbalance depending on the recording device, low complexity
limitations, and short audio input while ensuring high classi�cation
accuracy [3,4].

Owing to the limitation on the number of parameters, con-
volutional neural networks (CNNs) are preferred over DNNs for
ASC models. To further enhance the feature extraction capa-
bility of CNNs, the ResNet [5] structure and depth-wise separa-
ble CNNs (DW-CNNs) [6] were adopted in [7] and [8], respec-
tively. Moreover, the modi�ed MobileNet [9], Ef�cientNet [10],
and broadcasting-ResNet (BC-ResNet) [11] structures, which were
designed to consider computational power, exhibited excellent per-
formance [3,12]. To improve the generalization of the model to the

* Equal contributions.

multiple devices, ResNorm was proposed with BC-ResNet, which
normalized the frequency bands with the residual path [12].

Several studies introduced the model architecture in the speaker
veri�cation �eld, which focused on the frequency of speech and
channels in CNN to improve the veri�cation performance in short-
duration speech [13–15]. Liuet al. [14] conducted a multiscale
frequency-channel attention (MFA) framework with frequency-
channel attention and Res2Net structure [16], which learned mul-
tiscale features to emphasize the signi�cant frequency and channel
components. Junget al. [15] proposed a feature pyramid module
(FPM) that upsamples in a top-down pathway to effectively aggre-
gate various-resolution feature maps.

This paper introduces two strategies for generalized ASC for
various devices under low complexity and short input time condi-
tions: improving the model structure, and training with a novel �ne-
tuning method. Inspired by Res2Net, we propose BC-Res2Net that
are accomplished by modifying the BC-ResNet structure with mul-
tiscale modeling to increase the receptive �eld size of each CNN.
We integrate the BC-Res2Net with MFA and FPM, which effec-
tively extract and aggregate features from short speech signals, to
construct the ASC model. Subsequently, we perform device-aware
data-random-drop-based �ne-tuning that drops data of the selected
device in batch-level processing for the pretrained model to obtain
consistent performance in various recording devices. We choose the
device that recorded the most in the training dataset. We do not drop
the data at the beginning of the �ne-tuning but gradually increased
the drop rate to a given parameter. In addition, we add regulariza-
tion with a cross-entropy loss to avoid over�tting devices that are
not selected.

2. ASC MODEL ARCHITECUTRE

2.1. BC-Res2Net structure

Broadcasted residual learning [11] residually connects two-
dimensional (2D) and one-dimensional (1D) feature maps with
the input. These different sized feature maps are extracted by
frequency-wise 2D and temporal-wise 1D DW-CNNs, respectively,
and they contain frequency and frequency-aware temporal features.
To correct the size mismatch, the output of the 1D DW-CNN, a 1D
feature map is broadcast along the frequency axis. This residual
connection was combined with basic structures such as ResNet and
Transformer [17] to obtain state-of-the-art results in various audio
and speech �elds [11, 12, 18] where it is paramount to effectively
capture frequency-time characteristics.

Res2Net, however, computes more ef�ciently than the con-
ventional convolution-based structure because it comprises several
CNNs connected in a hierarchical residual-like manner. In particu-
lar, the input feature map is sliced precisely with the same channel
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Figure 1: BC-Res2Net structure.

size of CNNs. Each partitioned feature subset has a correspond-
ing CNN that is fed while being sequentially added to the output of
the previous CNN. The CNN outputs have various receptive �eld
sizes owing to the multiscale operation. To extract the frequency
and frequency-aware temporal features in a multiscale manner, we
propose the BC-Res2Net that converts the frequency- and temporal-
wise convolution of the BC-ResNet into a Res2Net structure. Fig-
ure 1 shows the network blocks of the BC-Res2Net comprisingF 2 ,
F 1 , frequency average pooling, and point-wise 1D CNN, whereF 2

andF 1 denote the Res2Net style 2D and 1D convolutions includ-
ing nonlinear functions, respectively. Because the transition block
is used when the given input and output feature map sizes are as-
signed differently, we describe the proposed structure based on the
normal blocks.

The input feature mapX 2 RC � F � T is sliced intoS subfea-
ture maps along with the channel axis, and the feature map subset
is denoted byf x 1 ; x 2 ; :::; x sg. Except for the �rst subfeature map
x 1 , eachx i 2 RC=S � F � T has a corresponding frequency-wise
2D DW-CNN with a kernel size of3 � 1 and subspectral normal-
ization [19], denoted byf 2C;i (�) andf SSN;i (�), respectively. The
feature subsetx i is sequentially fed intof 2C;i (�) andf SSN;i (�), af-
ter adding the output off SSN;i � 1(�). The overall process forF 2

can be formulated as follows:

F 2(x i ) =

8
><

>:

x i ; if i = 1
f SSN;i (f 2C;i (x i )) ; if i = 2
f SSN;i (f 2C;i (x i + F 2(x i � 1))) ; otherwise

(1)

Frequency average pooling is applied after concatenating the set of
outputsf F 2(x 1); F 2(x 2); :::; F 2(x s )g along the channel axis. The
obtained feature mapY 2 RC � 1� T is then fed intoF 1 to extract
the temporal characteristics.F 1 can be expressed as follows:

F 1(yi ) =

8
><

>:

yi ; if i = 1
f ReLU;i (f 1C;i (yi )) ; if i = 2
f ReLU;i (f 1C;i (yi + F 1(yi � 1))) ; otherwise

(2)

whereyi 2 RC=S � 1� T denotes the subfeature map ofY that is
sliced intoS along with the channel axis, andf 1C;i , andf ReLU;i (�)

denote a corresponding temporal-wise 1D DW-CNN with a kernel
size of3 and the ReLU activation, respectively. The following oper-
ations are performed sequentially: concatenating outputs ofF 1 into
one, point-wise convolution, channel-wise dropout, and expanding
the feature map sizeRC � 1� T to RC � F � T along with the frequency
axis. Finally, batch normalization with ReLU activation is applied
after combining the output with two auxiliary residuals that the in-
put identity and result ofF 1 . Note that the BC-Res2Net operates
with fewer CNN parameters than the BC-ResNet because the �rst
subfeature map sliced fromF 2 andF 1 does not proceed with con-
volution. The transition block differs from the normal block in two
ways: auxiliary point-wise 2D CNN is applied beforeF 2 to change
the input channel size, and there is no residual connection for iden-
tity due to the size difference between the input and output.

2.2. ASC model for MFA and FPM

Short audio or speech makes feature extraction dif�cult because
of insuf�cient temporal information. Several studies have focused
on adding or enhancing the DNN structure in speaker veri�cation
�elds to overcome performance degradation under short-utterance
situations. In this study, we combined MFA and FPM, which im-
proved the feature maps using the attention mechanism and aggre-
gated the features from multiple resolutions, respectively, with the
BC-Res2Net structure to introduce the ASC model for short audio.

Table 1: Architectures of proposed BC-Res2Net-based ASC model.
T ,F , andC denote the number of time sequences, frequency bins,
and CNN channel respectively. Input feature size is1 � F � T .

Output size Stage Operator

2C � F=2 � T=2 Stem
Conv2D

�
5 � 5

�
, stride 2

BatchNorm + MFA

C � F=2 � T=2 Stage 1
BC-Res2Net� 2
ResNorm + MFA

1:5C � F=4 � T=4 Stage 2
Max-pool

�
2 � 2

�

BC-Res2Net� 2
ResNorm + MFA

2C � F=8 � T=8 Stage 3
Max-pool

�
2 � 2

�

BC-Res2Net� 2
ResNorm + MFA

2:5C � F=8 � T=8 Stage 4
BC-Res2Net� 3
ResNorm + MFA

4C � 1 � 1 Aggregation FPM
# Classes� 1 � 1 Classi�er Linear

The overall architecture is presented in Table 1. Assigning the
importance of the frequency channel components for all the outputs
is necessary because the output of each stage has a different resolu-
tion and receptive �eld. Therefore, we apply MFA to Stem and ev-
ery stage after ResNorm. Figure 2 shows the FPM aggregating the
MFA output of each stage in a bottom-up pathway, where the base
CNN channel of the proposed model is set to40. The last three fea-
ture maps are upsampled to the size ofRC � F= 2� T= 2 , which is the
same as the output of Stage 1. We considered the average of four
feature maps across the frequency-temporal dimension and concate-
nated them into a single feature map with a size ofR4C � 1� 1 . The
upsampling method of the FPM is converted into the pixel shuf�e
method [20] for greater ef�ciency compared to the transposed con-
volution method proposed in [15]. The output of FPM is reshaped
through a linear layer according to the number of classes.
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Figure 2: Proposed BC-Res2Net-based ASC model architecture.

3. FINE-TUNING METHOD USING DEVICE-AWARE
DATA-RANDOM-DROP

When we train the ASC model with a signi�cantly different amount
of data for each device, the model undertakes greater effort to char-
acterize a few speci�c devices occupying a large percentage of the
dataset than to represent the general features of the overall device.
To alleviate this issue, we load a pre-learning model that neglected
the device types and �ne-tuned the model by removing data from
speci�c devices. Before �ne-tuning, the last linear layer that classi-
�ed the scenes is initialized and retrained to become more device-
agnostic. Next, we �ne-tune the model using the suggested device-
aware data-random-drop method. It selects the device with the most
data from the dataset and manages the mini-batch for every step by
randomly removing data from it. However, an excessive drop of
speci�c devices from the training process can lead to poor ASC
performance owing to a lack of data diversity Therefore, inspired
by curriculum learning [21], we design a method in which the data-
drop rate is initialized with zero and then increased step-wise. The
drop rate gradually increases with the shape of the sigmoid function
from zero to the given parameter. Furthermore, we add regular-
ization to minimize the square weight difference between the �ne-
tuning and pretrained model parameters to prevent excessive loss of
information from the selected device as given by:

L = L C + �
X

i

(� i � e� P;i )2 ; (3)

whereL , L C , and� denote the total loss, classi�cation loss, and
scaling factor of regularization, respectively.� and e� P denote the
�ne-tuned and pretrained model parameters, respectively, except for
the classi�er layer. The pretrained model parameters are stored in
advance.

4. EXPERIMENTAL SETUP

4.1. Datasets and preprocessing

The TAU Urban Acoustic Scenes 2022 Mobile Development dataset
[4] had the same format as the 2020 development dataset [3], same
sample rate of 44.1 kHz and 24 bits. However, this 2022 dataset
segments were signi�cantly shorter (1 s) compared to the last 2020
development set (10 s). In addition, the number of segments grew
tenfold as the 2020 dataset split the 2022 dataset by 1 s.

Table 2: Ablation study of the BC-Res2Net evaluated on the TAU
Urban Acoustic Scenes 2022 Mobile development dataset. (Acc.
indicates the top-1 test accuracy(%).)

Systems # Params MACs Log Loss Acc.
BC-ResNet-40 88.1K 17.21M 1.327 57.1
BC-Res2Net-40 85.8K 15.89M 1.235 59.1
w/ MFA 123.6K 17.45M 1.198 59.3
w/ FPM 93.6K 17.06M 1.212 59.5
w/ MFA & FPM 126.6K 26.76M 1.167 60.8

Table 3: Log loss and top-1 test accuracy (%) comparison for differ-
ent duration of test audio on the TAU Urban Acoustic Scenes 2020
Mobile development dataset. (Dur. indicates durations.)

Dur. BC-ResNet-40 BC-Res2Net-40
BC-Res2Net-40
w/ MFA & FPM

1 s 1.327 / 57.1 1.235 / 59.1 1.167 / 60.8
2 s 1.285 / 57.8 1.190 / 60.3 1.146 / 61.6
5 s 1.301 / 56.7 1.185 / 59.7 1.172 / 60.5
10 s 1.315 / 56.3 1.195 /58.7 1.192 / 59.5

The audio segments were ten types of acoustic scenes from ten
cities, recorded from three real devices (A, B, and C) and six sim-
ulated devices (S1–S6). According to the train-split method of [4],
development dataset 2022 was separated into training and test sub-
sets comprising 139,970 and 29,680 segments, respectively. In the
training subset, the data for Device A accounted for 73% of the
total. In the test split, the data from all the devices were evenly
distributed. The test split contained data recorded with devices S4-
S6, which were excluded in the training data split. The evaluation
dataset was provided without labels for submitting the results.

We used the log Mel spectrum as the input feature for our sys-
tem. The input features were prepared through three steps: down-
sampling from 44.1 kHz to 16.0 kHz, log Mel spectrum feature ex-
traction, and data augmentation. The log Mel spectrograms were
256-dimensional, extracted with 2048 samples of the Hanning win-
dow, and 512 sample shifts. The input feature size obtained using
the preprocessing method mentioned was [1, 256, 32]. The time-
rolling method was used for time-domain augmentation. The input
audio was randomly rolled along the time axis, ranging from -0:5-
0:5 s, with out-of-range parts shifted to the other side. Specaug-
ment [22], except time wrapping, was also employed with two fre-
quency and temporal masks each. Mask parameters of 40 and 4
were used for the frequency and temporal masks, respectively. Each
time-rolling and Specaugment mask was applied with a probability
of 0.8. We also applied Mixup [23] with� = 0 :3 to the acoustic
feature space.

4.2. Implementation details

We trained the BC-Res2Net-based ASC model with pretraining and
�ne-tuning phases. In the pretraining phase, the AdamW optimizer
[24] with a weight decay of0:05 was used over300epochs, and the
mini-batch size was set to512. Warmup [25] was applied, where the
learning rate linearly increased from 1e-8 to0:01 over the �rst ten
epochs and decayed to zero with a cosine annealing scheduler [26].
We applied a device-aware data-random-drop, treating the selected
Device A as an excluded recording device in the �ne-tuning phase.
The mixup was disabled to correct the mismatch between the train-
ing and test conditions. The scaling factor of regularization was0:4,
and the AdamW optimizer with a weight decay of 1e-8 and �xed

73



Detection and Classi�cation of Acoustic Scenes and Events 2022 3-4 November 2022, Nancy, France

Table 4: Device-wise top-1 test accuracy (%) and overall log loss comparison of proposed �ne-tuning method according to maximum drop
rate on the TAU Urban Acoustic Scenes 2022 Mobile development dataset. (Acc. indicates the top-1 test accuracy (%).)

Systems
Fine-tuning Seen device Unseen device Average
(Drop rate) A B C S1 S2 S3 S4 S5 S6 Log loss / Acc.

7 72.0 64.5 68.2 62.7 59.5 64.2 54.4 56.4 45.3 1.167 / 60.8
3 (0.00) 72.8 68.1 69.7 63.1 62.0 66.2 53.4 56.0 47.6 1.083 / 62.1

BC-Res2Net-40 3 (0.50) 73.0 67.8 70.1 62.9 61.6 66.5 55.2 56.8 48.4 1.085 / 62.5
w/ MFA & FPM 3 (0.90) 73.2 68.0 69.4 63.7 61.6 66.2 55.2 57.3 49.0 1.076 / 62.6

3 (0.99) 72.7 67.2 70.3 63.0 62.2 66.0 55.9 57.4 48.8 1.081 / 62.6

Figure 3: Top-1 test accuracy comparison of the BC-Res2Net and
the BC-ResNet according to model parameters and MACs.

learning rate of 1e-5 was used. For the model structure, bothF 2

andF 1 of the BC-Res2Net were sliced into four subchannels. Sub-
spectral normalization [19] with four sub-bands and ResNorm with
0:1 (hyperparameter of the identity shortcut path,) were applied to
the BC-Res2Net.

5. RESULT

We evaluated the result in terms of the top-1 test accuracy and
multiclass cross-entropy (log loss). We also reported the number
of model parameters and multiply-accumulate operations (MACs)
were used to observe computational complexity. Figure 3 shows
the comparison of the BC-ResNet and BC-Res2Net when the base
CNN channel size increases from 40 to 80. For all the CNN chan-
nel sizes, the BC-Res2Net achieves higher accuracy than the BC-
ResNet while having small MACs and model parameters. Table 2
presents the effects of the proposed structural modi�cations on the
ASC model. The BC-Res2Net-40 requires 2.6% fewer parameters
and 7.7% fewer MACs than the BC-ResNet-40 but performs bet-
ter in terms of log loss and accuracy. When MFA and FPM were
applied to the BC-Res2Net, the accuracy improved by 0.2% and
0.3%, respectively; when both were applied, the accuracy improved
by 1.7%. Table 3 shows the results for the short audio conditions.
We evaluated the cropped test data with the given duration within
each 10 s audio of the 2020 data. The BC-Res2Net performed better
than the BC-ResNet for all the test lengths; in particular, the model
that added MFA and FPM to the BC-Res2Net obtained better re-
sults at shorter durations of 1 s and 2 s. These results show that
the BC-Res2Net extracts the information required to classify the
scenes more effectively than the BC-ResNet, and using MFA and
FPM additionally assists in classifying sound in short-segmented
audio. Table 4 presents the effect of the �ne-tuning method based on
the maximum drop rate. Compared with the pretrained model, the
overall accuracy and log loss improved by 0.084 and 1.3%, respec-
tively; when the �ne-tuning was applied without data-random-drop,

and better performance was achieved when the drop was applied to
the selected Device A. Maximum drop rate of 0.9 exhibited the best
average log loss and accuracy, and achieved signi�cant improve-
ments of 0.091 and 1.8%, respectively, compared to the case when
�ne-tuning was not applied. In particular, on the seen device, the
performance of multiple devices including Device A was improved
evenly, and the performance improvement was observed even in the
unseen device, showing that the proposed �ne-tuning method bene-
�ts generalization of the device.

6. RELATIONSHIPS WITH TECHNICAL REPORT

In a technical report [27], quantization-aware training (QAT) [28]
was additionally introduced to satisfy the quantization conditions of
INT8. The log loss and accuracy of the QAT-applied BC-Res2Net-
40-based ASC model were degraded to be 1.193 and 60.3%, respec-
tively, compared with the results without quantization. We submit-
ted the outputs of the two systems with the proposed �ne-tuning in
QAT environment. To investigate the effect of the proposed �ne-
tuning according to the regularization scaling factor, we submitted
systems results trained with the �ne-tuning method with a drop rate
of 0.9 and the regularization factors with 0.04 and 0.4. Each result
achieved log losses of 1.072 (Acc. 62.2%) and 1.065 (Acc. 62.6%),
respectively, for the test set of the development dataset. For the rest
of the two trials, we additionally applied knowledge distillation [29]
introduced in [7] to improve the performance. The best result was
assigned the teacher model size equal to the student model and the
scaling factor of regularization to 0.4 and achieved a log loss of
0.835 and accuracy of 70.1% from the development dataset. Fi-
nally, this result achieved a log loss of 1.147 and accuracy of 60.8%
in the challenge evaluation and placed second in the competition.

7. CONCLUSION

We proposed the BC-Res2Net by modifying the BC-ResNet in a
multiscale manner. Moreover, we improved ASC performance un-
der short audio evaluation conditions by using the MFA and the
FPM method, which �nds important components among frequency
and channel components and effectively aggregates feature maps
of different resolutions. Finally, we suggested the device-aware
data-random-drop method-based �ne-tuning method to promote op-
timization for multiple devices.
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ABSTRACT

Anomalous sound detection (ASD) is a technique to determine
whether the sound emitted from a target machine is anomalous or
not. Subjectively, timbral attributes, such as sharpness and rough-
ness, are crucial cues for human beings to distinguish anomalous
and normal sounds. However, the feature frequently used in existing
methods for ASD is the log-Mel-spectrogram, which is dif�cult to
capture temporal information. This paper proposes an ASD method
using temporal modulation features on the gammatone auditory �l-
terbank (TMGF) to provide temporal characteristics for machine-
learning-based methods. We evaluated the proposed method using
the area under the ROC curve (AUC) and the partial area under the
ROC curve (pAUC) with sounds recorded from seven kinds of ma-
chines. Compared with the baseline method of the DCASE2022
challenge, the proposed method provides a better ability for do-
main generalization, especially for machine sounds recorded from
the valve.

Index Terms— Anomalous sound detection, gammatone �l-
terbank, temporal modulation features, timbre information, deep
learning

1. INTRODUCTION

Anomalous sound detection (ASD) is a technique to determine
whether the sound recorded from a target machine is anomalous or
not. It enables workers to arrange maintenance work to �x machine
problems in the earliest stages, thus reducing maintenance costs
and preventing consequential damages. ASD for machine condi-
tion monitoring purposes has received increasing attention.

ASD is often viewed as an unsupervised problem due to dif�-
culties in collecting anomalous sounds that can cover all possible
types of anomalies. Autoencoder (AE)-based unsupervised meth-
ods, such as those in [1, 2, 3], were popularly used. These meth-
ods simulated the distribution of normal sounds by minimizing the
reconstruction error of normal training data. Then, the reconstruc-
tion scores from the testing data were used to detect the anomalies.
Some improved AE models, such as Heteroskedastic Variational AE
(HVAE) [4] and Conformer-based AE [5], have also been proposed
to improve the performance of ASD. However, the performance of

� Corresponding author. This work was supported by SCOPE Pro-
gram of Ministry of Internal Affairs and Communications (Grant Number:
201605002) and the Fund for the Promotion of Joint International Research
(Fostering Joint International Research (B))(20KK0233).

AE-based ASD systems depends signi�cantly on the discrimination
of input features.

The log-Mel-spectrogram (LMS) is widely used as input fea-
ture in ASD [1, 3, 6]. It is designed in accordance with the pitch
perception of the human ear and has high resolution in the low fre-
quency and low resolution in the high frequency [7]. However, the
discriminative information of sounds emitted from different kinds
of machines may be encoded non-uniformly in the frequency do-
main. The Mel �lterbank may �lter out important information con-
cealed in the high-frequency components and hence decrease the
performance of an ASD system. Furthermore, the LMS focuses on
discriminative information from the frequency domain, making it
dif�cult to capture temporal information.

Because of the drawbacks of the LMS, other ASD methods
considered temporal information to improve detection results. In
[8], a temporal feature is extracted from the raw waveform by a
CNN-based network (TgramNet) to compensate for the anomalous
information unavailable from the LMS. This complementary infor-
mation can further improve the results of ASD systems. However,
there is still a lot of redundant information with the raw waveform
as a front-end feature and cannot distinguish between normal and
anomalous sounds well.

For human beings, it is pretty easy to distinguish anomalous and
normal sounds by perceiving auditory attributes (loudness, pitch,
and timbre), especially timbral attributes, such as sharpness and
roughness [9]. A feature that includes more timbral information is
crucial for perceptually distinguish anomalous and normal sounds.
However, a specially designed feature from the perspective of hu-
man perception for ASD has not been developed.

This paper proposes a method to use temporal modulation fea-
tures on the gammatone auditory �lterbank (TMGF) [10] combined
with a simple AE-based detector for the ASD task. This paper as-
sumes that the TMGF feature can provide much more information
related to human perception, especially timbral attibutes. The pro-
posed method is evaluated by experiments on the Task 2 dataset of
the DCASE2022 challenge [1]. The results show that the proposed
method outperforms the baseline system in the target evaluation.

2. BASELINE METHOD

The AE-based system was selected as a baseline [1]. In the base-
line system, the LMS of the input audioX = f X t gT

t =1 was ex-
tracted and fed into an AE-based detector, whereX t 2 RF , F
andT are the number of Mel-�lters and time-frames, respectively.
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Figure 1: Proposed system using temporal modulation features on the gammatone auditory �lterbank (TMGF,Sm;k (t)) for anomalous sound
detection (ASD).

Then, the acoustic feature att is obtained by concatenating consecu-
tive frames of the log-Mel-spectrogram as� t = ( X t ; :::; X t + P � 1),
whereD = P � F , P is the number of frames of the context win-
dow. The anomaly score is calculated as

A � (X ) =
1

DT

TX

t =1

jj � t � F(� t )jj
2
2 ; (1)

whereF(�) is the vector reconstruct function using the AE model,
andjj � jj 2 is `2 norm. As shown in Fig. 1, the AE model includes
an encoder, bottleneck layer, and decoder modules. All modules
consist of fully-connected layers. The training of the AE model is
a regression mission due to the fact that only normal sounds can be
used in model training. Finally, the mean squared error (MSE) is
used as the cost function to optimize the overall system.

To determine the anomaly detection threshold, the baseline
method assumes thatA � follows a gamma distribution. The gamma
distribution parameters are estimated from the histogram ofA � , and
the anomaly detection threshold is determined as the90th percentile
of the gamma distribution. IfA � for each test clip is greater than
this threshold, the clip is judged to be abnormal; otherwise, it is
judged to be normal.

3. PROPOSED TMGF FEATURES

The temporal modulation on an auditory �lterbank contains im-
portant information related to the timbre of a sound, such as the
sharpness, roughness, and �uctuation strength [11, 12, 13]. Such
information visualizes how humans perceive a sound as well as how
we judge a sound (i.e., as ”anomalous” or ”normal”). Also, differ-
ent frequencies of temporal modulation contain different levels of
speech information such as speech intelligibility, speaker identity,
and emotion. Thus, we aim to utilize the temporal modulation fea-
ture for detecting anomalous sound. The extraction processes are
based on those from Huy. et al. [10].

The gammatone �lter [14] is a well-known auditory �lter
model. The impulse response of a gammatone analysis �lter at the
center frequencyf c is de�ned as

g(t) = atn � 1e� 2�b ERB( f c ) t ej 2�f c t ; (2)

wheret � 0 is time in seconds,a is the amplitude,n is the �lter
order, andbis the bandwidth coef�cient. The equivalent rectangular
bandwidthERB( f c) is de�ned as

ERB( f c) = 24 :7 + 0 :108f c : (3)

UsingK gammatone �ltersf g( k ) (t)gK � 1
k =0 with different center

frequencies, from an input signalx(t), the output of the �lterbank

X k (t) can be expressed as the product of the amplitude modulation
A k (t) and the complex carrierej� k ( t ) , as

X k (t) = x(t) � g( k ) (t)

= A k (t)ej� k ( t ) :
(4)

The gammatone �lterbank can be implemented using a wavelet
transform where the mother wavelet is (t) = g(t) [15]. Then,
with an� > 1, thek-th �lter g( k ) (t) can be de�ned by scaling (t)
with a factor� k of t, as

g( k ) (t) =  (� k t ) ; (5)

� k = �
2k

K � 1 � 1 : (6)

To analyze different frequency components ofA k;t , we
use a modulation �lterbank [16, 17] consisting ofM �lters
f h( m ) (t)gM

m =1 . The �rst �lter h(1) (t) is a low-pass �lter with a
cut-off frequency off 1 . For eachm � 2, the �lter h( m ) (t) is
a band-pass �lter of which the frequency ranges from2m � 2 f 1 to
2m � 1 f 1 . Using the designed modulation �lterbank, the TMGF fea-
tures can be extracted from the amplitude modulationA k;t as

Sm;k (t) = A k (t) � h( m ) (t) : (7)

4. EXPERIMENTAL SETUP

4.1. Datasets

The datasets used in this task were provided by the DCASE2022 or-
ganizers [18, 19]. The data includes normal and anomalous sounds
recorded from seven machines: fan, gearbox, bearing, slide, tor car,
toy train, and valve. Each recorded sound includes the target ma-
chine's sounds and environmental sounds. To simplify the task, only
the �rst channel of multi-channel audio is used. The length of each
recorded sound is �xed to10 s, and the sampling rate is16 kHz.

The data is divided into three datasets: development, additional
training, and evaluation. Each dataset includes audio from these
seven types of machines. Machines in the development dataset in-
clude sections 01, 02, and 03. Machines in the additional training
dataset and evaluation dataset include sections 04, 05, and 06. Each
section was divided into source and target domains due to the differ-
ences in operating speed, machine load, viscosity, heating tempera-
ture, type of environmental noise, signal-to-noise ratio (SNR), etc.
Different domains are split into a training and testing subset—the
training dataset includes normal sounds only, but the testing dataset
includes normal and abnormal sounds. In our experiments, training
data in the development dataset was used for model training, and
test data in the development dataset was used for testing.

77



Detection and Classi�cation of Acoustic Scenes and Events 2022 3–4 November 2022, Nancy, France

Table 1: Overall results of the proposed (TMGF) and baseline (BL) methods in terms of AUC and pAUC.

Machines Sections
AUC (source) AUC (target) pAUC

BL (%) TMGF (%) BL (%) TMGF (%) BL (%) TMGF (%)

Toy car

0 85.54 62.62 45.06 40.78 51.89 47.79
1 87.22 67.66 42.02 39.76 53.53 48.42
2 99.04 71.62 26.44 42.66 54.32 55.53

Arithmetic mean 90.60 67.30 37.84 41.07 53.25 50.58
Harmonic mean 90.22 67.10 35.79 41.03 53.23 50.35

Toy train

0 66.78 44.26 32.94 25.84 51.63 48.74
1 77.56 61.82 30.58 45.92 50.37 49.37
2 83.42 45.86 15.92 49.76 49.47 51.05

Arithmetic mean 75.92 50.65 26.48 40.51 50.49 49.72
Harmonic mean 75.27 49.53 23.83 37.23 50.48 49.70

Bearing

0 50.24 62.86 62.88 63.46 51.53 52.84
1 66.12 66.44 63.96 62.42 52.79 49.53
2 42.14 55.70 54.74 62.64 48.47 66.05

Arithmetic mean 52.83 61.67 60.53 62.84 50.93 56.14
Harmonic mean 51.06 61.33 60.23 62.84 50.86 55.29

Fan

0 82.04 84.20 38.66 42.00 59.63 50.11
1 72.46 51.84 46.04 49.48 51.63 50.95
2 81.84 78.58 65.64 67.50 63.89 64.37

Arithmetic mean 78.78 71.54 50.11 52.99 58.39 55.14
Harmonic mean 78.52 68.35 47.75 50.99 57.93 54.43

Gearbox

0 64.34 36.02 65.00 49.60 61.26 49.60
1 65.84 59.22 57.40 54.86 53.63 50.58
2 74.64 67.96 66.04 66.22 62.11 58.05

Arithmetic mean 68.27 54.40 62.81 56.89 59.00 52.74
Harmonic mean 67.98 50.54 62.57 56.08 58.74 52.48

Slider

0 80.42 46.26 56.82 45.12 62.21 48.26
1 67.04 50.22 50.18 63.06 53.05 53.05
2 86.78 23.88 40.82 53.60 54.37 48.37

Arithmetic mean 78.08 40.12 49.27 53.93 56.54 49.89
Harmonic mean 77.17 35.97 48.37 52.93 56.27 49.80

Valve

0 54.66 98.66 51.96 98.30 52.26 94.37
1 50.58 59.80 52.06 60.94 49.95 54.16
2 50.88 95.86 43.40 97.08 48.79 89.11

Arithmetic mean 52.04 84.77 49.14 85.44 50.33 79.21
Harmonic mean 51.98 80.45 48.78 81.34 50.29 74.47

Average
Arithmetic mean 70.93 61.49 48.03 56.24 54.13 56.20
Harmonic mean 67.57 55.53 42.53 51.56 53.76 54.26

4.2. Metrics

To evaluate the performance of an ASD system, the area under the
curve (AUC) and partial-AUC (pAUC) for receiver operating char-
acteristic (ROC) curves are used. The pAUC is an AUC calculated
from a portion of the ROC curve over a pre-speci�ed range of inter-
est. To increase the reliability, the pAUC is calculated as the AUC
over a low false-positive-rate (FPR) range[0; p], wherep = 0 :1
is used. According to [20], the AUC and pAUC for each machine
type, section, and domain can be calculated as

AUCm;n;d =
1

N �
d N +

n

N �
dX

i =1

N +
nX

l =1

H (A � (x+
l ) � A � (x �

i )) ; (8)

pAUCm;n =
1

bpN �
n cN +

n

bpN �
n cX

i =1

N +
nX

l =1

H (A � (x+
l ) � A � (x �

i )) ;

(9)

wherem represents the index of a machine type,n represents the
index of a section,d = f source, targetg represents a domain,b�c
is the �ooring function, andH (x) returns 1 whenx > 0 and 0
otherwise.f x �

i gN �
i =1 andf x+

l gN +
l =1 are normal and anomalous test

clips in domaind in sectionn in machine typem, respectively.
N � andN+ are the number of normal and anomalous test clips in
domaind in sectionn in machine typem, respectively.

4.3. Experimental conditions

To extract the LMS feature,10-s audio clips were �rst split into
different frames with frame lengths of64 ms and hop lengths
of 32 ms. Then, the Mel-spectrogram feature is extracted using
the melspectrogram module in thelibrosa library with the fol-
lowing parameters: nfft=1024, hoplength=512,T = 128, and
power=2.0. Finally, �ve Mel-spectrogram features (P = 5 ) were
concatenated into one feature vector with a dimension of 640 and
fed into the detector.
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Figure 2: Comparison of the log-Mel-spectrogram (LMS) and
the proposed TMGF feature using normal (N) and anomalous (A)
sounds emitted from valve. Both sounds are selected from the tar-
get domain and have the same pattern. MF: modulation frequency,
freq.: frequency.

In the TMGF feature extraction, we used the gammatone �lter-
bank with K = 65 and � = 10 . For the mother wavelet (t),
we setn = 4 , b = 1 :019, andf c = 600 Hz. For the modulation
�lterbank, we usedM = 6 andf 1 = 2 Hz . To decrease the dimen-
sion of TMGF feature, downsampling was conducted to decrease
the temporal dimension to1600Hz. Finally, feature vectors with a
�xed dimension of 390 were fed into the detector.

The model had four dense layers with 128 dimensions for the
encoder, one bottleneck layer with eight dimensions, and four dense
layers with 128 dimensions for the decoder. We trained the model
for 100 epochs using the Adam optimizer [21] with a learning rate
of 0.0001 and a batch size of 128. The anomaly scores were calcu-
lated by the averaged reconstruction error.

5. RESULTS

The overall results are shown in Table 1. This paper compares
the results using our proposed method with that of the baseline
method. The improved results are highlighted in the table. From
these results, we can see that the LMS feature provides better per-
formance in the source evaluations, but the performance signi�-
cantly degrades in the target evaluation. The proposed method per-
forms better in the target evaluation; even degradation occurs in the
source evaluation. This is because of the TMGF feature can cap-
ture the sound variances in the time domain easily. It is sensitive
to some background noises and irrelevant information. Therefore,
the over-�tting problem in the training stage could be alleviated to
some extent by using the proposed TMGF feature, hence improving
the robustness of a trained ASD system.

The results of the TMGF feature achieve a much better perfor-
mance in both the source and target evaluation in the valve. This
is because timbral information captured by the TMGF feature, such
as the sharpness and roughness, is useful for a learning system to
�nd the variance of the 'click' sounds emitted from a valve. By us-
ing the TMGF feature, we improved the average arithmetic mean
of AUC from 48.03% to 56.24% and the average harmonic mean of

Figure 3: Results of DCASE 2022 challenge using sounds recorded
from the valve. Results from both the development (Dev.) dataset
and evaluation (Eva.) dataset are depicted. Blue and red circles
correspond to baseline and proposed systems, respectively.

AUC from 42.53% to 51.56% in the target evaluation.
Figure 2 shows the differences between the LMS feature and

the proposed TMGF using normal and anomalous sounds emitted
from the valve. The pattern of these two sounds was consistent.
TMGF can capture not only the frequency feature as 'click' sounds
but also the time domain feature as timbre-related property.

The results of the DCASE2022 challenge using sounds
recorded from the valve are shown in Fig. 3. Each dot corresponds
to a different system in the challenge. As we can see, the TMGF can
obtain competitive results in the valve even if a simple AE-based de-
tector is used. The AE-based detector has to assume that the learned
model cannot reconstruct sounds that are not used in training, that
is, unknown anomalous sounds. This assumption is hard to satisfy
because the training procedure does not involve anomalous sounds
[8, 22]. Therefore, we believe that the performance can be further
improved if a more reasonable detector can be used for the TMGF
feature.

6. CONCLUSION

This paper presented a method that combines the temporal mod-
ulation features on the gammatone auditory �lterbank (TMGF)
with an AE-based detector in the ASD challenges. With the pro-
posed method, this paper aims to make up for the de�ciency of
the log-Mel-spectrogram (LMS) feature and provide the TMGF
feature, including more timbral information related to timbral at-
tributes such as sharpness and roughness. Experimental results
in the DCASE2022 Challenge Task 2 showed that the proposed
method could provide a better ability for domain generalization.
For machine sounds recorded from the valve, results from both the
source and target evaluation have signi�cant improvements com-
pared with the baseline method. Future work will focus on inves-
tigating the model architecture of the ASD system to extract more
discriminative information from the proposed TMGF feature.
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ABSTRACT 

Few-shot learning has emerged as a novel approach to bioacoustic 
event detection since it is useful when training data is insufficient, 
and the cost of labelling data is high. In this paper, we explore the 
Prototypical Networks for developing a few-shot learning system 
to detect mammal and bird sounds from audio recordings. To en-
hance the deep networks, we use a ResNet-18 variant as the clas-
sifier, which can learn the embedding mapping better with 
stronger architecture. Another method is proposed to focus on do-
main shift problem during learning the embedding by taking ad-
vantage of autoencoders to learn the low-dimensional representa-
tions of input data. A reconstruction loss is added to the training 
loss to perform regularization. We also utilize various data aug-
mentation techniques to boost the performance. Our proposed sys-
tems are evaluated on the validation set of DCASE 2022 task 5 
and improve the F1-score from 29.59% to 47.88%. 

Index Terms�²  Few-shot learning, sound event detec-
tion, Prototypical Networks, embedding space 

1. INTRODUCTION  

Bioacoustic event detection is the task of recognizing biological 
sound events present in a set of audio recordings and predicting 
their time boundaries [1]. This technology is now benefitting from 
the power of deep learning and becomes an effective way to gain 
�L�Q�I�R�U�P�D�W�L�R�Q���R�Q���W�K�H���D�F�W�L�Y�L�W�L�H�V���R�I���D�Q�L�P�D�O�V���W�K�D�W���U�H�I�O�H�F�W�V���K�X�P�D�Q�¶�V���L�P��
pact on the environment [2]. Traditionally, researchers have con-
ducted the work through manually labelling on huge datasets, 
which is consuming both in time and resources [2]. In addition, 
collecting labelled data in some certain animal sounds can be chal-
lenging, and the scarcity of supervised data can lead to poor gen-
eralization and overfitting problem [1].  

To address the data scarcity and reduce the cost of labelling 
data, few-shot learning has been proposed; this approach learns a 
classifier that can recognize new classes with a limited amount of 
labelled data [3]. One applicable advantage of few-shot learning is 
its ability to gain experience from prior similar tasks, so few-shot 
learning can be characterized as a kind of meta-learning [4]. A 
meta-learning algorithm gains experience over a set of learning 
�³�H�S�L�V�R�G�H�V�´���Dnd uses this experience to improve its future perfor-
mance for a new task [4]. For N-way-K-shot classification, each 
episode includes N classes with K examples. For the DCASE 2022 
task 5, the first K=5 events are used for the class of interest for 
each test file to detect all the events of this class in the rest of the 
recording [1].  

In recent years, an increasing number of meta-learning ap-
proaches for few-shot learning have been proposed and applied in 
many domains, such as sound event detection, image classification 
and text classification [4]. Among them, the Prototypical Network 
(ProtoNet) proposed by Snell et al. [3] is simple in principle but 
effective in practice. The ProtoNet transforms the input into an 
embedding space where the embeddings are simply clustered to 
�W�K�H���Q�H�D�U�H�V�W���³�S�U�R�W�R�W�\�S�H�´ [3]. Therefore, it is desirable for the deep 
networks to produce adequate embedded features and calculate a 
useful prototype for each class.  

In this work, we propose two enhanced methods to build a 
stronger ProtoNet. The first method uses a ResNet-18 variant as 
the embedding features extractor, which is capable of learning and 
extracting more advanced features with deeper and wider residual 
networks. The second method merges the ideas from autoencoders 
and ProtoNet to learn low-dimensional representations and to pre-
serve the information contained in original low-level features. We 
also apply various spectrogram augmentation techniques to in-
crease the amount of training data for model generalization. Our 
proposed systems are evaluated on the validation set of DCASE 
2022 task 5 and achieve the best F1-score of 47.88%. 

2. RELATED WORK  

The use of convolutional neural layers allows feature extractor to 
extract complex features that express the raw data in much more 
detail and learn representations more efficiently. However, as the 
layers get deeper, the learned features can deteriorate due to van-
ishing gradient, leading to performance deterioration [5]. For this 
reason, residual networks (ResNets) were proposed and widely 
applied in deep learning tasks [5]. Sharma et al. [6] used a pre-
trained ResNet-50 model for bird song classification, producing 
an accuracy of 97.1%, which was far superior to that of the 
VGG16 model. Soumya et al. [7] improved the ProtoNet using a 
customized ResNet as the feature embedding network for facial 
emotion recognition and proved its capability of extracting minute 
details.  

In addition, most few-shot learning methods can suffer from 
domain shift problems during learning the embedding [8]. Since 
the embedding is only learned from the seen classes, when per-
forming testing with the unseen classes, the embedding features 
are likely to be shifted due to the bias of the seen classes used for 
training [8]. Sometimes it can make the query data points far away 
from the correct corresponding unseen class prototypes, thus af-
fecting the accuracy of the k-NN search. An effective Semantic 
Autoencoder (SAE) [8] is proposed to solve this problem by add-
ing a reconstruction constraint to learn the low-dimensional rep-
resentation. Moreover, Liu et al. [9] improved the SAE using 
graph structure and another L2-norm constraint, which preserves 
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the intrinsic data structure and has more discriminating power. In-
spired by the ideas of above works, we enhance the ProtoNet for 
the few-shot bioacoustic event detection. 

3. METHOD 

This section introduces our methods developed upon the baseline 
system, including model design and data augmentation. First, we 
present a modified version of ResNet-18 used as a feature embed-
ding network. After that, we describe how to combine autoencod-
ers to perform data reconstruction from embeddings for better 
generalization to new unseen classes. Finally, we describe spec-
trogram augmentation techniques to boost the system's perfor-
mance. 

3.1. ResNet-based prototypical network 

For the task of detecting bird and mammal sounds, it is important 
for the embedding module to extract adequate features since the 
sound samples are often too short and imperceptible to detect and 
distinguish them. However, the embedding module of the original 
ProtoNet only consists of four Conv blocks. If we use the original 
ProtoNet with multiple Conv blocks to learn �W�K�H���V�R�X�Q�G�¶�V���I�H�D�W�X�U�H�V����
it is prone to encounter gradient vanishing problems, which re-
duces the quality of the embeddings.  

We thus choose residual networks as the embedding encoder, 
which can avoid the vanishing gradients thanks to skip connec-
tions. The skip connections add the output from a preceding layer 
to a later layer, allowing information to get fast-forwarded and go 
deeper with less deterioration [6]. Another salient feature of Res-
Nets is the use of batch normalization (BN) to normalize the input 
of the activation function of the previous layer, which helps miti-
gate the covariate shift problem [6].  

Our implementation is based on the ResNet-18. We modify 
the network to obtain a less deep model which only has 3 residual 
blocks to fit the size of the features. Each residual block contains 
3 convolution layers using a kernel size of 3 × 3, followed by a 
batch normalization and a Leaky ReLU activation. Importantly, a 
shortcut with a 1 × 1 convolutional layer is added over the 3 layers. 
The architecture of our residual network is shown in Table 1, while 
Table 2 shows the architecture of the original embedding module, 
which provides a comparison.  

Table 1. Architecture of the presented residual network 

�(�Q�F�R�G�H�U �5�H�V�L�G�X�D�O���%�O�R�F�N 
�/�D�\�H�U�V �&�K�D�Q�Q�H�O�V �/�D�\�H�U�V �.�H�U�Q�H�O 

�&�R�Q�Y���'�����%�1�����5�H�/�8 ���� �&�R�Q�Y���'�����%�1�����5�H�/�8 ����×���� 
�5�H�V�L�G�X�D�O���%�O�R�F�N ���� �&�R�Q�Y���'�����%�1�����5�H�/�8 ����×���� 
�5�H�V�L�G�X�D�O���%�O�R�F�N ������ �&�R�Q�Y���'�����%�1�� ����×���� 

�5�H�V�L�G�X�D�O���%�O�R�F�N ���� �6�K�R�U�W�F�X�W�����&�R�Q�Y��
���'���%�1 ����×���� 

�$�G�D�S�W�L�Y�H�� 
�$�Y�J�3�R�R�O�L�Q�J���6�R�I�W�0�D�[ �� �5�H�/�8���0�D�[�3�R�R�O��

�L�Q�J���'�U�R�S�R�X�W ����×���� 

Table 2. Architecture of original encoder and Conv block 

Encoder Conv Block 
Layers Channels Layers Kernel Size 

Conv Block 64 Conv2D 3 × 3 
Conv Block 64 BatchNorm - 
Conv Block 64 ReLU - 
Conv Block 64 Max pool 2 × 2 

 
 

3.2. Combination of Autoencoder and ProtoNet 

To overcome the domain shift problems described in Section 2, 
we enhance the network based on the encoder-decoder paradigm. 
The encoder compresses the spectrograms of input data into an 
embedding space while the decoder reconstructs the expected 
original input features from the embedding space [10]. The output 
of the decoder is then compared with the original input features. 
This additional reconstruction task imposes a new constraint in 
learning the input features that guarantees the embedding features 
preserve more distinctive information contained in the original in-
put features [8]. Therefore, it is effective in mitigating the domain 
shift problem. Although the appearance of features changes from 
seen classes to unseen classes, the demand for a more truthful re-
construction of the input features is unchanged; thus, the embed-
ding function is generalizable across seen and unseen domains [8]. 

Inspired by AutoProtoNet proposed by Sandoval-Segura et 
al.[11], we use the 4 original sequential convolution blocks for the 
encoder and 4 sequential transpose convolution blocks for the de-
coder. The transpose convolution blocks are utilized to reproduce 
the high-dimensional low-level features by deconvolutional oper-
ations. The detail of these blocks is displayed in Table 2. Each 
convolutional block consists of a Conv2D layer, a Batch Normal-
ization, a ReLU activation and followed by a Max Pooling layer 
with pool-size of 2×2. Each transpose convolutional block is 
made up of a transpose layer, a Batch Normalization layer, and a 
Conv2D layer and followed by a ReLU activation.  

Table 2. Components of Conv Block and Transpose Conv 
Block 

Conv Block Transpose Conv Block 
Layers Kernel Size Layers Kernel Size 

Conv2D 3 × 3 
Conv2D 

Transpose 
2 × 2, 
stride 2 

BatchNorm - BatchNorm - 
ReLU - Conv2D 3 × 3 

Max pool 2 × 2 ReLU - 

������ 
 

 

Figure 1: Overview of the forward pass through the autoen-
coder model 

The training procedure of the autoencoder model is based 
upon the original training framework presented by Snell et al [3]. 
The main improvement is that we tailor the training loop with a 
reconstruction loss to regularize the embedding features and pur-
pose it to preserve more useful details. The overview of the for-
ward pass through the autoencoder is shown in Figure 1.  

In the new training framework, the support data �T�æ�è�ã�ã�â�å�ç��and 
query data �T�ä�è�Ø�å�ì��are randomly sampled from the current episode 
in form of 5 classes with 5 examples. They are then passed 
through the encoder and decoder to produce a reconstruction set 

Encoder       Decoder 

�T�*
Ý 
  �T�Ü
L �B

�T�æ�è�ã�ã�â�å�ç
�T�ä�è�Ø�å�ì

�C 

 
�.�Ë 
L �/�5�' �:�T�Ü�á�T�*
Ý�; 
  

�(��  

�à�Ü
L �#�:�à�á�T�æ�è�ã�ã�â�å�ç�; 
�.�¼
L �0�.�.�:�(�à�Ô�á�T�ä�è�Ø�å�ì�; �. 
L���.�¼��
E���.�Ë 
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�T�*
Ý��. This reconstruction set is then compared with the original in-
put features �T�Ü using mean square error (MSE) loss [11], defined 
as:  

 �/�5�' 
L�����:�T�Ü
F �T�*
Ý���;�6. (1) 

The finetuning algorithm A computes a set of prototypes �L�Þ 
for each class �G by computing the class-wise mean of embedded 
support examples and updates the �P�R�G�H�O�¶�V��parameters [3], and 
both are contained in �à�Ü. Eq. (2) defines the computation of pro-
totypes:   

 
�L�Þ 
L��

�s
���5�Þ��

��
Í �(��
�ë�Ð�Ì�Ö

�:�T�;�á (2) 

where the �5�Þ denotes the set of support samples for class �G and �T 
denotes the embeddings of class k.  

 Given the Euclidean distance function �@ and a set of query 
sound samples, the ProtoNet produces a probability distribution 
over classes for a query sample �T belonging to true class �G by Eq. 
(3) [3]. Then the training proceeds by minimizing the negative 
log-likelihood (NLL) of the true class �G by Eq. (4). Finally, the 
classification loss �.�¼ and the reconstruction loss  �.�Ë are summed 
to jointly optimize the training.  

�L�� �:�U
L �G���T�; 
L��
�‡�š�’�:
F�@�:�(�� �:�T�;�á�L�Þ�;�;

�Ã �‡�š�’�Þ�ò �:
F�@�:�(�� �:�T�;�á�L�Þ�ò�;�;
�� (3) 

 
�.�:�à�; 
L��
F�H�K�C���L�� �:�U
L �G���T�;. (4) 

3.3. Data augmentation 

In order to increase the diversity of data and the generaliza-
tion ability of the model, we use SpecAugment [12] as the 
data augmentation technique. It essentially consists of three 
transformations: time warping, frequency masking, and 
time masking. Specifically, they modify a spectrogram by 
warping it in the time direction with a distance factor, mask-
ing blocks of consecutive frequency channels, and masking 
blocks of time steps, respectively [12]. In our case, we warp 
the feature to the left by 0.5 s and mask one block of one 
frequency mel bin and one block of 10 time steps. We 
choose these values according to the size of the time-fre-
quency representation, which is appropriate to produce the 
diversity of the training data. If the values are too large or 
small, the augmented features could be very different from 
the originals or not changing enough; thus, the model is un-
able to achieve improved performance.  

 

Figure 2: Example of spectrogram augmentation: orginial 
spectrogram (left) and augmented spectrogram with SpecAug-
ment (right). 

4. EXPERIMENTS  

4.1. Dataset 

The DCASE 2022 challenge provides a development set which is 
predefined as a training set and validation set. They were acquired 
from multiple bioacoustic sources, including sounds of worldwide 
birds, spotted hyenas, jackdaws, meerkats, and wetlands birds [1]. 
As a result, the sounds can be long or very short across the subsets; 
the sampling rate of each audio varies from 6 kHz to 44 kHz [1]. 
The training set consists of 174 audio recordings, 47 classes and 
14,229 event instances. In addition, multi-class annotations are 
provided for the training set with positive, negative, and unknown; 
we only extracted and made use of the positive event instances for 
training. The validation set consists of 18 audio recordings, 5 clas-
ses and 1,077 positive event instances [1]. 

4.2. Data pre-processing 

Mel-spectrogram.  All audio files in both the training set and val-
idation set were first resampled to a sampling rate of 22,050 Hz. 
The audio files were then transformed to Mel-spectrograms with 
128 Mel bins using an FFT size of 1024 samples and a hop size 
of 256 samples. The librosa library was employed for this purpose. 
Afterwards, spectrogram images of size F × T where F=17 by 
T=128 were used as inputs.  

PCEN. PCEN has been proposed to normalize a time-frequency 
representation by performing automatic gain control, followed by 
nonlinear compression [13]. Former research used PCEN to miti-
gate the effects of background noise, demonstrating its effective-
ness as a preprocessing step prior to convolutional methods in 
sound event detection [13]. Bioacoustic data recorded in the wild 
often have multiple sound sources and uncleaned background. 
Therefore, we utilized PCEN to reduce noise presented in the 
Mel-spectrograms and improve robustness to channel distortion. 

4.3. Training  

Prototypical networks adopt an episodic training procedure where 
in each episode, a mini batch is randomly sampled from the train-
ing data [4]. A subset of mini batch was used as the support set 
and the remaining is used as query set. The models were trained 
with 2,000 episodes and 5 classes in each minibatch with the 
Adam optimizer and the learning rate of 0.001. Euclidean distance 
was selected as the metric that measures the distance between 
query samples to a prototype. 

4.4. Post-processing 

The preliminary experiments confirms that the task of detecting 
bioacoustics events from nature is challenging; most classification 
methods can produce a large number of false-positive predictions, 
substantially �U�H�G�X�F�L�Q�J���W�K�H���P�R�G�H�O�¶�V���)��-score [14]. Therefore, we 
applied post-processing to the outputs to remove possible false 
positives. Specifically, we removed the predictions that were 
shorter than 20% of the average duration calculated by the first 5 
shots for each audio file. It was because participants were ex-
pected to treat the task as a 5-shot setting. 
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Table 3. Comparison of models using different classifier and feature. The best results are highlighted in boldface. 

Model components  Validation set scores (%) Subset F1-score (%) 
Exp No. Classifer Feature F1-score Precision Recall HB ME PB 

1 CNN (Baseline) PCEN ���������� ���������� ���������� / / / 
2 ResNet PCEN 45.64 48.34 43.22 50.00 57.14 26.18 
3 Autoencoder PCEN 37.94 38.95 36.97 44.53 52.05 25.68 
4 CNN PCEN+Augment ���������� ���������� ���������� 38.86 72.01 15.33 
5 ResNet PCEN+Augment ���������� ���������� ���������� 53.45 50.98 17.65 
6 Autoencoder PCEN+Augment ���������� ���������� ���������� 52.68 53.10 22.44 

5. RESULTS AND DISCUSSIONS 

We conducted several ablation experiments on the validation set 
to verify the effectiveness of the components and tricks in our 
proposed models. To further investigate the capabilities of our 
models, we computed the F1-score for three difference subsets. 
The experiments results are shown in Table 3. The brief infor-
mation about each subset is as follows: the HB subset records 
the m�R�V�T�X�L�W�R�¶�V events that are very long with low noise; the ME 
subset contains the sounds of meerkats that are short with low 
noise; the PB subset records the bird flight calls that are very 
short and unclear with high noise.  

5.1. Effects of using ResNets 

From the results of Experiments 1 and 2, it can be seen that the 
ResNet model outperforms the baseline CNN and achieves a no-
ticeable improvement of over 15%. It is primarily due to the 
ResNet's deep architecture, which has many more parameters to 
capture the features better, allowing the learned features to fit 
the input data better. In addition, the residual networks make use 
of skip connections, enabling the model to carry gradients to a 
very deep layer. It also allows the model optimally tuning the 
number of the layers during training, so that the model parame-
ters can be updated more optimally. However, since it adopts a 
complex networks architecture, the computation and memory 
cost increase intensively. To compare the model complexity, we 
measure the number of trainable parameters for different models 
as shown in Table 4. Compared to CNN with 112k parameters, 
the number of parameters for ResNet has grown significantly to 
724k, and the number of parameters for the autoencoder is 
roughly twice that of the CNN. 

Table 4. The number of parameters for different models 

Model Parameters 
CNN (Baseline) 111,936 

ResNet 724,096 
Autoencoder 272,717 

5.2. Effects of adding reconstruction loss 

As shown by the results of Experiments 1, 2 and 3, the autoen-
coder model also improves the performance but with a slightly 
lower gain compared to that of the ResNet model. By adding a 
reconstruction loss, it is likely that the autoencoder model can 
learn the high-level low-dimensional representation and pre-
serve more useful details, resulting in a better generalization to 
unseen classes for few-shot learning task. However, the recon-
struction loss is served as a constraint during learning, so its in-
fluence is limited. Making an embedding classifier to learn the 

representation of the input data in a fundamentally different way 
is more meaningful and challenging. That could be the reason 
why the ResNet model outperforms the autoencoder in this case.  

5.3. Effects of data augmentation  

Applying SpecAugment has been the popular choice for sound 
event detection. When training data is unbalanced and insuffi-
cient, it has shown to be effective. Overall, this technique also 
workes well for our systems. Despite being augmented by Spe-
cAugment, the performance of detecting the very short bird 
sounds in PB subset decreases. The reason could be that since 
the masking and warping were randomly applied from a uniform 
distribution over the value of factors, the blocks and warping 
steps could be too excessive in some cases. This could lead to 
some useful information in the minor sounds being masked, or 
even the augmented features became quite different from the 
originals, thus preventing the networks from learning.  It gets 
even worse under high-noise conditions.  Furthermore, the 
model trained on CNN and augmented data was observed to 
achieve much higher results for the ME subset than other ap-
proaches. This is because ResNet and autoencoder have many 
more parameters to optimize, likely leading to overfitting the 
training set. In contrast, the CNN with a simple architecture is 
just capable of generalizing better to ME data. 

6. CONCLUSION 

In this paper, we present two solutions to enhance Prototypical 
Networks for the task of bioacoustics sound event. We show a 
list of ablation studies and discussed the effects of each compo-
nent or trick used in our systems. Overall, using ResNets and 
autoencoder (or construction loss) contribute to learn a more ad-
equate embedding space and �E�R�R�V�W�� �W�K�H�� �P�R�G�H�O�¶�V�� �S�H�U�I�R�U�P�D�Q�F�H�� 
Joining with data augmentation techniques, our enhanced mod-
els achieve the best F1-score of 47.88%, which improves over 
the baseline by a large margin.  

Our studies also imply that it is challenging to detect the 
very short and unclear bioacoustics sound events. This can be 
an important subject to be explored in the future work. Recent 
research show that model adaptation is an effective solution to 
improve the general robustness of SED method [15]. 
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ABSTRACT

In this paper, we describe in detail our system for DCASE 2022
Task4. The system combines two considerably different mod-
els: an end-to-end Sound Event Detection Transformer (SEDT)
and a frame-wise model, Metric Learning and Focal Loss CNN
(MLFL-CNN). The former is an event-wise model which learns
event-level representations and predicts sound event categories and
boundaries directly, while the latter is based on the widely-adopted
frame-classi�cation scheme, under which each frame is classi�ed
into event categories and event boundaries are obtained by post-
processing such as thresholding and smoothing. For SEDT, self-
supervised pre-training using unlabeled data is applied, and semi-
supervised learning is adopted by using an online teacher, which
is updated from the student model using the Exponential Moving
Average (EMA) strategy and generates reliable pseudo labels for
weakly-labeled and unlabeled data. For the frame-wise model, the
ICT-TOSHIBA system of DCASE 2021 Task 4 is used. Experi-
mental results show that the hybrid system considerably outper-
forms either individual model, and achieves psds1 of 0.420 and
psds2 of 0.783 on the validation set without external data. The
code is available athttps://github.com/965694547/Hybrid-system-
of-frame-wise-model-and-SEDT.

Index Terms— Sound Event Detection Transformer, Online
Pseudo-labelling, Hybrid System

1. INTRODUCTION

Sound Event Detection (SED) aims at identifying the category of
foreground sound events as well as their corresponding onset and
offset timestamps. Task4 of the DCASE challenge has been focus-
ing on weakly supervised SED for several years. The DCASE 2022
Task4 [1] is a follow up of last year's challenge [2]. This year,
in addition to exploring a heterogeneous development dataset con-
taining unlabeled data, synthetic data and weakly labeled data, par-
ticipants are allowed to incorporate external dataset or pre-trained
embeddings. As last year, the SED system will be evaluated by
Polyphonic Sound Detection Score (PSDS) [3] under two different
real-life settings.

For weakly supervised SED, most existing works follow the
Multiple Instance Learning (MIL) framework, and formulate SED
as a seq2seq classi�cation task. They usually design Convolutional

Neural Networks (CNNs) or Convolutional Recurrent Neural Net-
works (CRNNs) to obtain frame-level classi�cation probability and
then apply pooling mechanism to aggregate frame-level predictions
to event-level results. However, such methods do not take sound
events as a whole, which may ignore some global information, such
as the correlation between frames or event duration. Recently, an
event-wise model, namely SEDT, is proposed to handle such prob-
lems [4]. It models SED as a set prediction problem, which di-
rectly maps audio spectrogram to a set of candidate events, thus
freeing SED models from trivial post-processing, namely frame-
level thresholding or median �ltering. Empirical study has shown
that SEDT can achieve competitive performance compared with its
frame-wise counterparts [4]. Moreover, we �nd that the two models
can supplement each other, as they solve the SED task in differ-
ent ways. Therefore, combining them together may be an intuitive
approach to reach promising SED performance.

In this paper, we describe our system participating in DCASE
2022 Task 4. It is a combination of SEDT and frame-wise CNN
model. For SEDT, specially-designed training formulas, including
supervised learning, self-supervised learning and semi-supervised
learning, are studied to help it learn from the heterogeneous de-
velopment dataset. For frame-wise CNN model, metric learning is
applied to narrow the domain gap between real and synthetic data,
mean-teacher framework is implemented to provide supervision for
unlabeled data and a tag-conditioned CNN model is used to gener-
ate �nal predictions based on audio tags. After obtaining each well-
trained model, we explore the fusion strategy and post-processing
methods of the ensemble model. By using the methods above, the
hybrid system achieves competitive results on the validation dataset.

2. SEMI-SUPERVISED SEDT

2.1. Sound Event Detection Transformer

An overview of SEDT is shown in Fig. 1. It represents each
sound event asyi = ( ci ; bi ) , whereci is the event category and
bi = ( m i ; l i ) denotes the event temporal boundary containing nor-
malized event centerm i and durationl i , and directly seeks a map-
ping between input features and ground-truth events. Given the in-
put spectrogram, the backbone CNN is adopted to extract its feature
map, which is then added with one-dimensional positional encoding
and fed into transformer encoder for further feature processing. The
transformer decoder takesN + 1 learnable embeddings (N event
queries and 1 audio query) as input event query, where each of them
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Figure 1: Overview of Sound Event Detection Transformer

gathers information of a potential event from the encoder output
feature via encoder-decoder cross-attention mechanism to generate
event-level representations, while audio query gathers the whole
audio information to generate clip-level representations. Finally,
Feed Forward Networks (FFNs) are utilized to transform the event-
level representations and clip-level representations from the decoder
into event detection and audio tagging results, which are then fused
together to get the candidate detection results. De-overlapping is
implemented on overlapped candidate events of the same category.
Speci�cally, it only reserves the events with the highest class prob-
ability. More details can be found in [4].

2.2. Supervised learning for SEDT

SEDT incorporates event-level loss and clip-level loss to optimize
its event detection and audio tagging performance. For strongly-
labeled data, both loss terms will be involved during the SEDT
model training, while for weakly-labeled data, the event-level loss
will be excluded since the strong annotations are not available.
Event-level loss.SEDT adopts a label assignment scheme before
computing event-level loss: it tries to �nd a matchinĝ� i between
each event prediction̂yi and its corresponding ground-truth anno-
tationyi through Hungarian algorithm, which is ef�cient for above
bipartite graph matching problem. To equip SEDT with sound event
classi�cation and localization ability, the loss for SEDT supervised
training is formulated as the weighted linear combination of local-
ization lossL loc and classi�cation lossL cls . For each event predic-
tion, the two loss functions are calculated as:

L loc =
NX

i

�
� IOU L IOU

�
bi ; b̂�̂ ( i )

�
+ � L1






 bi � b̂�̂ ( i )








1

�
(1)

L cls =
1
N

NX

i =1

� log p̂�̂ ( i ) (ci ) (2)

where� IOU and� L1 are weights for Intersection Over Union (IOU)
loss [5] and L1 loss.
Clip-level loss. The audio tagging loss is de�ned as the binary
cross-entropy between the clip-level class labell tag and predicted
audio taggingytag :

L at = BCE ( l tag ; ytag ) (3)

2.3. Self-supervised learning for SEDT

To better use the unlabeled or external datasets, such as AudioSet
and SINS, we adopt a self-supervised learning method to pre-train
SEDT on unlabeled data, which is named as Self-supervised Pre-
training SEDT (SP-SEDT). Speci�cally, we randomly crop spec-
trogram along the time axis to obtain several patches, and then pre-
train the model to predict corresponding locations of the patches. To

preserve the category information in SP-SEDT, classi�cation loss
and feature reconstruction loss are also adopted as sub-objective
terms. By means of such pre-text task, we hope that SEDT can lo-
calize sound event and maintain most category-related features at
the same time. More details can be found in [6].

2.4. Semi-supervised learning for SEDT

Pseudo-labelling [7] is one of the mainstream approaches of semi-
supervised learning. It requires a well-trained model to generate
pseudo labels on unlabeled data, so that in the next stage, the con-
verged model can be re-optimized on both labelled data and unla-
beled data jointly. Based on that, we propose an improved pseudo-
labelling method for the Semi-Supervised learning of SEDT (SS-
SEDT). SS-SEDT splits the training process into two stages: the
burn-in stage and the teacher-guided stage. In the burn-in stage,
SEDT is simply trained on the labeled dataset to initialize the
model. At the beginning of the teacher-guided stage, the initialized
model is copied into two models (a student model and a teacher
model), and then the teacher model generates pseudo labels on un-
labeled data so that the student model can gain knowledge from
both labeled data and unlabeled data. To guarantee the quality of
the pseudo labels, we revisit the following off-the-shelf techniques,
and apply them in the teacher-guided process. The detailed training
process of teacher-guided stage is shown in Algorithm 1.

� EMA : Unlike previous methods supervised by of�ine pseudo
labels, we resort to a progressing teacher model to generate
pseudo labels. The teacher model is updated from the student
model through EMA and thus can be viewed as implicit ensem-
ble models and provide more reliable guidance. Notice that al-
though the usage of EMA is similar to that in the mean-teacher
framework, the proposed method is different since pseudo la-
bels involved are hard ones and no consistency loss is adopted.

� Asymmetric augmentation: Asymmetric augmentation has
been introduced into semi-supervised image recognition [8]
and SED [9]. Inspired by that, we adopt similar idea in the
teacher-guided stage, during which weakly-augmented (fre-
quency mask and frequency shift) spectrograms are fed into
the teacher model to get pseudo labels and the student model
make predictions on the strongly augmented (frequency mask,
frequency shift, time mask and gaussian noise) version of the
same data batch.

� Mixup [10]: We mix labeled data with ground-truth and un-
labeled data with pseudo annotations together, which is sup-
posed to improve the model robustness to pseudo annotation
noise and alleviate the over�tting problem in model training.

� Focal loss[11]: Focal loss is adopted to handle the unbalanced
event categories in SED, without which the model may be over-
whelmed by easily classi�ed samples and produce biased out-
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Algorithm 1: Pseudocode for teacher-guided stage
Require: BL = labeled batch,BU = unlabeled batch
Require: S� (x) = student model; T� 0(x) = teacher model
Require: Aw (x) = weak augmentation function
Require: A s (x) = strong augmentation function
Require: � = learning rate; 
 = EMA ratio
Require: L = loss function
Ensure : �; � 0

1 for i ! 1 to maxepochsdo
2 foreachBL [ B U 2 B do
3 J sup  1

jB L j

P
( x i ;y i ) 2B L

L (S� (Aw (x i )) ; yi );
4 foreachx i 2 B U do yi  T� 0(Aw (x i )) ;
5 B̂  Mixup (BL ; BU );
6 J unsup  1

jB̂ j
P

( x̂ i ; ŷ i ) 2 B̂ L (S� (A s (x̂ i )) ; ŷi );

7 �  � � � ( @J sup
@� + @J unsup

@� );
8 � 0  
� 0 + (1 � 
 )� ;
9 end

10 end

puts. It should be noted that focal loss is merely used in the
teacher-guided stage, we believe such curriculum learning pat-
tern may help our model learn from easy to dif�cult.

3. FRAME-WISE CNN MODEL

The pipeline of the frame-wise CNN model is illustrated in Fig. 2.
At �rst, MLFL-CNN is preliminarily trained with weakly labeled
data and strongly labeled synthetic data to acquire basic event de-
tection and audio tagging ability. Then, it attaches pseudo strong
labels to the weakly-labeled and unlabeled data, and the model is
jointly trained with all these data in a self-training manner. Finally,
the trained MLFL-CNN provides audio tags and strong pseudo la-
bels for the weakly-labeled data and unlabeled data to train the tag-
conditioned CNN [12], which gives the �nal SED results.

Figure 2: Overview of the frame-wise model

The MLFL-CNN model contains three branches. The �rst
branch is the embedding-level attention pooling branch based on the
MIL framework, which is the same with [13]. The second branch is
the sound event detection branch which is introduced to exploit the
strong labels of synthetic data and uses focal loss as its supervision.
The third branch is the domain adaptation branch which uses met-
ric learning by inter-frame distance contrastive loss, more details of
which can be found in [14]. During training process, the MLFL-
CNN adopts the mean-teacher architecture and pseudo-labelling

framework simultaneously [15]. It combines clip-level loss (for
weakly-labeled data), frame-level loss (for data with strong labels
and pseudo strong labels), inter-frame distance contrastive loss (for
real data and synthetic data), and consistency loss together. And the
tag-conditioned CNN takes spectrograms and audio tags predicted
by the MLFL-CNN as inputs, and uses the strong labels of synthetic
data and pseudo strong labels of real data as ground-truth to train.

4. FUSION OF THE TWO MODELS

4.1. Preliminary: Class-speci�c PSDS

The essence of PSDS is to obtain a functionr (e) of effective TP
rate (eTPR) changing with effective FP rate (eFPR), and calculate
the integral of this function over(0; emax ), whereemax represents
the maximum value of eFPR value [3]. We notice that the original
calculation of eTPR relies on two class-averaged indicators� TP

and� TP . To decouple the eTPR according to the event category, we
simply replace class-averaged indicators with class-dependent ones
and �nally rede�ne the PSDS value of given category as follow:

� TP ;c = r TP ;c � TP ;c = r TP ;c � � TP ;c (4)

eTPRc : r c(e) , � TP ;c(e) � � ST � � TP ;c(e) (5)

PSDSc ,
1

emax

Z emax

0
r c(e)de (6)

wherePSDSc , eTPRc , � TP ;c and� TP ;c are corresponding class-
wise indicators for speci�c event classc.

4.2. Model fusion method

The core of model fusion is to calculate the class-wise fusion coef-
�cients of each model's prediction during the evaluation stage. As-
sume that there areN modelsm i (i = 1 ; 2; : : : N ), for each sound
event classc, the PSDS of modelm i on c is denoted asPSDSi;c .
Then the fusion coef�cient of modeli on categoryc is de�ned as:

wi;c =
PSDSi;c

P N
i =1 PSDSi;c

(7)

Therefore, for speci�c event categoryc, the �nal fusion proba-
bility p̂c is formulated as the weighted linear combination of each
model's predicted probabilitypi;c :

p̂c =
NX

i =1

wi;c � pi;c (8)

It is noteworthy that the above PSDS in Eq.(7) can be inter-
preted as PSDS1 or PSDS2 for this year's DCASE task4, so two
different sets of parameterswi;c can be obtained on the develop-
ment set and utilized to improve PSDS1 and PSDS2 respectively.

5. POST-PROCESSING

In order to reduce the noise in frame-level probability and make
sound events continuous, it is necessary to perform a smoothing
operation, such as mean �lter or median �lter, on the frame-level
probability. Currently, median �ltering with a �xed window length
or with the average length of each event calculated on the develop-
ment set is generally utilized [16]. In this paper, we perform median
�ltering and mean �ltering (with larger window size) on frame-level
probabilities in sequence, and propose a method to search for opti-
mal class-wise window lengths on the development set.
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Table 1: The PSDS on the validation set

System Extra data PSDS1 PSDS2

Baseline 1 0.336 0.536
Baseline 2 ! 0.351 0.552
System 1 ! 0.449 0.645
System 2 ! 0.115 0.816
System 3 0.420 0.618
System 4 0.099 0.783

Table 2: Ablation study on techniques in SS-SEDT

MU FL AA EMA PSDS1 PSDS2

! ! ! 0.372 0.570
! ! ! 0.349 0.540
! ! ! 0.369 0.566
! ! ! 0.357 0.538
! ! ! ! 0.388 0.573

Speci�cally, for a given event classc, we enumerate window
lengthwlc from 1 to 500, and �nd the optimal lengthwlc

� to opti-
mize PSDS1 and PSDS2 respectively:

wlc
� = arg max

wl c

PSDSc

PSDS
(9)

Finally, in the hybrid system, the event-level predictions of
SEDT are �rstly obtained in an end-to-end manner and then con-
verted into frame-level probabilities, before being fused with frame-
wise model and �nally post-processed to get the ultimate results.

6. EXPERIMENT

6.1. Experiment Setup

For SEDT not using external data, we �rstly pre-train it on unla-
beled real subset (14412 clips), then simply train it on the weakly
labeled training set (1578 clips) and synthetic 2019 subset (2045
clips) during burn-in stage, and �nally use weakly labeled set, syn-
thetic 2019 subset, synthetic 2021 subset (10000 clips), and unla-
beled subset to conduct teacher-guided learning. For SEDT using
external data, the two main differences compared to the above lie in
1) models are pre-trained on both unlabeled real subset and SINS
subset (72894 clips), 2) an additional strongly labeled set (3470
clips) is further included in the teacher-guided stage. The detailed
settings can be found in our repository1.

For frame-wise model not using external data, the training set
contains the weakly labeled training set, the unlabeled training set,
and synthetic 2021 subset. While for systems using external data,
we add the same strongly labeled set taken from AudioSet to the
original strong labeled set. The detailed settings of training hyper-
parameters and con�gurations can be found in [17].

6.2. Results of Submitted Systems

Table 1 shows the performance of our submitted systems, all of
which are fused models of ensemble frame-wise CNN models and
ensemble SEDT. Among them, system 1 and 2 incorporate exter-
nal data, while system 3 and 4 do not. Besides, model fusion and

1https://github.com/Anaesthesiaye/sound_event_
detection_transformer

window tuning methods proposed in Section 4 and Section 5 are
utilized in system 1, 3 to improve their PSDS1 and in system 2, 4 to
improve their PSDS2 separately. As shown in Table 1, our hybrid
systems outperform the of�cial baseline considerably whatever the
usage of external data. Moreover, our systems ranked 6th / 9th in the
challenge respectively. While they are inferior to the winner mod-
els, our designed components are orthogonal to network architec-
ture and data augmentation, which means that they may generalize
to other models and bring about promising improvements.

Table 3: Ablation study on window tuning and model fusion

Id Model MF WT PSDS1 PSDS2

1 Single SEDT 0.415 0.582
2 Ensemble SEDT 0.431 0.607
3 Single frame 0.349 0.668
4 Ensemble frame 0.392 0.673
5 Hybrid system ! 0.437 0.740
6 Hybrid system ! ! 0.449 0.816

6.3. Ablation Study

Techniques in SS-SEDT.To verify the effectiveness of techniques
in SS-SEDT, we conduct ablation study using single SS-SEDT
model without external data. Table 2 shows the results of mod-
els trained without speci�c technique, where MU, FL, AA denotes
Mixup, Focal Loss, Asymmetric Augmentation mentioned in Sec-
tion 2.4 respectively, and the model trained without AA means that
the inputs of teacher and student model are both weakly augmented.
It can be seen that all techniques can improve the performance of
SS-SEDT and it can �nally reach a PSDS1 of 0.388 and a PSDS2
of 0.573 while incorporating all techniques.
Window tuning and model fusion. To investigate the effects of
window tuning and model fusion strategy, we conduct ablation
study using SEDT and frame-wise model trained with external data.
Table 3 compares the performance between models under differ-
ent settings. In the above table, MF and WT denote Model Fusion
and Window Tuning methods proposed in Section 4 and 5 respec-
tively, and frame-wise model is abbreviated to “frame”. Among all
these models, model 2 and 4 are ensemble models of top 1-5 single
models, while hybrid system represents the fused model of ensem-
ble SEDT and ensemble frame-wise model. By comparing model
1, 2 with model 3, 4, it is obvious that SEDT can achieve higher
PSDS1 while frame-wise model is better at PSDS2. Moreover, by
comparing model 5 with model 2, 4, we can see that while SEDT
and frame-wise model have their own edges, they can complement
each other, since the hybrid system achieve further improvements
compared to single ensemble models. By comparing model 6 with
model 5, the effectiveness of window tuning can be validated, since
model 6 provides the best PSDS1 (0.449) and PSDS2 (0.816).

7. CONCLUSIONS

In this paper, we developed a framework to fuse the detection results
of the frame-wise model and event-wise model, which leads to an
improved PSDS1 of 0.420 and PSDS2 of 0.783 on the validation set
compared to individual ensemble models.
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“A framework for the robust evaluation of sound event de-
tection,” in ICASSP 2020-2020 IEEE International Confer-
ence on Acoustics, Speech and Signal Processing (ICASSP).
IEEE, 2020, pp. 61–65.

[4] Z. Ye, X. Wang, H. Liu, Y. Qian, R. Tao, L. Yan, and
K. Ouchi, “Sound event detection transformer: An event-
based end-to-end model for sound event detection,”arXiv
preprint arXiv:2110.02011, 2021.

[5] J. Yu, Y. Jiang, Z. Wang, Z. Cao, and T. Huang, “Unitbox:
An advanced object detection network,” inProceedings of the
24th ACM International Conference on Multimedia, 2016, pp.
516–520.

[6] Z. Ye, X. Wang, H. Liu, Y. Qian, R. Tao, L. Yan, and K. Ouchi,
“Sp-sedt: Self-supervised pre-training for sound event detec-
tion transformer,”arXiv preprint arXiv:2111.15222, 2021.

[7] D.-H. Leeet al., “Pseudo-label: The simple and ef�cient semi-
supervised learning method for deep neural networks,” in
Workshop on Challenges in Representation Learning, ICML,
vol. 3, no. 2, 2013, p. 896.

[8] K. Sohn, D. Berthelot, N. Carlini, Z. Zhang, H. Zhang, C. A.
Raffel, E. D. Cubuk, A. Kurakin, and C.-L. Li, “Fixmatch:
Simplifying semi-supervised learning with consistency and
con�dence,”Advances in Neural Information Processing Sys-
tems, vol. 33, pp. 596–608, 2020.

[9] T. K. Chan and C. S. Chin, “Multi-branch convolutional mac-
aron net for sound event detection,”IEEE/ACM Transactions
on Audio, Speech, and Language Processing, vol. 29, pp.
2972–2985, 2021.

[10] H. Zhang, M. Cisse, Y. N. Dauphin, and D. Lopez-Paz,
“mixup: Beyond empirical risk minimization,” inInterna-
tional Conference on Learning Representations, 2018.

[11] T.-Y. Lin, P. Goyal, R. Girshick, K. He, and P. Dollár, “Fo-
cal loss for dense object detection,” inProceedings of the
IEEE International Conference on Computer Vision, 2017, pp.
2980–2988.

[12] J. Ebbers and R. Haeb-Umbach, “Forward-backward convo-
lutional recurrent neural networks and tag-conditioned convo-
lutional neural networks for weakly labeled semi-supervised
sound event detection,” inProceedings of the Detection and
Classi�cation of Acoustic Scenes and Events 2020 Workshop,
2020, pp. 41–45.

[13] L. Lin, X. Wang, H. Liu, and Y. Qian, “Specialized decision
surface and disentangled feature for weakly-supervised poly-
phonic sound event detection,”IEEE/ACM Transactions on
Audio, Speech, and Language Processing, vol. 28, pp. 1466–
1478, 2020.

[14] Y. Huang, L. Lin, X. Wang, H. Liu, Y. Qian, M. Liu, and
K. Ouchi, “Learning generic feature representation with syn-
thetic data for weakly-supervised sound event detection by
inter-frame distance loss,”arXiv preprint arXiv:2011.00695,
2020.

[15] T. Rui, Y. Long, O. Kazushige, and X. Wang, “Couple learn-
ing for semi-supervised sound event detection,” inProc. Inter-
speech 2022, 2022, pp. 2398–2402.

[16] L. Lin, X. Wang, H. Liu, and Y. Qian, “Guided learning con-
volution system for dcase 2019 task 4,” inWorkshop on De-
tection and Classi�cation of Acoustic Scenes and Events 2019,
2019, p. 134.

[17] G. Tian, Y. Huang, Z. Ye, S. Ma, X. Wang, H. Liu, Y. Qian,
R. Tao, L. Yan, K. Ouchi, and R. Ebbers, Janek Haeb-
Umbach, “Sound event detection using metric learning and fo-
cal loss for dcase 2021 task 4,” DCASE2021 Challenge, Tech.
Rep., June 2021.

90



Detection and Classi�cation of Acoustic Scenes and Events 2022 3–4 November 2022, Nancy, France

LEVERAGING LABEL HIERARCHIES FOR FEW-SHOT EVERYDAY SOUND
RECOGNITION

Jinhua Liang, Huy Phan, Emmanouil Benetos

Centre for Digital Music, Queen Mary University of London, United Kingdom
f jinhua.liang, h.phan, emmanouil.benetosg@qmul.ac.uk

ABSTRACT

Everyday sounds cover a considerable range of sound categories
in our daily life, yet for certain sound categories it is hard to col-
lect suf�cient data. Although existing works have applied few-shot
learning paradigms to sound recognition successfully, most of them
have not exploited the relationship between labels in audio tax-
onomies. This work adopts a hierarchical prototypical network to
leverage the knowledge rooted in audio taxonomies. Speci�cally, a
VGG-like convolutional neural network is used to extract acoustic
features. Prototypical nodes are then calculated in each level of the
tree structure. A multi-level loss is obtained by multiplying a weight
decay with multiple losses. Experimental results demonstrate our
hierarchical prototypical networks not only outperform prototypi-
cal networks with no hierarchy information but yield a better re-
sult than other state-of-the-art algorithms. Our code is available in:
https://github.com/JinhuaLiang/HPNs_tagging

Index Terms— Everyday sound recognition, few shot learning,
hierarchical prototypical network

1. INTRODUCTION

Everyday sound recognition (or audio tagging) is to classify the
types of environmental sound events in a recording or online stream,
which involves many potential scenarios such as hearing aids [1],
smart cities [2], and advanced healthcare [3]. In the past decades, a
great amount of deep learning methods have emerged [4, 5] explor-
ing how to boost audio networks' performance using large-scale
datasets [6, 7]. While many works turned to focus on some more
practical scenarios, such as mismatched domains [8], weakly su-
pervised learning [9], and noisy labels [10], most of these methods
are still restricted by the size of available datasets. This is a practi-
cal problem in the �eld of everyday sound recognition as it usually
takes annotators more effort to mark the categories in a recording.
In addition, everyday sounds cover thousands of categories, which
makes it impossible to collect suf�cient instances per class for su-
pervised learning. This is thus how few-shot learning comes into
the picture.

Inspired by the human ability to learn novel items with just a
few examples, few-shot learning aims to capture the pattern of an
unseen category using a handful of instances [11]. A typical few-
shot learning framework is depicted as anN -way K -shot prob-
lem where there areN classes in a task and each class contains
K instances for training. Currently only a few studies have at-
tempted to apply few-shot learning to environmental sound recog-
nition tasks. Although these works pioneered few-shot audio recog-
nition, most of them were restricted to implementing off-the-shelf
few-shot learning methods from other �elds explicitly, which ig-
nores exploiting the relationship between labels in audio taxonomy.

This work is motivated by the fact that we humans learn un-
seen concepts not only by observing their own features, but also
by connecting them to existing knowledge. We thus assume that
leveraging a priori knowledge helps a model to learn an unseen cat-
egory with a few examples. Based on this assumption, this paper ap-
plies hierarchical prototypical networks (HPNs) to leverage the au-
dio taxonomy knowledge drawn from the taxonomy of the dataset.
Speci�cally, a few-shot classi�cation problem is considered as a
multi-task classi�cation problem where both ancestor classes and
descendant classes are used in separate classi�cation tasks. Further-
more, prototypical networks are adopted as classi�ers by measur-
ing distance between query points and prototypes in the embedding
space. Experimental results on the ESC-50 dataset [12] show that
our HPNs yield a superior performance over prototypical networks
with no hierarchy knowledge and outperform other state-of-the-art
models.

The contributions of our work are three-fold:
i) Several state-of-the-art few-shot learning algorithms are bench-

marked for generic everyday sound recognition. Different ex-
perimental setups are carried out to investigate the impact of
data splits on model evaluation.

ii) A hierarchical prototypical network is proposed and applied to
leverage a priori knowledge of sound event taxonomy by taking
samples' ancestor classes into consideration.

iii) The impact of data splits on overall performance is investigated.
The code is also released to benchmark state-of-the-art few-shot
algorithms and to set up an evaluation environment on the ESC-
50 dataset.
The remainder of this paper is organised as follows. Section

2 brie�y summarises work related to our research and Section 3
introduces our proposed hierarchical prototypical network and the
implementation details. In the Section 4, experimental results are
discussed to demonstrate the superior performance of our network
compared with other few-shot methods. Discrepancy in perfor-
mance is then discussed among different data splits. Section 5 con-
cludes the work and points out directions for future work.

2. RELATED WORK

2.1. Few-shot learning for everyday sound recognition

Few shot learning aims to use a limited amount of labeled examples
to train a model that can be generalised to unseen categories eas-
ily. SupposeCbase andCnovel are two non-overlapping label sets
(or splits) drawn from the whole label setC. The task is to train a
classi�er f with labelled samples of classes fromCbase and to eval-
uatef on samples of classes belonging toCnovel . Transfer learning
[13] and meta learning [14, 15] are two of the most frequently used
techniques. On the one hand, transfer learning strategies trainf
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