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1 Introduction

From the early days, queueing systems have been associated with decision problems.
Natural questions emerge such as: Should the arriving packet be accepted in the buffer
or be rejected? Which queue should the next customer be sent to? Which customer
should be served next among all pending ones? The early works of Naor [8] or Sobel
[12] in the late 1960s as well as many others investigate these natural problems, and, as
mentioned by Puterman in his reference book [[11], queueing control represents one of
the main areas of application of Markov decision process (MDP) methodology.

Let us consider a general Markov decision process .# = (., </ ,r,P) where the
state (action) space . () is of size S (A), r: ¥ x &/ — [0, 1] is an unknown random
reward function and P is the transition kernel: for all 5,5’ € #,a € &/, P(s'|s,a) is the
unknown probability to go from s to s’ under action a.

Reinforcement Learning (RL) in MDPs consists in designing a learning algorithm
that takes online actions while exploring the states of the MDP. Its choice of action a;
in state s, improves over time by exploiting the samples of the rewards r;(s;,a,) and
of the transition kernel P(s;+1|s;,a;) that the learner collects. Here, we focus on one
of the most popular measures of learning efficiency, namely the regret of the first T
steps of the algorithm: Reg(T) = Y.L, (r*(s;) — r,(s;,a;)) where r* is the value of the
unknown optimal policy in state s,. The advent of Q-learning (see the reference book
[L3]]) has triggered a fast growing interest in reinforcement learning for MDPs. Learning
algorithms in multi-armed bandits, such as Upper Confidence Bound (UCB) [7]] have
also inspired another type of learning algorithms for MDPs (called model based). One
can cite the variants of UCRL, from I to V and counting, started in [Sl] or UCB-VI [3].
The Bayesian counterpart of UCB for bandits is Thompson sampling. Several extensions
to MDPs have also been proposed such as posterior sampling [9] or TSDE [10]]. The
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best regret bound of all these algorithms is
Reg(T) < ¢V DSAT, (1)

where c is a constant and D is the diameter of the MDP. Conversely, there exist MDPs
for which any learning algorithm has a regret at least ¢/v/DSAT (where ¢’ < c). These
worst case bounds may give a sense of optimality that can be misleading, as seen later.

2 Reinforcement Learning in Queueing Systems

In spite of this explosive growth of research on online learning, few papers are dedicated
to reinforcement learning in queues. One can argue that learning in queues does not
reduce to RL/MDP/regret and other approaches have emerged as surveyed in [2]]. In this
note we focus on regret minimization in queueing control and argue that improvements
can and must be made, both on the analysis and algorithmic aspects. So what is so
specific to MDPs modeling control problems on queues?

- No discount. Discounts are rampant in the reinforcement learning literature, es-
pecially in Q-learning algorithms [13]. However, discounts are not natural in queues
because the unit of the cost is often milliseconds and not dollard]

- Very large state space and diameter. Queueing systems suffer from the curse of
dimensionality: The size of the state space S is exponential in the number of queues. In
this case, the classical bound (I)) on the regret can be unacceptable. Furthermore, the
diameter D can be exponential in the state space size for many queue control problems.
Here again, the bound (T]) becomes irrelevant, even when the state space size is small.

- Structured transition matrices. In most queueing systems, the transition matrices
are sparse and structured. The structure of the kernel has already been successfully ex-
ploited in Markovian bandits in [4] for example, and this line of work should extend to
the exploitation of the structure of the transition kernel in queues.

Parametric learning. This last item opens the first promising track for queue-
specific learning: exploit the parametric nature of the kernel. Indeed, most queueing sys-
tems are defined by a small number of parameters (e.g. the arrival and service rates in an
admission control problem in an M/M/1/K queue). A d-linear additive model, inspired
by parametric bandits, was introduced in [[6] and assumes that P(:|s,a) = (¢(s,a), 6(-)),
where ¢ (s, a) is a known feature mapping and 6 is an unknown measure on R?, and has
been popular ever since. However it implies that the transition kernel is of rank 4 and
does not apply in most queueing systems where the kernel has almost full rank. The
linear mixture model introduced in [14] assumes instead that P(s'|s,a) = (¢ (s'|s,a),0),
6 € R?. This is more adapted to queues. For example, the admission control problem
in a M/M/1/K queue is a linear mixture of dimension d = 2. [[14] shows that, with dis-
count ¥, the regret bound of their optimist algorithm becomes Reg(T) < dv/T /(1 —7)?,
replacing S and A by d, the number of parameters (the diameter remains under the form

! although this goes against the precept that time is money.
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(1—17)~1). However, discounting is not natural in queueing control. The design of an
efficient learning algorithm for undiscounted parametric MDPs is still open.

Instance specific regret bounds. Another promising track is to move away from
the minimax approach used in the construction of regret upper and lower bounds given
above. We argue that instance specific analysis will provide much tighter bounds and
more insight of the actual performance of a learning algorithm in queueing control.

The main idea underlying this belief is that, under the optimal policy, some states
will be rarely visited (geometric stationary distributions are typical, as ina M/M/1/K
queue under optimal admission control). Therefore, learning the optimal decisions in
those rare states is quite useless to get a good performance. Currently, this is not taken
into account (all states are treated uniformly in the regret analysis). For learning in
admission control and speed scaling problems as studied in [1]], we can show that ex-
ploiting the stationary measure in the analysis of classical learning algorithms yields
Reg(T) < K+/T where K only depends on the load of the system under the optimal
policy. The dependence in the size of the state space, the action space and, more impor-
tantly, in the diameter of the MDP disappears. We believe that this type of results can
be generalized to many other cases (optimal routing and allocation problems) where the
stationary distribution under all policies is extremely uneven between states.

A lot is still to be done to understand the behavior of existing learning algorithms
in queues as well as to design new learning techniques adapted to queueing control.
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