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Abstract

This paper provides a complete characterization of the information-energy region of simultaneous information and energy
transmission over an additive white Gaussian noise channel in the finite block-length regime with finite sets of channel input
symbols. Given a set of channel input symbols, the converse characterizes the tuples of information rate, energy rate, decoding
error probability (DEP) and energy outage probability (EOP) that cannot be achieved by any code built using the given set of
channel inputs. A novel method for constructing a family of codes that respects the given information rate, energy rate, DEP and
EOP requirements is proposed. The achievable region identifies the set of tuples of information rate, energy rate, DEP and EOP
that can be achieved by the constructed family of codes. The proposed construction proves to be information rate, energy rate,
and EOP optimal. The achieved DEP is, however, sub-optimal, owing to the choice of the decoding regions made during the
construction.

Index Terms

Simultaneous information and energy transmission, SIET, SWIPT, information-energy regions, achievability, converse, finite
block-length, finite channel inputs

1. INTRODUCTION

Simultaneous information and energy transmission (SIET) (also known as simultaneous wireless information and power transfer
(SWIPT)) employs radio frequency (RF) signals to simultaneously accomplish the tasks of conveying information and providing
energy to (possibly different) devices. In the following, for the sake of correctness, the denomination “energy transmission”
is preferred against “power transfer”, and thus, the acronym SIET is adopted in the remainder of this paper. A fundamental
question of interest in SIET is that, given a certain code, what can and cannot be accomplished by such a code in terms of the
information and energy transmission rates. It is particularly interesting to answer this question in the finite block-length regime
with finite sets of channel input symbols. The trade-offs between information and energy transmission rates in SIET have
previously been studied in the asymptotic regime [1]–[6] where the assumption of infinitely long transmissions guarantees
that the decoding error probability (DEP) and the energy outage probability (EOP) can be made arbitrarily close to zero.
Thus, the focus of the asymptotic results is only on the information and energy transmission rates. In the finite block-length
regime, however, the DEP and EOP are bounded away from zero and pose additional constraints on the fundamental limits of
SIET.

A common assumption in the study of SIET over an additive white Gaussian noise (AWGN) channel is that the channel
inputs are derived independently from a Gaussian distribution. In a departure from this norm, this work considers the more
meaningful, discrete set of channel input symbols that define the channel. This work characterizes the fundamental limits
of SIET for such channels in the finite block-length regime in the presence of AWGN noise. Unlike Gaussian inputs, the
fundamental limits obtained for finite discrete sets of channel input symbols provide insights for practical systems that operate
with finite block-lengths and finite sets of channel inputs.
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The existing body of work in SIET can be studied under three main categories. The first is the study of the the trade-offs
between the information and energy rates that can be simultaneously transmitted by an RF signal. Earlier research in this area
is focused primarily on the asymptotic regime [1]–[4]. In this case, the notion of information-energy region generalizes to the
set of all information and energy rate tuples that can be simultaneously achieved in the asymptotic block-length regime [2].
To capture the trade-off between the information and energy rates, [1] defines a capacity-energy function for various channels
including the discrete memoryless channel, binary symmetric channel, and the AWGN channel. In [4], the information-energy
trade-off is studied for a coupled-inductor circuit that models a slow frequency-selective fading channel. The information-energy
capacity region of the Gaussian multiple access channel is characterized in [5], whereas the information-energy capacity region
of the Gaussian interference channel is approximated in [6]. Nonetheless, the information-energy trade-off is not the only
trade-off involved in SIET. In the finite block-length regime, several other trade-offs appear which are taken into consideration
in this paper.

Within the finite block-length regime, [7] and [8] provide a characterization of the information-energy capacity region with
binary antipodal channel inputs. A converse and an achievable information-energy region of SIET with arbitrary number of
channel inputs is presented in [9] and [10], respectively. It has been shown in [9] and [10] that, in the non-asymptotic regime,
these limits are a function of the type induced by the code used for the transmission. A type is understood in the sense of
the empirical frequency with which each channel input symbol appears in the codewords [11]. The impact of energy harvester
non-linearities on the fundamental limits of SIET in the finite block-length regime has been studied in [12].

The second area of research that has received considerable attention in SIET is the modelling of the energy harvester (EH)
circuits with the aim of providing accurate estimates of the energy gathered from an RF signal. This line of inquiry has
revealed that, due to the presence of non-linear elements such as diodes in the EH circuits, the expected energy harvested
from a signal is a function of the fourth power of the signal magnitude [13] in addition to the squared magnitude as was
conventionally assumed (see [2], [5] and [8]). Recent research on EH non-linearities [14], [15] has shown that energy models
that do not account for these non-linearities result in inaccurate estimates of the harvested energy. This work accounts for the
EH non-linearities by adopting the models proposed in the literature for determining the energy harvested from the transmitted
RF signals.

The third category of research deals with aspects related to the design and implementation of SIET such as signal and system
design, resource allocation, receiver architectures, energy harvester circuits, and decoding strategies. Optimal waveform design
for SIET from a multi-antenna transmitter to multiple single antenna receivers is studied in [16]. Signal and system design
exclusively for wireless energy transmission has been studied in [15], [17]–[20] and [21]. In [22], the authors optimize resource
allocation and beamforming for intelligent reflecting surfaces aided SIET. The memory of non-linear elements in the EH circuit
is modeled as a Markov decision process in [23] and a learning based model is proposed for the EH circuit. An algorithm for
designing a circular quadrature amplitude modulation scheme for SIET that maximizes the peak-to-average power ratio has
been proposed in [24]. This paper contributes to this line of research by providing a method of code construction for SIET
that proves to be information rate, energy rate and EOP optimal.

More comprehensive overviews of the work on SIET in the second and third categories detailed above, can be found in [25],
[26], [27], and [28]. A comparison of relevant aspects of the existing literature on SIET with this work is provided in Table I
below. A tick mark indicates that the specific factor has been taken into consideration in the paper while a dash indicates that
the concerned feature has not been considered in that reference.

The main contributions of this paper are summarized below.

• The converse for finite block-length SIET over an AWGN channel with a peak-amplitude constraint is characterized for
a given finite set of channel input symbols. The converse defines the set of information rate, energy rate, DEP and EOP
tuples that cannot be achieved by any code that employs the given set of channel input symbols.
It is of interest to characterize the information-energy regions for a given set of channel input symbols because channel
inputs are usually designed for very specific functions and are, therefore, fixed by design in a system. Ideally, the converse
information-energy region would be characterized for the optimal set of channel inputs. However, determining the optimal
set of channel inputs is known to be a very difficult problem [44]–[46], even without energy considerations. Interestingly,
the process of characterizing the information-energy regions for given sets of channel input symbols results in guidelines
for designing optimal channel input symbols for SIET. This characterization also reveals the dependence of the information
rate, the energy rate, the DEP and the EOP on various parameters of the code which, in turn, provides insights into which
parameters should be changed and how in order to achieve a certain performance objective in SIET.

• Based upon the insights provided by the converse information-energy region, a method of constructing sets of channel
input symbols and codes for SIET over an AWGN channel in the finite block-length regime is proposed.

• The achievable information-energy region for the constructed family of codes is characterized. The achievable region
defines the set of information rate, energy rate, DEP and EOP tuples that can be achieved by at least one code from the
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TABLE I: Summary of the state-of-art

Point-to-point

Reference Channel
inputs Block-length EH non-

linearities Channel DEP EOP

[1] Infinite Asymptotic - DMC, AWGN - -

[4] Infinite Asymptotic - AWGN + Frequency-
selective fading - -

[3] Infinite Asymptotic X Rayleigh fading - -
[29] Infinite Asymptotic - Flat fading - -
[23] Infinite Asymptotic - AWGN - -
[30] Finite Asymptotic - AWGN + Fading - -
[22] Finite Asymptotic - AWGN + Flat-fading - -
[31] Finite - - AWGN + Rayleigh fading X -
[24] Finite - - AWGN - -
[13] Infinite Asymptotic X AWGN - -
[14] Infinite Asymptotic X Multi-path fading - -
[32] Uncountable Asymptotic - AWGN + Rayleigh fading X -

[33] Uncountable Asymptotic - AWGN + Rayleigh and
Rician fading - -

[34] Uncountable Asymptotic - AWGN - -
[35] Uncountable Asymptotic X Multi-path fading - -
[36] Uncountable Asymptotic - Multi-path fading - -
[37] Uncountable Asymptotic - AWGN + Flat-fading - -
[38] Finite Finite X AWGN - -
[7] Finite Finite - BSC X X
[8] Finite Finite - BSC - -

This work Finite Finite X AWGN X X

MAC
[5] Finite Asymptotic - AWGN - -
[6] Finite Asymptotic - Gaussian interference - -
[39] Uncountable Asymptotic - Path-loss, Rayleigh fading X X
[40] Uncountable Asymptotic X AWGN - -
[41] Uncountable Asymptotic - AWGN + flat fading X X
[42] Uncountable Asymptotic - AWGN + flat fading - -
[43] Uncountable Asymptotic - AWGN + flat fading - -

constructed family of codes.
• The trade-offs between the information rate, energy rate, DEP and EOP are illustrated through various instructive examples.

The information-energy region is also illustrated for a given set of channel input symbols. The study of the gaps between
the converse and achievability regions shows that the constructed codes are information rate, energy rate and EOP optimal.
The DEP achieved by the constructed codes is, however, sub-optimal.

The rest of this paper is organized as follows. The notations used in this paper and the system model are presented in
Sections 2 and 3, respectively. The converse region for finite block-length SIET is characterized in Section 4. Section 5
provides the construction of codes for finite block-length SIET followed by the characterization of an achievable region. The
trade-offs between various parameters of finite block-length SIET are elucidated using a simple set of channel input symbols
in Section 6. Section 7, illustrates the characterized converse and achievable regions and provides insights into the optimality
of the constructed class of codes for SIET.

2. NOTATION

The sets of natural, real and complex numbers are denoted by N, R and C, respectively. In particular, 0 /∈ N. The Borel
σ-algebra on R is denoted by B(R). Random variables and random vectors are denoted by uppercase letters and uppercase
bold letters, respectively. Scalars are denoted by lowercase letters and vectors by lowercase bold letters. The real and imaginary
parts of a complex number c ∈ C are denoted by <(c) and =(c), respectively. The complex conjugate of c ∈ C is denoted
by c? and the magnitude of c is denoted by |c|. The imaginary unit is denoted by i, i.e., i2 = −1. The Kullback-Leibler (KL)
divergence between two measures P and R, with P absolutely continuous with R, is denoted by D(P ||R) =

∫
log dP

dRdP ,
where dP

dR denotes the Radon-Nykodim derivative of P with respect to R. The Fourier transform of an integrable signal x(t)
is denoted by x̂(f). The sinc function is defined as follows

sinc(t) ,
sin(πt)

πt
, (1)

and the Q function is given by the following:

Q(x) =

∫ ∞
x

1√
2π

exp

Å
− t

2

2

ã
dt. (2)
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3. SYSTEM MODEL

Consider a communication system formed by a transmitter, an information receiver (IR), and an energy harvester (EH). The
objective of the transmitter is to simultaneously send information to the IR at a rate of R bits per second; and energy to the
EH at a rate of B Joules per second over an additive white Gaussian noise (AWGN) channel. The transmission takes place
over a finite duration of n ∈ N channel uses. The transmitter uses L symbols from the set

X , {x(1), x(2), . . . , x(L)} ⊂ C (3)

that contains all possible channel input symbols. That is,

L , |X | . (4)

For all m ∈ {1, 2, . . . , n}, denote by νm ∈ X , the symbol to be transmitted during channel use m. Denote the vector of
channel input symbols over n channel uses by

ν = (ν1, ν2, . . . , νn)T. (5)

The baseband frequency of the transmitter in Hertz (Hz) is denoted by fw. Denote by T = 1
fw

, the duration of a channel use in
time units. Hence, the transmission takes place during nT time units. The complex baseband signal at time t, with t ∈ [0, nT ]
is given by

x(t) =

n∑
m=1

νm sinc (fw (t− (m− 1)T )) , (6)

where the sinc function is in (1). The signal x(t) in (6) has a bandwidth of fw
2 > 0 Hz. Let fc > fw

2 denote the center
frequency of the transmitter. The RF signal input to the channel at time t, denoted by x̃(t), is obtained by the frequency
up-conversion of the baseband signal x(t) in (6) as follows:

x̃(t)=<
Ä
x(t)
√

2 exp(i2πfct)
ä
, (7)

where i is the complex unit. The RF outputs of the AWGN channel at time t ∈ [0, nT ] are the random variables

Y (t) = x̃(t) +N1(t), and (8a)
Z(t) = x̃(t) +N2(t), (8b)

where, for all t ∈ [0, nT ], the random variables N1(t) and N2(t) represent real white Gaussian noise with zero mean and
variance σ2. Y (t) and Z(t) are the inputs to the IR and the EH, respectively.

At the IR, the received signal Y (t) in (8a) is first multiplied with
√

2 exp(−i2πfct) to obtain the down-converted output. The
down-converted output is then passed through a unit gain low pass filter with impulse response fw sinc (fwt) that has a cut-off
frequency of fw

2 Hz to obtain the complex baseband equivalent of Y (t). This is followed by ideally sampling the complex
baseband output at intervals of 1/fw. The resulting discrete time baseband output at the end of n channel uses is given by the
following random vector [47, Section 2.2.4]:

Y = ν +N , (9)

where the vector Y = (Y1, Y2, . . . , Yn)T ∈ Cn is the input to the IR; ν is the vector of channel input symbols in (5);
and N = (N1, N2, . . . , Nn)T ∈ Cn is the noise vector such that, for all m ∈ {1, 2, . . . , n}, the random variable Nm is
a complex circularly symmetric Gaussian random variable whose real and imaginary parts have zero means and variances
1
2σ

2. Moreover, the random variables N1, N2, . . . , Nn are mutually independent (see [47, Section 2.2.4]). That is, for all
y = (y1, y2, . . . , yn)T ∈ Cn, and all ν = (ν1, ν2, . . . , νn)T ∈ Cn, the conditional probability density function of the channel
output Y in (9) is given by

fY |X(y|x) =

n∏
m=1

fY |X(ym|νm) (10)

and for all m ∈ {1, 2, . . . , n},

fY |X(ym|νm) =
1

πσ2
exp

Ç
−|ym − νm|

2

σ2

å
(11)

=
1

πσ2
exp

Å
− (<(ym)−<(νm))2 + (=(ym)−=(νm))2

σ2

ã
. (12)

The EH does not down-convert or filter the received input Z(t) (see [15] and [14]). The RF signal Z(t) in (8b) is used as is
for harvesting the energy contained in it.

Within this framework, two tasks must be accomplished: information transmission and energy transmission.
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A. Information Transmission

Let M be the resolution of the set of indices from which a message is transmitted within n channel uses. That is,

M 6 2n logL, (13)

where L is the number of channel input symbols in (4). To reliably transmit a message index, the transmitter uses an (n,M)-
code defined as follows.

Definition 3.1 ((n,M)-code). An (n,M)-code for the random transformation in (9) is a system:

{(u(1),D1), (u(2),D2), . . . , (u(M),DM )} , (14)

where, for all (i, j) ∈ {1, 2, . . . ,M}2, i 6= j,

u(i) = (u1(i), u2(i), . . . , un(i)) ∈ Xn, (15a)
Di ∩ Dj = φ, (15b)
M⋃
i=1

Di ⊆ Cn, and (15c)

|um(i)| 6 P, (15d)

where the real P > 0 is the peak-amplitude constraint.

Assume that the transmitter uses the (n,M)-code

C , {(u(1),D1), (u(2),D2), . . . , (u(M),DM )}, (16)

that satisfies (15). The results in this paper are presented in terms of the types induced by the codewords of the given code C
in (16). The type induced by the codeword u(i), with i ∈ {1, 2, . . . ,M}, is a probability mass function (pmf) whose support
is equal to or a subset of X in (3). This pmf is denoted by Pu(i) and for all x ∈ X ,

Pu(i)(x) ,
1

n

n∑
m=1

1{um(i)=x}. (17)

The type induced by all the codewords in C is also a pmf on the set X in (3). This pmf is denoted by PC and for all
x ∈ X ,

PC (x) ,
1

M

M∑
i=1

Pu(i)(x). (18)

The information rate of any (n,M)-code C is given by

R(C ) =
logM

n
(19)

in bits per channel use. To transmit the message index i, with i ∈ {1, 2, . . . ,M}, the transmitter uses the codeword u(i) =
(u1(i), u2(i), . . . , un(i)). That is, at channel use m, with m ∈ {1, 2, . . . , n}, the transmitter inputs the RF signal corresponding
to symbol um(i) into the channel. At the end of n channel uses, the IR observes a realization of the random vector Y =
(Y1, Y2, . . . , Yn)T in (9). The IR decides that message index j, with j ∈ {1, 2, . . . ,M}, was transmitted, if the following event
takes place:

Y ∈ Dj , (20)

with Dj in (16). That is, the set Dj ⊆ Cn is the region of correct detection for message index j. Therefore, the DEP associated
with the transmission of message index i is given by

γi(C ) , 1−
∫
Di
fY |X(y|u(i))dy, (21)

and the average DEP for code C is given by

γ(C ) ,
1

M

M∑
i=1

γi(C ). (22)

Using this notation, Definition 3.1 can be refined as follows.

Definition 3.2 ((n,M, ε)-codes). An (n,M)-code C for the random transformation in (9), is said to be an (n,M, ε)-code if

γ(C ) ≤ ε. (23)
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Using (17) and (18), a special class of codes of particular interest in this study, called homogeneous codes, is defined
hereunder.

Definition 3.3 (Homogeneous Codes). An (n,M, ε)-code C for the random transformation in (9) of the form in (16) is said
to be homogeneous if for all i ∈ {1, 2, . . . ,M} and for all x ∈ X , with X in (3) it holds that

Pu(i)(x) = PC (x), (24)

where, Pu(i) and PC are the types defined in (17) and (18), respectively.

Homogeneous codes are essentially (n,M, ε)-codes in which a given channel input symbol is used the same number of times
in all codewords.

B. Energy Transmission

While transmitting message i ∈ {1, 2, . . . ,M}, the channel output observed at the EH is denoted by Zi(t), with t ∈ [0, nT ].
From (7) and (8b), the channel output Zi(t) is given by

Zi(t) = <
(√

2

n∑
m=1

um(i) sinc (fw(t− (m− 1)T )) exp (i2πfct)
)

+N2(t) (25)

= xi(t) +N2(t), (26)

where, for all m ∈ {1, 2, . . . , n}, the complex um(i) is the mth symbol of the codeword u(i) in (15a); for all t ∈ [0, nT ], the
signal xi(t) in (26) is

xi(t) = <
(√

2

n∑
m=1

um(i) sinc (fw(t− (m− 1)T )) exp (i2πfct)
)

; (27)

and the random variable N2(t) is a real Gaussian random variable with zero mean and variance σ2 in (10). For all t ∈ [0, nT ],
the channel output Zi(t) in (26) is a real Gaussian random variable with mean xi(t) and variance σ2.

The non-linear energy model in [14] and [15] states that the energy harvested from a signal is proportional to the DC component
of the second and fourth powers of the signal. Using this model, for all i ∈ {1, 2, . . . ,M}, the expected energy harvested from
the channel output Zi(t) in (25) during the time t ∈ [0, nT ] is given by the following:

ei , k1

n∑
m=1

|um(i)|2 + k2

n∑
m=1

|um(i)|4 (28)

= k1

∑
x∈X

nPu(i) (x) |x|2 + k2

∑
x∈X

nPu(i) (x) |x|4 , (29)

where x ∈ X , with X in (3); k1 and k2 are positive constants, with k1 = 0.0034 and k2 = 0.3829 [14]; for all m ∈ {1, 2, . . . , n},
the complex um(i) is in (15a) and Pu(i) is the type defined in (17). From (29), for a homogeneous code C (Definition 3.3), the
expected energy harvested from the channel output Zi(t) in (26) during the time t ∈ [0, nT ] is equal for all i ∈ {1, 2, . . . ,M}
and is given by the following:

eC , k1

∑
x∈X

nPC (x) |x|2 + k2

∑
x∈X

nPC (x) |x|4 , (30)

where x ∈ X , with X in (3) and PC is the type defined in (18).

Denote by M ′ ≤ M , the number of unique values in the vectior (e1, e2, . . . , eM )
T with ei in (28). The M ′ unique energy

levels are given by {ē1, ē2, . . . , ēM ′}. Assume without loss of generality that the following holds:

0 < ē1 < ē2 < . . . < ēM ′ . (31)

More specifically, for all i ∈ {1, 2, . . . ,M}, there exists j ∈ {1, 2, . . . ,M ′} such that ei = ēj with ei in (28).

For all j ∈ {1, 2, . . . ,M ′}, define variables yj to be the number of codewords that carry energy ēj . More precisely, for all
j ∈ {1, 2, . . . ,M ′}, yj is given by

yj =

M∑
i=1

1{ei=ēj}. (32)

It follows that
∑M ′

j=1 yj = M .
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Let W be a random variable that denotes the message index sent during time t ∈ [0, nT ]. For all i ∈ {1, 2, . . . ,M}, the
probability of transmitting message index i is given by

PW (i) =
1

M
. (33)

The energy harvested during time t ∈ [0, nT ] is also a random variable denoted by E. The probability of harvesting energy e
given that message index i was transmitted is given by

PE|W (e|i) = 1{e=ei}, (34)

where ei is in (28). The pmf of the random variable E, denoted by PE is given by the following:

PE (e) =

M∑
i=1

PE|W (e|i)PW (i) (35)

=
1

M

M∑
i=1

1{e=ei}. (36)

Using (35), the EOP associated with code C is defined as follows:

θ(C , B) , Pr (E < B) =
∑

i∈{j∈{1,2,...,M}:ej<B}

PE(ei) (37)

=
∑

i∈{j∈{1,2,...,M}:ej<B}

1

M

M∑
i=1

1{e=ei} (38)

=
1

M

∣∣∣{i ∈ {1, 2, . . . ,M} : ei < B}
∣∣∣ (39)

=
1

M

M∑
i=1

1{ei<B}, (40)

where, PE is the pmf defined in (35), ei is defined in (28) and, the equality in (38) follows from (36).

From (40), an interesting insight can be derived about θ(C , B). The EOP θ(C , B) can only take discrete values in the set
{0, 1

M , 2
M , . . . , 1}. Moreover, for homogeneous codes [9, Definition 4], it holds that θ(C , B) ∈ {0, 1}. The following refinement

of Definition 3.2 follows from (37).

Definition 3.4 ((n,M, ε,B, δ)-code). An (n,M, ε)-code C for the random transformation in (9) is said to be an (n,M, ε,B, δ)-
code if

θ(C , B) ≤ δ. (41)

4. INFORMATION-ENERGY CONVERSE REGION

The main results in this section provide upper bounds on the information rate R in (19), lower bounds on the average DEP ε
in (23) and lower bounds on the EOP δ in (41) for all possible (n,M, ε,B, δ)-codes that employ a given set of channel input
symbols X of the form in (3).

A. Energy Transmission Rate and EOP

The following corollary introduces a lower bound on the EOP that holds for all possible (n,M, ε,B, δ)-codes.

Corollary 4.1. Given an (n,M, ε,B, δ)-code C for the random transformation in (9) of the form in (16), the following holds:

δ ≥ 1

M

M∑
i=1

1{ei<B}, (42)

where, for all i ∈ {1, 2, . . . ,M}, the real ei ∈ [0,∞) is in (28).

Proof. The result follows from (40) and (41).

The following lemma provides the bound on the EOP for the class of homogeneous codes.

Lemma 4.2. Given a homogeneous (n,M, ε,B, δ)-code C for the random transformation in (9) of the form in (16), the
following holds:

δ = 1{eC<B}, (43)
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where eC ∈ [0,∞) as in (30).

Proof. From (40), the average EOP of code C is given by

θ(C , B) =
1

M

M∑
i=1

1{ei<B}. (44)

Since C is homogeneous, from (44) and (30) it follows that

θ(C , B) =
1

M

M∑
i=1

1{eC<B} (45)

= 1{eC<B}. (46)

From (41) and (46), it follows that

δ = 1{eC<B}. (47)

This completes the proof.

Note that, while (41) would suggest that (47) should be an inequality, namely δ ≥ 1{eC<B}. However, since δ ∈ {0, 1} for
the homogeneous code C in Lemma 4.2, (47) holds with equality.

The derived lower bound on δ in Corollary 4.1 can now be used for determining the upper bound on the energy transmission
rate B as follows.

Lemma 4.3. Given an (n,M, ε,B, δ)-code C for the random transformation in (9) of the form in (16), the energy transmission
rate B satisfies,

B ≤

{
ē1 if 0 ≤ δ < y1

M ,

ēj if
∑j−1
k=1 yk
M ≤ δ <

∑j
k=1 yk
M , j ∈ {2, 3, . . . ,M ′} .

(48)

where, for all i ∈ {1, 2, . . . ,M}, energy ei is in (28); the positive integer M ′ is in (31); and, for all j ∈ {1, 2, . . . ,M ′}, ēj
is in (31) and yj is in (32).

Proof. From (42), it follows that,
M∑
i=1

1{ei<B} ≤Mδ. (49)

This implies that, in order to achieve an EOP less than or equal to δ, the number of codewords that have energy less than B
(given by

∑M
i=1 1{ei<B}) can be at most equal to bMδc. This allows calculating the upper bound on the energy transmission

rate B as follows.

From (32) and the definition of the EOP in (40), it can be seen that the EOP δ can only take values from the following set:{
0,
y1

M
,
y1 + y2

M
, . . . ,

∑M ′−1
j=1 yj

M
, 1

}
. (50)

For 0 ≤ δ < y1
M , at most bMδc = y1 codewords can have energy less than B which is possible only if

B ≤ ē1. (51)

For y1
M ≤ δ <

y1+y2
M , at most bMδc = y1 + y2 codewords can have energy less than B which is possible only if

B ≤ ē2. (52)

The upper bound on B can similarly be calculated for all possible values of δ in (50). Therefore, the upper bound for B is
given by the following:

B ≤

{
ē1 if 0 ≤ δ < y1

M ,

ēj if
∑j−1

1 yj
M ≤ δ <

∑j
1 yj
M , j ∈ {2, 3, . . . ,M ′} .

(53)

This completes the proof.
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Consider the special case in which all the M codewords carry a different amount of energy. That is, for all i ∈ {1, 2, . . . ,M},
e1 6= e2 6= . . . 6= eM . Furthermore, assume without loss of generality that

e1 < e2 < . . . < eM . (54)

For this particular case, the upper bound on B is given by the following:

B ≤ ei, if
(i− 1)

M
≤ δ < i

M
, i ∈ {1, 2, . . . ,M}. (55)

Note that (55) is a special case of (53) for M ′ = M .

B. Average Decoding Error Probability

The average DEP of a given code C of the form in (16) depends on the choice of the decoding sets D1, D2, . . ., DM . For
all i ∈ {1, 2, . . . ,M}, consider the smallest sets Di,1, Di,2, . . ., Di,n such that the decoding sets Dis are of the following
form:

Di ⊆ Di,1 ×Di,2 × . . .×Di,n. (56)

Note that these sets exist by construction as follows. For all y = (y1, y2, . . . , yn)T ∈ Di, let for all m ∈ {1, 2, . . . , n},
ym ∈ Di,m. Hence, the inclusion in (56) holds.

The following lemma proves that it is sub-optimal to have the decoding set of a symbol um(i) be dependent on the codeword
i ∈ {1, 2, . . . ,M} and/or the position of the symbol m ∈ {1, 2, . . . , n} in the codeword. In other words, for all (i, i′) ∈
{1, 2, . . . ,M}2, all (m,m′) ∈ {1, 2, . . . , n}2, and all ` ∈ {1, 2, . . . , L}, if um(i) = um′(i

′) = x(`), with x(`) ∈ X , it is
sub-optimal to have Di,m 6= Di′,m′ .

Lemma 4.4. Consider an (n,M, ε,B, δ)-code C for the random transformation in (9) of the form in (16) with the set of
channel input symbols X in (3) and decoding sets of the form in (56). For all i ∈ {1, 2, . . . ,M}, all m ∈ {1, 2, . . . , n}, and
all ` ∈ {1, 2, . . . , L}, if um(i) = x(`), with x(`) ∈ X , the sets Di,m in (56) are given by the following:

Di,m = Ē`, (57)

where, for all ` ∈ {1, 2, . . . , L},

Ē` , Dj,ω(j,`), (58)

with,

j ∈ arg max
k∈{1,2,...,M}

∫
Dk,ω(k,`)

fY |X
Ä
y|x(`)

ä
dy, (59)

where,

ω(k, `) ∈ arg max
m∈{1,2,...,n}

∫
Dk,m

fY |X
Ä
y|um(k) = x(`)

ä
dy. (60)

Given any other (n,M, ε,B, δ)-code C ′ for the random transformation in (9) of the form in (16), with the same set of channel
input symbols X in (3) and decoding sets Di of the form in (56), the average DEP γ in (22) of C and C ′ satisfy the following:

γ (C ′) ≥ γ (C ) . (61)

Proof. From (21), for all i ∈ {1, 2, . . . ,M}, the DEP for codeword i of code C ′ is given by

γi(C
′) = 1− PY |X=u(i) (Di) (62)
≥ 1− PY |X=u(i) (Di,1 ×Di,2 × . . .×Di,n) (63)

= 1−
∫
Di,1×Di,2×...×Di,n

n∏
m=1

fY |X (y|um(i)) dy (64)

= 1−
n∏

m=1

∫
Di,m

fY |X (y|um(i)) dy, (65)

where PY |X is the probability measure induced by the pdf fY |X in (10); for all i ∈ {1, 2, . . . ,M} and all m ∈ {1, 2, . . . , n},
u(i) and um(i) are in (15a); the inequality in (63) follows from (56); equality in (64) follows from (10); and (65) follows
from (64) due to Fubini’s theorem. Let ω : {1, 2, . . . ,M} × {1, 2, . . . , L} → {1, 2, . . . , n} be defined as follows

ω(i, `) ∈ arg max
m∈{1,2,...,n}

∫
Di,m

fY |X
Ä
y|um(i) = x(`)

ä
dy, (66)
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with x(`) ∈ X , and X in (3). For all i ∈ {1, 2, . . . ,M}, let the sets µi1, µi2, . . . , µiL be a partition of {1, 2, . . . , n} such that,
for all ` ∈ {1, 2, . . . , L}, the set µi` is given by

µi` =
¶
m ∈ {1, 2, . . . , n} : um(i) = x(`)

©
. (67)

Hence, for all i ∈ {1, 2, . . . ,M}, from (65), it follows that,

γi(C
′) ≥ 1−

L∏
`=1

( ∏
m∈µi`

∫
Di,m

fY |X
Ä
y|x(`)

ä
dy

)
(68)

≥ 1−
L∏
`=1

( ∏
m∈µi`

∫
Di,ω(i,`)

fY |X
Ä
y|x(`)

ä
dy

)
(69)

= 1−
L∏
`=1

Ç∫
Di,ω(i,`)

fY |X
Ä
y|x(`)

ä
dy

ånPu(i)(x
(`))

, (70)

where, the inequality in (69) follows from (66). For all ` ∈ {1, 2, . . . , L}, let the sets Ē1, Ē2, . . . , ĒL be such that

Ē` , Dj,ω(j,`), (71)

with j ∈ arg max
k∈{1,2,...,M}

∫
Dk,ω(k,`)

fY |X
Ä
y|x(`)

ä
dy. (72)

Hence, from (70) and (71), for all i ∈ {1, 2, . . . ,M}, it follows that

γi(C
′) > 1−

L∏
`=1

Å∫
Ē`
fY |X(y|x(`))dy

ãnPu(i)(x
(`))

. (73)

From (22) and (73), it follows that the average DEP γ(C ′) is given by

γ (C ′) ≥ 1

M

M∑
i=1

(
1−

L∏
`=1

Å∫
Ē`
fY |X(y|x(`))dy

ãnPu(i)(x
(`))
)

(74)

= 1− 1

M

M∑
i=1

L∏
`=1

Å∫
Ē`
fY |X(y|x(`))dy

ãnPu(i)(x
(`))

, (75)

= γ (C ) . (76)

This completes the proof.

The following lemma introduces a lower bound on the DEP ε in (23) for an (n,M, ε,B, δ)-code C of the form in (16).

Lemma 4.5. Given an (n,M, ε,B, δ)-code C for the random transformation in (9) of the form in (16) and decoding sets of
the form in (56), the average DEP ε in (23) satisfies the following:

ε ≥ 1− 1

M

M∑
i=1

exp

(
− nH(Pu(i))− nD(Pu(i)||F ) + n logL

)
, (77)

where, Pu(i) is the type defined in (17); L is in (4); the function F is a pmf on X in (3) such that for all ` ∈ {1, 2, . . . , L},

F
Ä
x(`)
ä

=

∫
Ē` fY |X(y|x(`))dy∑L

j=1

∫
Ēj fY |X(y|x(j))dy

; (78)

and for all ` ∈ {1, 2, . . . , L}, the set Ē` is in (71).

Proof. From (75), the average DEP of the (n,M, ε,B, δ)-code C is given by

γ(C ) ≥ 1− 1

M

M∑
i=1

L∏
`=1

Å∫
Ē`
fY |X(y|x(`))dy

ãnPu(i)(x
(`))

. (79)
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Evaluating the product of integrals in (79), the following holds:
L∏
`=1

Å∫
Ē`
fY |X(y|x(`))dy

ãnPu(i)(x
(`))

= exp

(
log

L∏
`=1

Å∫
Ē`
fY |X(y|x(`))dy

ãnPu(i)(x
(`))
)
, (80)

= exp

(
L∑
`=1

nPu(i)(x
(`)) log

∫
Ē`
fY |X(y|x(`))dy

)
, (81)

= exp

(
L∑
`=1

nPu(i)(x
(`))

(
log

∫
Ē` fY |X(y|x(`))dy∑L

j=1

Ä∫
Ēj fY |X(y|x(j))dy

ä
+ log

L∑
j=1

Ç∫
Ēj
fY |X(y|x(j))dy

å
+ logPu(i)(x

(`))− logPu(i)(x
(`))

))
. (82)

Plugging (78) in (82) yields,

L∏
`=1

Å∫
Ē`
fY |X(y|x(`))dy

ãnPu(i)(x
(`))

= exp

(
L∑
`=1

(
nPu(i)(x

(`)) log
F
(
x(`)
)

Pu(i)(x(`))

+nPu(i)(x
(`)) log

Ñ
L∑
j=1

∫
Ēj
fY |X(y|x(j))dy

é
+ nPu(i)(x

(`)) logPu(i)(x
(`))

))
(83)

= exp

(
− nH(Pu(i))− nD(Pu(i)||F ) + n log

L∑
j=1

∫
Ēj
fY |X(y|x(j))dy

)
. (84)

Using (84) in (74) yields,

γ(C ) ≥ 1− 1

M

M∑
i=1

exp

(
− nH(Pu(i))− nD(Pu(i)||F ) + n log

L∑
j=1

∫
Ēj
fY |X(y|x(j))dy

)
(85)

≥ 1− 1

M

M∑
i=1

exp

(
− nH(Pu(i))− nD(Pu(i)||F ) + n logL

)
. (86)

Finally, from (23) and (86), it follows that

ε ≥ 1− 1

M

M∑
i=1

exp

(
− nH(Pu(i))− nD(Pu(i)||F ) + n logL

)
, (87)

which completes the proof.

The following lemma provides another lower bound on the average DEP ε that recovers the optimal decoding sets for the
channel input symbols as defined by the maximum a posteriori (MAP) decision rule [48, Chapter 21]. For all ` ∈ {1, 2, . . . , L},
define the sets E` as follows:

E` ,

{¶
y ∈ C : ∀ `′ ∈ {1, 2, . . . , L}, PC (x(`))fY |X(y|x(`)) ≥ PC (x(`′))fY |X(y|x(`′))

©
if ` = 1,¶

y ∈ C : ∀ `′ ∈ {1, 2, . . . , L}, PC (x(`))fY |X(y|x(`)) ≥ PC (x(`′))fY |X(y|x(`′))
©
\
⋃`−1
k=1 Ek otherwise.

(88)

Note that the definition of the sets in (88) is not unique because the set of channel input symbols X in (3) is not an ordered
set. Therefore, one could go through the L symbols in X in any order (L! possibilities) to define the sets in (88) without
impacting the resulting DEP.
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Lemma 4.6. Given an (n,M, ε,B, δ)-code C for the random transformation in (9) of the form in (16) such that (56) holds,
the average DEP ε satisfies the following:

ε ≥ 1−
L∑
`=1

∫
E`
PC (x(`))fY |X(y|x(`))dy, (89)

where, PC is the type defined in (18); L is in (4); x(`) ∈ X in (3), and for all ` ∈ {1, 2, . . . , L}, the set E` is defined in (88).

Proof. From (75), the average DEP of the (n,M, ε,B, δ)-code C is given by

γ(C ) ≥ 1− 1

M

M∑
i=1

L∏
`=1

Å∫
Ē`
fY |X(y|x(`))dy

ãnPu(i)(x
(`))

. (90)

The second term on the right hand side of (90) can be written as follows.

1

M

M∑
i=1

L∏
`=1

Å∫
Ē`
fY |X(y|x(`))dy

ãnPu(i)(x
(`))

=
1

M

M∑
i=1

exp

(
log

(
L∏
`=1

Å∫
Ē`
fY |X(y|x(`))dy

ãnPu(i)(x
(`))
))

(91)

=
1

M

M∑
i=1

exp

(
L∑
`=1

nPu(i)(x
(`)) log

Å∫
Ē`
fY |X(y|x(`))dy

ã)
(92)

≤ 1

M

M∑
i=1

exp

(
n log

(
L∑
`=1

Pu(i)(x
(`))

∫
Ē`
fY |X(y|x(`))dy

))
(93)

=
1

M

M∑
i=1

exp

(
log

(
L∑
`=1

Pu(i)(x
(`))

∫
Ē`
fY |X(y|x(`))dy

)n)
(94)

=
1

M

M∑
i=1

(
L∑
`=1

Pu(i)(x
(`))

∫
Ē`
fY |X(y|x(`))dy

)n
(95)

≤ 1

M

M∑
i=1

(
L∑
`=1

Pu(i)(x
(`))

∫
Ē`
fY |X(y|x(`))dy

)
(96)

=

L∑
`=1

(
1

M

M∑
i=1

Pu(i)(x
(`))

)∫
Ē`
fY |X(y|x(`))dy (97)

=

L∑
`=1

PC (x(`))

∫
Ē`
fY |X(y|x(`))dy (98)

=

L∑
`=1

∫
Ē`
PC (x(`))fY |X(y|x(`))dy, (99)

where, the inequality in (93) follows from the concavity of the log function and Jensen’s inequality; the inequality in (96)
follows because

∑L
`=1 Pu(i)(x

(`))
∫
Ē` fY |X(y|x(`))dy ≤ 1; and the equality in (98) follows from (18). From (99) it follows

that,

1

M

M∑
i=1

(
L∏
`=1

Å∫
Ē`
fY |X(y|x(`))dy

ãnPu(i)(x
(`))
)
≤

L∑
`=1

∫
Ē`
PC (x(`))fY |X(y|x(`))dy (100)

≤
L∑
`=1

∫
E`
PC (x(`))fY |X(y|x(`))dy, (101)

where, for all ` ∈ {1, 2, . . . , L}, the set E` is in (88). From (90) and (101), it follows that

γ(C ) ≥ 1−
L∑
`=1

∫
E`
PC (x(`))fY |X(y|x(`))dy. (102)

Finally, from (23) and (102), it follows that

ε ≥ 1−
L∑
`=1

∫
E`
PC (x(`))fY |X(y|x(`))dy. (103)
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This completes the proof.

The following result simplifies the lower bound on the DEP in Lemma 4.6 for the case of homogeneous codes (Defintion 3.3)
as follows.

Corollary 4.7. Given a homogeneous (n,M, ε,B, δ)-code C for the random transformation in (9) of the form in (16) such
that (56) holds, the DEP ε satisfies that

ε ≥ 1− exp
(
− nH (PC )− nD (PC ||F ) + n logL

)
, (104)

where, PC is the type defined in (18) and the pmf F is defined in (78).

The lower bound on the DEP in (104) provides interesting insights into the trade-offs between the DEP and the energy
transmission rate B for an (n,M, ε,B, δ)-code C . As the divergence between the type PC in (18) and the pmf F in (78)
increases, the lower bound on the DEP increases. Furthermore, if the type PC of a symbol x(`) is increased/decreased to
increase the harvested energy B, the bound in (104) dictates that the corresponding decoding set E` should be proportionately
made bigger/smaller to respect the same DEP ε.

Though the previous lemmas provide interesting insights into the behavior of the lower bound on the DEP of an (n,M, ε,B, δ)-
code, these are often difficult to calculate for large sets of channel inputs. The following lemma introduces a more tractable
lower bound on the DEP ε that can be easily calculated for any form of the set of channel input symbols.

Lemma 4.8. Consider an (n,M, ε,B, δ)-code C for the random transformation in (9) of the form in (16). For all ` ∈
{1, 2, . . . , L}, the complex x̄(`) ∈ X in (3), denotes the nearest neighbor of the symbol x(`) ∈ X , i.e.,

x̄(`) ∈ arg min
x∈X\{x(`)}

∣∣∣x(`) − x
∣∣∣ . (105)

Then, the DEP ε satisfies,

ε ≥ Q

Ç
|x(`?) − x̄(`?)|√

2σ2
− σ√

2|x(`?) − x̄(`?)|
log

Ç
PC (x̄(`?))

PC (x(`?))

åå
, (106)

where, the function Q is defined in (2), the real σ2 is defined in (12) and `? ∈ {1, 2, . . . , L} is such that

`? ∈ arg max
`∈{1,2,...,L}

Ç
1−Q

Ç
|x(`) − x̄(`)|√

2σ2
− σ√

2|x(`) − x̄(`)|
log

Ç
PC (x̄(`))

PC (x(`))

ååå
. (107)

Proof. From Lemma 4.6, the average DEP ε for code C satisfies the following:

ε ≥ 1−
L∑
`=1

PC (x(`))

∫
E`
fY |X(y|x(`))dy, (108)

with the set E` in (88). For all ` ∈ {1, 2, . . . , L} denote by x̄(`), a nearest neighbor of x(`) as in (105). Denote by Ê`, the
following region

Ê` =
¶
y ∈ C : PC (x(`))fY |X(y|x(`)) ≥ PC (x̄(`))fY |X(y|x̄(`))

©
. (109)

From the definition of E` in (88) and the definition of Ê` in (109), it follows that,

E` ⊆ Ê` (110)

Therefore, from (110) and (108) it follows that,

ε ≥ 1−
L∑
`=1

PC (x(`))

∫
Ê`
fY |X(y|x(`))dy (111)

= 1−
L∑
`=1

PC (x(`))

Ç
1−Q

Ç
|x(`) − x̄(`)|√

2σ2
− σ√

2|x(`) − x̄(`)|
log

Ç
PC (x̄(`))

PC (x(`))

ååå
, (112)

where, the equality in (112) follows from (111) due to [48, Lemma 20.14.1]. Let `? ∈ {1, 2, . . . , L} such that

`? ∈ arg max
`∈{1,2,...,L}

Ç
1−Q

Ç
|x(`) − x̄(`)|√

2σ2
− σ√

2|x(`) − x̄(`)|
log

Ç
PC (x̄(`))

PC (x(`))

ååå
. (113)
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From (112) and (113) it follows that,

ε ≥ 1−
L∑
`=1

PC (x(`))

Ç
1−Q

Ç
|x(`?) − x̄(`?)|√

2σ2
− σ√

2|x(`?) − x̄(`?)|
log

Ç
PC (x̄(`?))

PC (x(`?))

ååå
(114)

= 1−
Ç

1−Q

Ç
|x(`?) − x̄(`?)|√

2σ2
− σ√

2|x(`?) − x̄(`?)|
log

Ç
PC (x̄(`?))

PC (x(`?))

ååå
(115)

= Q

Ç
|x(`?) − x̄(`?)|√

2σ2
− σ√

2|x(`?) − x̄(`?)|
log

Ç
PC (x̄(`?))

PC (x(`?))

åå
. (116)

This completes the proof

C. Information Transmission Rate

A first upper bound on the information rate is obtained by upper bounding the number of codewords that a code might possess
given the particular types Pu(1), Pu(2), . . ., Pu(n) in (17); or the average type PC in (18). The following lemma introduces
such an upper bound for the case of a homogeneous code.

Lemma 4.9. Given a homogeneous (n,M, ε,B, δ)-code C for the random transformation in (9) of the form in (16), the
information transmission rate R(C ) in (19) is such that

R(C ) =
1

n
log

Ç
n!∏L

`=1(nPC (x(`)))!

å
≤ logL, (117)

where, PC is the type defined in (18) and L is the number of channel input symbols in (4).

Proof. The largest number of codewords of length n that can be formed using L channel input symbols is Ln. In this case, the
codewords do not exhibit the type PC . Hence, from (19), in the absence of a constraint on the type PC , the largest information
transmission rate is logL bits per channel use. This justifies the inequality on the right-hand side of (117).

Alternatively, given a code type PC that satisfies (24), the number of codewords that can be constructed is given by

M =

Ç
n

nPC (x(1))

åÇ
n− nPC (x(1))

nPC (x(2))

å
. . .

Ç
n−

∑L−1
`=1 nPC (x(`))

nPC (x(L))

å
=

n!∏L
`=1(nPC (x(`)))!

. (118)

Therefore, the information rate R(C ) in (19) satisfies

R(C ) =
1

n
log

Ç
n!∏L

`=1(nPC (x(`)))!

å
, (119)

which completes the proof.

Equality in (117) holds when the type induced by the codewords of the code C is uniform, i.e., for all x ∈ X it holds
that

PC (x) =
1

L
. (120)

Lemma 4.9 can be written in terms of the entropy of the type PC as shown in the following result.

Lemma 4.10. Given a homogeneous (n,M, ε,B, δ)-code C for the random transformation in (9) of the form in (16), the
information transmission rate R(C ) in (19) is such that

R(C ) ≤ H (PC ) +
1

n2

(
1

12
−

L∑
`=1

1

12PC (x(`)) + 1

)
+

1

n

(
log
Ä√

2π
ä
−

L∑
`=1

log
»

2πPC (x(`))

)
− log n

n

Å
L− 1

2

ã
, (121)

where, PC is the type defined in (18) and L is the number of channel input symbols in (4).

Proof. From (117), the following holds

R(C ) ≤ 1

n
log(n!)− 1

n

L∑
`=1

log
ÄÄ
nPC (x(`))

ä
!
ä
, (122)
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and using the Stirling’s approximation [49] on the factorial terms yields

(nPC (x(`)))! >
√

2π
Ä
nPC (x(`))

änPC (x(`))+ 1
2

exp

Å
−nPC (x(`)) +

1

12nPC (x(`)) + 1

ã
, and (123)

n! 6
√

2πnn+ 1
2 exp

Å
−n+

1

12n

ã
. (124)

From (123) and (124), it follows that,

log
Ä
(nPC (x(`)))!

ä
≥ log

Ä√
2π
ä

+

Å
nPC (x(`)) +

1

2

ã
log(nPC (x(`)))− nPC (x(`)) +

1

12nPC (x(`)) + 1
(125)

= log
Ä√

2π
ä

+ nPC (x(`)) log(PC (x(`))) +
1

2
log(PC (x(`)))

+

Å
nPC (x(`)) +

1

2

ã
log(n)− nPC (x(`)) +

1

12nPC (x(`)) + 1
and , (126)

log (n!) ≤ log
Ä√

2π
ä

+

Å
n+

1

2

ã
log(n)− n+

1

12n

= n log(n)− n+
1

12n
+

1

2
log (2πn) . (127)

The sum in (122) satisfies,
L∑
`=1

log
ÄÄ
nPC (x(`))

ä
!
ä
≥ L log

Ä√
2π
ä
− nH (PC ) +

1

2

L∑
`=1

log(PC (x(`))) + n log(n)

+
L

2
log(n)− n+

L∑
`=1

1

12nPC (x(`)) + 1
. (128)

Using (127) and (128) in (122) yields,

R(C ) ≤ log(n)− 1 +
1

12n2
+

1

2n
log (2πn)− L

n
log
Ä√

2π
ä

+H (PC )− 1

2n

L∑
`=1

log(PC (x(`)))− log(n)

− L

2n
log(n) + 1− 1

n

L∑
`=1

1

12nPC (x(`)) + 1
(129)

≤ H (PC ) +
1

n2

(
1

12
−

L∑
`=1

1

12PC (x(`)) + 1

)
+

1

2n

(
log (2πn)−

L∑
`=1

log(2πnPC (x(`)))

)
(130)

= H (PC ) +
1

n2

(
1

12
−

L∑
`=1

1

12PC (x(`)) + 1

)
+

1

n

(
log
Ä√

2π
ä
−

L∑
`=1

log
»

2πPC (x(`))

)
− log n

n

Å
L− 1

2

ã
, (131)

which completes the proof.

Note that all terms in (131), except the entropy H (PC ), vanish with the block-length n. This implies that the information rate
is essentially constrained by the entropy of the channel input symbols. In particular, note that H (PC ) 6 logL.

D. Information and Energy Trade-Off

The bounds provided in subsections 4-A, 4-B and 4-C together define the converse information-energy region for (n,M, ε,B, δ)-
codes for the random transformation in (9) of the form in (16) for a given set of channel inputs. These bounds prove to be
a function of the type PC and quantify the trade-offs between the information rate R, the energy rate B, the DEP ε and the
EOP δ for these codes. The following theorem illustrates the dependence between R, B, ε, and δ for the class of homogeneous
codes.
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Theorem 4.11. Given a homogeneous (n,M, ε,B, δ)-code C for the random transformation in (9) of the form in (16), the
following hold:

δ = 1{eC<B}; (132)

R(C ) =
1

n
log

Ç
n!∏L

`=1(nPC (x(`)))!

å
; and (133)

ε ≥ Q

Ç
|x(`?) − x̄(`?)|√

2σ2
− σ√

2|x(`?) − x̄(`?)|
log

Ç
PC (x̄(`?))

PC (x(`?))

åå
, (134)

where, for all ` ∈ {1, 2, . . . , L}, the complex x̄(`) ∈ X is in (105) with X in (3); the function Q is defined in (2); the real σ2

is in (12); `? ∈ {1, 2, . . . , L} is defined in (107); the real eC ∈ [0,∞) is in (30); and PC is the type defined in (18).

Proof. The result follows from Lemma 4.2, Lemma 4.9, and Lemma 4.8.

Theorem 4.11 illustrates the trade-offs between all the parameters of a homogeneous (n,M, ε,B, δ)-code C for the random
transformation in (9). The upper bound on the information rate in (133) and the lower bound on the DEP in (134) depend on
the type PC . Though it is not made obvious from (132), the lower bound on the EOP also depends on the type PC via (30).
The information rate is essentially upper bounded by the entropy of PC . Hence, codes whose codewords are such that every
channel input symbol is used the same number of times are less constrained in terms of the information rate. This is the
case in which PC is a uniform distribution. Alternatively, using a uniform type PC might dramatically constrain the energy
transmission rate. For instance, assume that the set of channel input symbols is such that for at least one pair (x(1), x(2)) ∈ X 2,
with X in (3), it holds that

∣∣x(1)
∣∣ < ∣∣x(2)

∣∣. Then, from (30), using the symbol x(1) equally often as x(2) certainly constraints
the energy eC and hence, the energy rate B. Codes that might potentially exhibit the largest energy rates are those in which
the symbols that have the largest magnitude are used more often. This clearly deviates from the uniform distribution and thus,
constraints the information rate R.

5. INFORMATION-ENERGY ACHIEVABLE REGION

This section characterizes an achievable information-energy region for SIET. An achievable region defines tuples of information
rate, energy rate, DEP and EOP that can be achieved by some code. As the name suggests, for a tuple to be achievable, a
code needs to exist that can achieve the tuple. Therefore, the first step in the characterization of an achievable region is the
construction of a code which is accomplished in Section 5-A. This is followed by characterizing the bounds on the various
parameters that can be achieved by the constructed code in Section 5-B.

A. Code Construction

The process of characterizing an achievable information-energy capacity region for SIET in the finite block-length regime with
finite set of channel input symbols begins with the construction of an (n,M)-code C of the form in (16). The construction
of the code begins with the construction of the channel input symbols. The set of channel input symbols is a modulation
constellation represented by a finite subset of C. Consider a set of channel input symbols formed by C layers, with C ∈ N. A
layer is a subset of symbols in C that have the same magnitude. For all c ∈ {1, 2, . . . , C}, denote by Lc ∈ N the number of
symbols in the cth layer and let Ac ∈ R+ and αc ∈ [0, 2π] be the amplitude and phase shift of the symbols in layer c. Denote
such a layer by U(Ac, Lc, αc). That is,

U(Ac, Lc, αc) ,
ß
x(`)
c = Ac exp

Å
i

Å
2π

Lc
`+ αc

ãã
⊆ C : ` ∈ {0, 1, 2, . . . , (Lc − 1)}

™
, (135a)

where i is the complex unit. Using this notation, the set of channel input symbols can be described by the following set

X =

C⋃
c=1

U(Ac, Lc, αc). (135b)

The vector of the amplitudes in (135b) is denoted by

A = (A1, A2, . . . , AC)
T

; (135c)

the vector of the number of symbols in each layer in (135b) is denoted by

L = (L1, L2, . . . , LC)
T

; (135d)

and the vector of the phase shifts of the symbols in each layer in (135b) is denoted by

α = (α1, α2, . . . , αC)
T
. (135e)
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The total number of symbols L in (4) for X in (135b) is

L =

C∑
c=1

Lc. (135f)

Without any loss of generality, assume that
A1 > A2 > . . . > AC . (135g)

For all c ∈ {1, 2, . . . , C}, the symbols in U(Ac, Lc, αc) in (135a), are equally spaced along a circle of radius Ac (see Fig. 1).
The set of channel input symbols X in (135b) is thus made up of points uniformly distributed along C concentric circles.

The construction of the (n,M)-code C is accomplished as follows. For all c ∈ {1, 2, . . . , C}, let pc be the frequency with
which symbols of the cth layer appear in C . The resulting probability vector is denoted by

p = (p1, p2, . . . , pC)
T
. (135h)

For transmitting message index i ∈ {1, 2, . . . ,M}, the transmitter uses the codeword

u(i) = (u1(i), u2(i), . . . , un(i)) ∈ Xn, (135i)

with X in (135b). Using the probability vector p in (135h) which determines the type PC in (18), and the set of symbols X
in (135b), the set of codewords {u(1),u(2), . . . ,u(M)} is completely defined.

For all c ∈ {1, 2, . . . , C}, it holds that,

pc =
1

Mn

Lc∑
`=1

M∑
i=1

n∑
m=1

1{um(i)=x
(`)
c }

(135j)

=
1

M

Lc∑
`=1

M∑
i=1

Pu(i)

Ä
x(`)
c

ä
, (135k)

where, for all i ∈ {1, 2, . . . ,M} and all m ∈ {1, 2, . . . , n}, the complex um(i) in (135i) is the mth channel input symbol of
the codeword u(i) and x(`)

c is in (135a). The equality in (135k) follows from (17). The symbols within a layer are used with
the same frequency in C . Hence, for all c ∈ {1, 2, . . . , C} and for all ` ∈ {1, 2, . . . , Lc}, the frequency with which the symbol
x

(`)
c appears in C is given by

PC (x(`)
c ) ,

1

Mn

M∑
i=1

n∑
m=1

1{um(i)=x
(`)
c }

, (135l)

=
pc
Lc
. (135m)

The decoding region for codeword u(i) is denoted by Di and that for the symbol um(i) is denoted by Di,m such that the
following constraint on Di holds:

Di = Di,1 ×Di,2 × . . .×Di,n, (135n)

where, for all i ∈ {1, 2, . . . ,M}, c ∈ {1, 2, . . . , C}, t ∈ {1, 2, . . . , n}, and ` ∈ {1, 2, . . . , Lc}, when um(i) = x
(`)
c , then,

Di,m = G(`)
c .

The decoding set G(`)
c ⊆ C associated with symbol x(`)

c is a circle of radius rc ∈ R+ centered at x(`)
c . That is,

G(`)
c =

ß
y ∈ C :

∣∣∣y − x(`)
c

∣∣∣2 ≤ r2
c

™
, (135o)

=
{
y ∈ C :

Ä
<(y)−<(x(`)

c )
ä2

+
Ä
=(y)−=(x(`)

c )
ä2
≤ r2

c

}
. (135p)

The radii r1, r2, . . ., rC are chosen such that the decoding sets G(`)
c are mutually disjoint. To ensure that the decoding regions

are mutually disjoint, for all c ∈ {1, 2, . . . , C}, the amplitudes Ac in (135a) are chosen to satisfy the following:

Ac+1 −Ac ≥ rc+1 + rc. (135q)

The vector of these radii is denoted by
r = (r1, r2, . . . , rC)

T
. (135r)
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This defines a family of (n,M)-codes denoted by

C (C,A,L,α,p, r) , (135s)

with the number of layers C in (135b), A in (135c), L in (135d), α in (135e) p in (135h) and r in (135r). The following
section characterizes the achievable region for codes in the family C (C,A,L,α,p, r).

B. Achievability Bounds

The following lemma provides a lower bound on the DEP ε of codes from the family C (C,A,L,α,p, r) in (135s).

Lemma 5.1. Consider an (n,M)-code C of the form in (135) from the family C (C,A,L,α,p, r) in (135s). The code C is
an (n,M, ε)-code if the parameters r1, r2, . . . , rC in (135p) satisfy the following:

ε ≥ 1− 1

M

M∑
i=1

C∏
c=1

Å
1− e−

r2c
σ2

ãn∑Lc
`=1 Pu(i)(x

(`)
c )

, (136)

where, the type Pu(i) is defined in (17), the real σ2 is defined in (12), and x(`)
c ∈ U(Ac, Lc, αc), with U(Ac, Lc, αc) in (135a).

Proof. From (21) and (22), the average DEP of code C is given by

γ(C ) = 1− 1

M

M∑
i=1

∫
Di
fY |X(y|u(i))dy (137)

= 1− 1

M

M∑
i=1

∫
Di,1×Di,2×...×Di,n

n∏
m=1

fY |X (y|um(i)) dy (138)

= 1− 1

M

M∑
i=1

n∏
m=1

∫
Di,m

fY |X (y|um(i)) dy (139)

= 1− 1

M

M∑
i=1

C∏
c=1

Lc∏
`=1

Å∫
G(`)
c

fY |X(y|x(`)
c )dy

ãnPu(i)(x
(`)
c )

, (140)

where, the equality in (138) follows due to (10) and (135n), and (139) follows due to Fubini’s theorem. Using (12) in (140)
yields,

γ (C ) = 1− 1

M

M∑
i=1

C∏
c=1

Lc∏
`=1

Ç∫
G(`)
c

1

πσ2
exp

Ç
− (<(y)−<(x

(`)
c ))2 + (=(y)−=(x

(`)
c ))2

σ2

å
dy

ånPu(i)(x
(`)
c )

. (141)

Evaluating the integral term in (141) for all ` ∈ {1, 2, . . . , Lc} yields,∫
G(`)
c

1

πσ2
exp

Ç
− (<(y)−<(x

(`)
c ))2 + (=(y)−=(x

(`)
c ))2

σ2

å
dy

=

∫ =(x(`)
c )+rc

=(x
(`)
c )−rc

∫ <(x(`)
c )+

»
r2c−(v−=(x

(`)
c ))2

<(x
(`)
c )−

»
r2c−(v−=(x

(`)
c ))2

1

πσ2
e−

(u−<(x
(`)
c ))2+(v−=(x

(`)
c ))2

σ2 dudv, (142)

=

∫ rc

−rc

∫ √r2c−v2
−
√
r2c−v2

1

πσ2
e−

u2+v2

σ2 dudv, (143)

=

∫ π

0

∫ rc
σ

0

1

2π
e−ζ

2

ζdζdη, (144)

=(1− e−
r2c
σ2 ). (145)

The equality in (144) is obtained from the change of variables u = σζ cos η, v = σζ sin η. Plugging (145) in (141) yields,

γ (C ) = 1− 1

M

M∑
i=1

C∏
c=1

Lc∏
`=1

Å
1− e−

r2c
σ2

ãnPu(i)(x
(`)
c )

, (146)

= 1− 1

M

M∑
i=1

C∏
c=1

Å
1− e−

r2c
σ2

ãn∑Lc
`=1 Pu(i)(x

(`)
c )

. (147)
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From (23), for C to be an (n,M, ε)-code, the following must hold:

γ (C ) ≤ ε. (148)

This implies that,

ε ≥ 1− 1

M

M∑
i=1

C∏
c=1

Å
1− e−

r2c
σ2

ãn∑Lc
`=1 Pu(i)(x

(`)
c )

, (149)

which is the desired result.

From Definition 3.3 and (135m), it follows that, for a homogeneous code C of the form in (135) from the family C (C,A,L,α,p, r)
in (135s), it holds that,

Pu(i)(x
(`)
c ) =

pc
Lc
. (150)

The following result for homogeneous codes follows from (150) and Lemma 5.1.

Corollary 5.2. Consider a homogeneous (n,M)-code C of the form in (135) from the family C (C,A,L,α,p, r) in (135s).
The code C is an (n,M, ε)-code if the parameters r1, r2, . . . , rC in (135p) satisfy the following:

ε ≥ 1−
C∏
c=1

Å
1− e−

r2c
σ2

ãnpc
, (151)

where, the real σ2 is defined in (12), and x(`)
c ∈ U(Ac, Lc, αc), with U(Ac, Lc, αc) in (135a).

For the special case where for all c ∈ {1, 2, . . . , C}, rc = r in (135r), the following lemma provides a lower bound on the
radius r.

Lemma 5.3. Consider an (n,M)-code C of the form in (135) from the family C (C,A,L,α,p, r) in (135s) such that, for all
c ∈ {1, 2, . . . , C}, rc = r in (135p). The code C is an (n,M, ε)-code if the parameter r satisfies:

r ≥

√
σ2 log

Ç
1

1− (1− ε) 1
n

å
, (152)

where, the real σ2 is defined in (12).

Proof. If the parameters rc in (135p) are such that, for all c ∈ {1, 2, . . . , C}, rc = r, the average DEP in (147) is given by:

γ (C ) = 1− 1

M

M∑
i=1

C∏
c=1

(
1− e−

r2

σ2

)n∑Lc
`=1 Pu(i)(x

(`)
c )

, (153)

= 1− 1

M

M∑
i=1

(
1− e−

r2

σ2

)n∑C
c=1

∑Lc
`=1 Pu(i)(x

(`)
c )

, (154)

= 1− 1

M

M∑
i=1

(
1− e−

r2

σ2

)n
, (155)

= 1−
(

1− e−
r2

σ2

)n
. (156)

From (23), for C to be an (n,M, ε)-code, the following must hold:

ε ≥ 1−
(

1− e−
r2

σ2

)n
. (157)

This implies that

r ≥

√
σ2 log

Ç
1

1− (1− ε) 1
n

å
. (158)

This completes the proof.

The information rate achievable by a code is a function of the number of channel input symbols L in (135f) which in turn is
a function of the number of symbols in each layer of the constructed set of channel inputs X in (135b). The following lemma
provides an upper bound on the number of symbols in a layer c ∈ {1, 2, . . . , C} denoted by Lc.
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S

O
T

U

Ac

rc u

v

β
V.

.
.
.

Fig. 1: Graphical representation of the symbols in layer c defined in (135a)
.

Lemma 5.4. Consider an (n,M)-code C of the form in (135) from the family C (C,A,L,α,p, r) in (135s). Then, for all
c ∈ {1, 2, . . . , C}, the number of symbols in layer c of X is given by

Lc ≤
ú

π

2 arcsin rc
2Ac

ü
, (159)

where, rc is the radius of the decoding regions G(1)
c ,G(2)

c , . . . ,G(Lc)
c in (135p) and Ac is the amplitude in (135a).

Proof. For an (n,M)-code C in the family C (C,A,L,α,p, r), for all c ∈ {1, 2, . . . , C}, the radius rc of the decoding regions
in (135r) and the amplitude Ac in (135c) determine the number of symbols Lc that can be accommodated in the layer c.

Layer c of the form in (135a) is illustrated in Fig. 1. Symbols in layer c are distributed uniformly along the circle of radius
Ac centered at the origin O. The maximum number of symbols that can be accommodated in layer c is equal to the number
of non-overlapping circles of radius rc corresponding to the decoding regions defined in (135p) that can be placed along the
circumference of the circle of radius Ac. From Fig. 1, a circle of radius rc centered at a symbol in layer c subtends angle
∠SOU = β at O. Therefore, the maximum number of symbols Lc that can be accommodated along the circle of radius Ac
is given by

Lc ≤
õ

2π

β

û
. (160)

The following lemma determines the value of the angle β in Fig. 1.

Lemma 5.5. Consider a circle of radius Ac centered at O and a circle of radius rc centered on the circumference of the first
circle as shown in Fig. 1. The two circles intersect at points S and U . Then, the angle ∠SOU is given by the following:

∠SOU = β = 4 arcsin
rc

2Ac
. (161)

Proof. In Fig. 1, consider the circle of radius rc centered at T and the larger circle of radius Ac centered at the origin O. The
circles intersect at points S and U . The angle subtended by the major arc

>
SU at O is the reflex angle 2π− β. Since the angle

subtended by an arc of a circle at its centre is two times the angle that it subtends anywhere on the circumference, it holds
that

2π − β = 2∠STU, (162)

which implies that

∠STU =
2π − β

2
. (163)
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The line segment TO bisects angles ∠STU and ∠SOU . Therefore, the following hold:

∠STO =
2π − β

4
, (164)

∠SOT =
β

2
. (165)

From the triangle 4SOT , it holds that:

sin (∠SOT )

ST
=

sin (∠STO)

SO
. (166)

This implies that,

sin
Ä
β
2

ä
rc

=
sin
Ä

2π−β
4

ä
Ac

, (167)

=
1

Ac
sin

Å
π

2
− β

4

ã
, (168)

=
1

Ac
cos

Å
β

4

ã
. (169)

From (169), it follows that,

2

rc
sin

Å
β

4

ã
cos

Å
β

4

ã
=

1

Ac
cos

Å
β

4

ã
, (170)

which implies that,

sin

Å
β

4

ã
=

rc
2Ac

, and (171)

β = 4 arcsin
rc

2Ac
. (172)

This completes the proof.

Substituting the value of β from (161) in (160), the number of symbols in layer c of the set X is given by

Lc ≤
ú

π

2 arcsin rc
2Ac

ü
. (173)

This completes the proof.

The information transmission rate R (C ) is a function of the number of symbols L in (135f). Therefore, using Lemma 5.4,
the achievable bound on the information transmission rate R (C ) for code C from the family C (C,A,L,α,p, r) in (135s)
can now be calculated. The following lemma provides this result.

Lemma 5.6. For a homogeneous (n,M)-code C of the form in (135) from the family C (C,A,L,α,p, r) in (135s), the
information transmission rate R (C ) satisfies the following:

R (C ) =
1

n
log

Ñ
n!∏C

c=1

ÄÄ
n pcLc

ä
!
äLcé ≤ log

C∑
c=1

ú
π

2 arcsin rc
2Ac

ü
, (174)

where, for all c ∈ {1, 2, . . . , C}, the radius rc is in (135p), and the amplitude Ac is in (135a).

Proof. The largest number of codewords of length n that can be formed with L different channel input symbols is Ln. Hence,
from (19), it follows that

R (C ) =
logM

n
(175)

≤ logLn

n
(176)

= logL (177)

≤ log

C∑
c=1

ú
π

2 arcsin rc
2Ac

ü
, (178)

where, the inequality in (178) follows from Lemma 5.4 and (135f).
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The bound in (178) can only be achieved by a code for which the type PC is uniform, i.e., for all x ∈ X with X in (135b),
it holds that,

PC (x) =
1

L
. (179)

Given the type PC that satisfies (24), the number of codewords that can be constructed is given by

M =

Ç
n

nPC (x
(1)
1 )

åÇ
n− nPC (x

(1)
1 )

nPC (x
(2)
1 )

å
. . .

Ç
n−

∑L1−1
`=1 nPC (x

(`)
1 )

nPC (x
(L1)
1 )

å
×
Ç
n−

∑L1

`=1 nPC (x
(`)
1 )

nPC (x
(1)
2 )

åÇ
n−

∑L1
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(`)
1 )− nPC (x

(1)
2 )

nPC (x
(2)
2 )

å
. . .

Ç
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(`)
1 )−

∑L2−1
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(`)
2 )

nPC (x
(L2)
2 )

å
× . . .×

Ç
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∑C−1
c=1

∑Lc
`=1 nPC (x

(`)
c )

nPC (x
(1)
C )

åÇ
n−

∑C−1
c=1

∑Lc
`=1 nPC (x

(`)
c )− nPC (x

(1)
C )

nPC (x
(2)
C )

å
. . .

Ç
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∑C−1
c=1

∑Lc
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(`)
c )−
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C )
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C )

å
(180)

=

Ç
n

n p1L1

åÇ
n− n p1L1

n p1L1

å
. . .

Ç
n−

∑L1−1
`=1 n p1L1

n p1L1

å
×
Ç
n− np1
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å
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å
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å
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Ç
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=
n!∏C

c=1

ÄÄ
n pcLc

ä
!
äLc (182)

Therefore, the information transmission rate R (C ) is given by

R (C ) =
logM

n
=

1

n
log

Ñ
n!∏C

c=1

ÄÄ
n pcLc

ä
!
äLcé . (183)

The result follows from (178) and (183).

Given the number of layers C in (135b), the vector of amplitudes A in (135c), the vector of the number of symbols in each
layer L in (135d), the vector of phase shifts α in (135e), the probability vector p in (135h) and the radius vector r in (135r),
infinitely many sets of channel input symbols X in (135b) can be generated by rotating X . Rotating X implies changing the
phase shift of all the symbols in X by the same angle. It is easy to see that the information transmission rate R (C ) of the
code C is independent of such rotations since it only depends on the number of symbols L in (135f) and the probability vector
p. However, the impact of such rotations on the DEP γ (C ) and the EOP θ (C , B) of C is not immediately obvious. The
following lemma proves that the DEP and the EOP also remain unchanged for any rotation of the set X .

Lemma 5.7. Consider two (n,M)-codes C and C ′, both of the form in (135) from the family C (C,A,L,α,p, r) in (135s).
For all c ∈ {1, 2, . . . , C} and all ` ∈ {1, 2, . . . , Lc}, denote the symbols in layer c in (135a) of the code C by x(`)

c and those
of C ′ by x̂(`)

c . For all c ∈ {1, 2, . . . , C}, all ` ∈ {1, 2, . . . , Lc}, and ω ∈ [0, 2π], it holds that,

x̂(`)
c = eiωx(`)

c . (184)

All other parameters of the codes C and C ′ are identical. Then, the average DEP γ in (22) and the average EOP θ in (37)
of C and C ′ satisfy the following:

γ (C ) = γ (C ′) , and (185)
θ (C , B) = θ (C ′, B) . (186)

Proof. From (141), the average DEP for C is given by the following:

γ (C ) = 1− 1

M

M∑
i=1

C∏
c=1
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Ç
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å
dy

ånPu(i)(x
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c )

, (187)

= 1− 1

M

M∑
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C∏
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Lc∏
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Ö∫
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∣∣∣y−x(`)

c

∣∣∣2≤r2c
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πσ2
exp

Ö
−

∣∣∣y − x(`)
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∣∣∣2
σ2

è
dy

ènPu(i)(x
(`)
c )

, (188)
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where, the expression in (188) follows from (187) due to (11) and (135o). The change of variable y = z + x
(`)
c − x̂(`)

c in the
integral in (188) yields∫

y:
∣∣∣y−x(`)

c
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πσ2
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σ2

è
dz. (189)

Using (189) in (188) yields:

γ (C ) = 1− 1

M

M∑
i=1

C∏
c=1

Lc∏
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Ö∫
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è
dz

ènPu(i)(x
(`)
c )

. (190)

The empirical probability of usage of symbols is equal for the symbols x(`)
c and x̂(`)

c . That is, for all I ∈ {1, 2, . . . ,M}, all
c ∈ {1, 2, . . . , C} and all ` ∈ {1, 2, . . . , Lc}, it holds that

Pu(i)(x
(`)
c ) = Pu(i)(x̂

(`)
c ). (191)

From (190) and (191), it follows that

γ (C ) = 1− 1

M

M∑
i=1

C∏
c=1

Lc∏
`=1

Ö∫
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∣∣∣z−x̂(`)

c

∣∣∣2≤r2c
1

πσ2
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Ö
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σ2

è
dz

ènPu(i)(x̂
(`)
c )

(192)

= γ (C ′) , (193)

which is the desired result in (185).

From (184), for all c ∈ {1, 2, . . . , C}, all ` ∈ {1, 2, . . . , Lc}, and ω ∈ [0, 2π], it holds that,

x̂(`)
c = eiωx(`)

c . (194)

This implies that ∣∣∣x̂(`)
c

∣∣∣ =
∣∣∣x(`)
c

∣∣∣ . (195)

Using (40) and (29), the EOP for C is given by

θ(C , B) =
1

M

M∑
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1{
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=
1

M
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= θ (C ′, B) , (198)

where, the equality in (197) follows from (191) and (195). This completes the proof.

Lemma 5.7 proves that the DEP and the EOP of a code C are independent of the rotations of the underlying set of channel
input symbols X . In fact, for the given construction of codes in this section, the DEP and the EOP are actually independent
of the vector of phase shifts α in (135e) altogether. The following lemma proves this result.

Lemma 5.8. Consider (n,M)-codes C and C ′ of the form in (135) from the family C (C,A,L,α,p, r) in (135s). The codes
C and C ′ are identical except for the phase shift αc in (135a). More specifically, the set of channel input symbols of C and
C ′ are X and X ′, respectively such that

X =

C⋃
c=1

U(Ac, Lc, αc), and (199)

X ′ =

C⋃
c=1

U(Ac, Lc, α
′
c). (200)

Then, the average DEP γ in (22) and the average EOP θ in (37) of C and C ′ satisfy the following:

θ (C , B) = θ (C ′, B) , and (201)
γ (C ) = γ (C ′) . (202)
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Proof. Denote the `th symbol in layer c of C by x(`)
c and that of C ′ by x̄(`)

c . From (135a), it follows that

x(`)
c = Ac exp

Å
i

Å
2π

Lc
`+ αc

ãã
(203)

= Ac exp

Å
i

Å
2π
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ãã
(204)
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Å
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ãã
exp (i (αc − α′c)) (205)

= exp (i (αc − α′c)) x̄(`)
c (206)

= exp (iωc) x̄
(`)
c , (207)

where, ωc = αc − α′c ∈ [0, 2π]. This implies that for all c ∈ {1, 2, . . . , C} and all ` ∈ {1, 2, . . . , Lc}, it holds that∣∣∣x(`)
c

∣∣∣ =
∣∣∣x̄(`)
c

∣∣∣ . (208)

The result in (201) then follows from (208) and Lemma 5.7.

From (188), the average DEP for C is given by

γ (C ) = 1− 1

M
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C∏
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Lc∏
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è
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(209)

= 1− 1
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è
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ènPu(i)(x̄
(`)
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, (210)

where, the equality in (210) follows from (209) because Pu(i)(x
(`)
c ) = Pu(i)(x̄

(`)
c ). Using the change of variable y = z +

x
(`)
c − x̄(`)

c in (210) yields

γ (C ) = 1− 1

M

M∑
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`=1

Ö∫
z:
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(211)

= γ (C ′) , (212)

which completes the proof of (202).

The following lemma provides the achievable bound on the EOP δ in (41) for codes from the family C (C,A,L,α,p, r)
in (135s).

Lemma 5.9. Consider an (n,M, ε)-code C of the form in (135) from the family C (C,A,L,α,p, r) in (135s). The code C
is an (n,M, ε,B, δ)-code if the following holds:

δ ≥ 1

M

M∑
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1¶Ä
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ä
A4
c

ä
<B
©, (213)

where, k1 and k2 are positive real constants defined in (29).

Proof. From (135a), for all c ∈ {1, 2, . . . , C} and all ` ∈ {1, 2, . . . , Lc}, the symbols x(`)
c ∈ U(Ac, Lc, αc) in (135a) are given

by

x(`)
c = Ac exp

Å
i

Å
2π

Lc
`+ αc

ãã
. (214)

This implies that ∣∣∣x(`)
c

∣∣∣ = Ac. (215)
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From (40) and (29), the EOP for the code C is given by:

θ(C , B) =
1

M

M∑
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From (41) and (217), the code C is an (n,M, ε,B, δ)-code if the following holds:

1

M

M∑
i=1

1¶Ä
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ä
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c

ä
<B
© < δ. (218)

This completes the proof.

The achievable bound on the EOP δ in (41) for a homogeneous code C from the family C (C,A,L,α,p, r) in (135s) is given
by the following lemma:

Lemma 5.10. Consider a homogeneous (n,M, ε)-code C of the form in (135) from the family C (C,A,L,α,p, r) in (135s).
The code C is an (n,M, ε,B, δ)-code if, for all c ∈ {1, 2, . . . , C}, the parameters pc in (135j) satisfy the following:

δ = 1{(k1 ∑C
c=1 npcA

2
c+k2

∑C
c=1 npcA

4
c)<B}, (219)

where, k1 and k2 are positive real constants defined in (29).

Proof. From (40) and (30), the EOP for the homogeneous code C is given by:

θ(C , B) =
1

M
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= 1¶Ä
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= 1{(k1 ∑C
c=1

∑Lc
`=1 n

pc
Lc
A2
c+k2

∑C
c=1

∑Lc
`=1 n

pc
Lc
A4
c)<B} (222)

= 1{(k1 ∑C
c=1 npcA

2
c+k2

∑C
c=1 npcA

4
c)<B}. (223)

The equality in (221) follows from (215) and (222) follows from (135m). From (41) and (223), the code C is an (n,M, ε,B, δ)-
code if the following holds:

δ = 1{(k1 ∑C
c=1 npcA

2
c+k2

∑C
c=1 npcA

4
c)<B}. (224)

This completes the proof.

The following lemma provides an upper bound on the energy transmission rate B for (n,M, ε)-code C of the form in (135)
from the family C (C,A,L,α,p, r).

Lemma 5.11. Consider an (n,M, ε)-code C of the form in (135) from the family C (C,A,L,α,p, r) in (135s). The code C
is an (n,M, ε,B, δ)-code if the following holds:

B ≤

{
ē1 if 0 ≤ δ < y1

M ,

ēj if
∑j−1
k=1 yk
M < δ ≤

∑j
k=1 yk
M , j ∈ {2, 3, . . . ,M ′} .

(225)

where, for all i ∈ {1, 2, . . . ,M}, energy ei is in (28); the positive integer M ′ is in (31); and for all j ∈ {1, 2, . . . ,M ′} ēj is
in (31) and yj is in (32).

Proof. The proof follows on the same lines as that for Lemma 4.3 where, for all i ∈ {1, 2, . . . ,M}, the energy ei in (28) is
given by

ei =

C∑
c=1

Lc∑
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nPu(i)

Ä
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c

ä
A2
c + k2
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c=1
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Ä
x(`)
c

ä
A4
c . (226)
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The information transmission rate R (C ) of a code C is dictated by the number of channel input symbols L in (135f) and
the probability vector p in (135h) that defines the empirical frequency with which each symbol appears in C . The following
lemma provides the value of p that achieves the upper bound on R (C ) for a given set of channel input symbols.

Lemma 5.12. Consider an (n,M)-code C ′ of the form in (135) from the family C (C,A,L,α,p, r) in (135s) with p =
(p1, p2, . . . , pC)

T in (135h) such that, for all c ∈ {1, 2, . . . , C},

pc =
Lc
L
, (227)

where, Lc and L are as defined in (135a) and (135f) respectively. Then, given any other (n,M)-code C in C (C,A,L,α,p, r)
that is identical to C ′ except for the probability distribution p, it holds that,

R (C ′) ≥ R (C ) , (228)

where, R (C ′) and R (C ) are the information transmission rates for C ′ and C , respectively.

Proof. For the (n,M)-code C ′ in the family C (C,A,L,α,p, r) with pc of the form in (227), from (135m), for all c ∈
{1, 2, . . . , C} and all ` ∈ {1, 2, . . . , Lc}, the type PC ′ is given by the following:

PC ′(x
(`)
c ) =

pc
Lc

=
1

L
. (229)

For the (n,M)-code C ′ with the type PC ′ of the form in (229), the number of codewords that can be represented using L
symbols is given by M = Ln. From (19), the information transmission rate for code C ′ is given by

R (C ′) =
logM

n
= logL. (230)

For the (n,M)-code C , from (19) and Lemma 4.9, it follows that,

R (C ) ≤ logL = R (C ′) . (231)

This completes the proof.

The following lemma provides the value of p that achieves the lower bound on the EOP θ (C , B) for code C from the family
C (C,A,L,α,p, r) in (135s).

Lemma 5.13. Consider an (n,M)-code C of the form in (135) from the family C (C,A,L,α,p, r) in (135s) with p =
(p1, p2, . . . , pC)

T in (135h) such that,

pc =

®
1 if c = 1,

0 otherwise .
(232)

Then, given any other (n,M)-code C ′ in the family C (C,A,L,α,p, r) that is identical to C except for the probability
distribution p, it holds that

θ (C ′, B) ≥ θ (C , B) , (233)

where θ is the average EOP in (37).

Proof. Since pc = 0 for all c ∈ {2, 3, . . . , C}, from (135k) it follows that, for all i ∈ {1, 2, . . . ,M}, all c ∈ {2, 3, . . . , C} and
all ` ∈ {1, 2, . . . , Lc}, the type

Pu(i)

Ä
x(`)
c

ä
= 0. (234)

Since Pu(i) is a pmf as defined in (17), it holds that, for all i ∈ {1, 2, . . . ,M},
C∑
c=1

Lc∑
`=1

Pu(i)

Ä
x(`)
c

ä
= 1. (235)

From (234) and (235), it follows that,
L1∑
`=1

Pu(i)

Ä
x

(`)
1

ä
= 1. (236)
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From (40) and (29), the EOP for the code C is given by
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where, the equality in (238) follows from (234) and (239) follows from (236). Similarly, the EOP for the code C ′ is given by
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= θ(C , B), (244)

where, the equality in (241) follows from (215); the inequality in (242) follows from (135g); the equality in (243) follows
from (235); and (244) follows from (239). This completes the proof.

C. An Information-Energy Achievable Region

The achievable upper bound on the information rate R in (19), lower bound on the average DEP ε in (23) and lower bound on
the average EOP δ in (41) determined in Section 5-B together define the achievable region of the codes of the form in (135)
from the family C (C,A,L,α,p, r) in (135s). The following theorem provides the achievable region thus defined, for the
class of homogeneous codes in the family C (C,A,L,α,p, r).

Theorem 5.14. A homogeneous (n,M)-code C of the form in (135) from the family C (C,A,L,α,p, r) in (135s) is an
(n,M, ε,B, δ)-code if the number of layers C, and for all c ∈ {1, 2, . . . , C}, the parameters Ac, Lc, rc, and pc satisfy the
following:

ε ≥ 1−
C∏
c=1

Å
1− e−

r2c
σ2

ãnpc
, (245a)

Lc ≤
ú

π

2 arcsin rc
2Ac

ü
, (245b)

M ≤ n!∏C
c=1

Ä
(n pcLc )!

äLc , (245c)

δ = 1{(k1 ∑C
c=1 npcA

2
c+k2

∑C
c=1 npcA

4
c)<B}, (245d)

where, the real σ2 is defined in (12).

Proof. The result follows from Corollary 5.2; and Lemmas 5.4, 5.6, 5.10.

6. DISCUSSION

The converse and achievable bounds presented in this work reveal several interesting insights into the trade-offs between the
information transmission rate R, the energy transmission rate B, the DEP ε and the EOP δ. For instance, the converse as well
as the achievable lower bounds on δ in (42) and (213), respectively, increase as B increases and vice versa. The consequence
of this relationship is that a lower δ can be achieved at the cost of lower B. Similarly, for increasing the converse or achievable
upper bounds on B in (48) and (225), respectively, a higher value of δ has to be tolerated. These bounds also reveal that both
B and δ can be improved by a code that has higher values of ei in 28. This is achieved by using the symbols with greater
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Fig. 2: Converse bounds on the information transmission rate R in (117) as a function of the harvested energy e in (247).

energy more frequently in the code. In fact, for the constructed codes in the family C (C,A,L,α,p, r) in (135s), the largest
B and the least δ are achieved by a code with p1 = 1 in (135h).

The converse lower bound on the DEP ε in (134) decreases as the distance between the symbols in the set of channel inputs
X in (135b) increases. This implies that, a lower DEP can be achieved by increasing the distances between the channel input
symbols. However, within the peak-amplitude constraint, increasing the distance between symbols implies that the number of
symbols L decreases. This in turn, decreases the converse upper bound on the information rate R in (117). The achievable
lower bound on ε in (245a) decreases as a function of the radii rc of the decoding regions in (135p). On the other hand, the
upper bound on the achievable information rate R in (174) increases as the radii rc decrease. The trade-offs between R, B,
ε, and δ are further illustrated using the following example.

Consider a homogeneous (n,M, ε,B, δ)-code C in the family C (C,A,L,α,p, r) in (135s) with the peak-amplitude constraint
P = 20 millivolts in (15d). The set of channel input symbols X in (135b) is composed of two layers with 5 symbols in each
layer, i.e., C = 2 and L1 = L2 = 5. The radius of the first layer is A1 = P and the radius of the second layer A2 is varied
to illustrate the trade-offs between various parameters of C . The frequency with which symbols from the first layer appear in
the code is p1 = p = 1− p2. That is, the vector p in (135h) is given by

p = (p, (1− p))T . (246)

The duration of the transmission in channel uses is n = 100. Since C is a homogeneous code, from (30), it holds that, for all
i ∈ {1, 2, . . . ,M},

ei = e, (247)

where e ∈ [0,∞) is calculated as in (30).

Fig. 2 shows the trade-offs between the converse bound on the information transmission rate R (117) and the harvested energy
e in microwatts (µW ) in (247) as a function of p in (246). Each curve in the figure is generated for some value of A2 < A1

by varying the value of p ∈ [0, 1]. The following trade-offs can be observed from this figure. The harvested energy e increases
as p increases. This is because higher p corresponds to the symbols from the first layer c = 1 which have higher energy (since
A1 > A2) being used more frequently in C . For a fixed value of A2 in Fig. 2, the bound on the information rate R first
increases and then decreases as a function of e in (247). For each of these curves, the maximum R = 2.13 bits/channel use
corresponds to uniform type, i.e., p = 0.5. For p lesser or greater than 0.5, the bound on R decreases. Furthermore, the bounds
on R are independent of the values of A1 and A2. This is due to the fact that the information rate R is only a function of the
number of codewords M in (118).
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Fig. 3: The bounds on the harvested energy e in (247) as a function of p in (246).

Fig. 4: The bounds on the DEP ε in (134) as a function of p in (246).

Fig. 3 shows the variation of the harvested energy e in (247) as a function of p in (246). The value of e increases as p increases.
This is because increasing p means that the symbols from the first layer which have greater energy are used more frequently in
C which increases the harvested energy. Furthermore, the harvested energy e also increases as A2 increases. This is because,
higher values of A2 imply higher energy contained in the symbols in the second layer which inturn increases e. Fig. 4 shows
the variation of the converse bound on the DEP ε in (134) as a function of the probability p in (246). It is observed that, as
A2 increases, the bound on ε increases. This is because, increasing A2 results in the distances between the symbols in the two
layers of X in (135b) to decrease which results in an increase in ε according to (134).
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7. EXAMPLES

In this section, the characterized converse and achievable information-energy regions for SIET are illustrated using the following
numerical example. Consider homogeneous (n,M, ε,B, δ)-codes in C (C,A,L,α,p, r) in (135s) that employ the set of channel
input symbols X of the form in (135b) with number of layers C = 3. The duration of the transmission in channel uses is
n = 80.

In Fig. 5, the achievable bounds on the energy transmission rate B in (225) are plotted for homogeneous (n,M, ε,B, δ)-codes
in the family C (C,A,L,α,p, r) as a function of the achievable bounds on the DEP ε in (245a). The figure also shows the
converse bounds on B in (48) as a function of the converse bounds on ε in (134). The amplitude of the first layer of the set
of channel inputs X is fixed at A1 = 50. Amplitudes of the second and third layers A2 and A3 are determined by the radii of
the decoding regions according to (135q). For all c ∈ {1, 2, . . . , C}, the number of symbols in layer c i.e., Lc, is determined
by the radii rc and the amplitudes Ac according to (245b). The probability vector in (135h) is p = (0.5, 0.3, 0.2)T. The points
on the curves are generated by varying rc between 2 and 10.

Fig. 5: Converse (48) and achievable (225) bounds on the energy transmission rate B for homogeneous codes in the family
C (C,A,L,α,p, r) as a function of the converse and achievable bounds on the DEP ε in (134) and (245a), respectively.

Fig. 5 shows several trade-offs between the energy transmission rate B, the DEP ε, and the information transmission rate
R. Since the codes under consideration are homogeneous, the EOP δ ∈ {0, 1}. Here, the δ is fixed to be 0 and the upper
bounds on B in (225) and (48) are calculated accordingly. It is observed that the converse and achievable upper bounds on B
increase as ε increases. This is due to the fact that increasing ε allows decreasing the radii of the decoding regions rc in (135r)
according to (245a). At the same time, decrease in rc allows increasing the amplitudes A2 and A3 according to (135q).
Increased amplitudes A2 and A3 result in higher values of the energy eC in (30) which increases B. The information rate
R also increases as a function of the DEP ε in Fig. 5. This is because, increasing ε allows decreasing the radii rc according
to (245a). At the same time, decrease in rc increases the number of symbols in a layer Lc according to (245b) which increases
the converse and achievable bounds on R in (117) and (174), respectively.

Fig. 6 illustrates the converse and achievable information-energy regions of the constructed homogeneous (n,M, ε,B, δ)-codes
in the family C (C,A,L,α,p, r) in (135s). In this case, the radii of the decoding regions rc are assumed to be the same for
all the layers i.e., for all c ∈ {1, 2, . . . , C}, the radius rc = r in (135p). The value of r is obtained according to (245a). The
amplitude of the first layer is A1 = 30. Amplitudes of the second and third layers A2 and A3 are determined by r according
to (135q). The points on the curves in Fig. 6 are obtained by varying ε and the probability vector p in (135h).

Fig. 6 shows the following trade-offs between the information and energy transmission rates in the converse and achievable
curves. Firstly, the maximum achievable information transmission rate is R = 4 bits/channel use. This R is achieved by a code
in which all the symbols in the set of channel inputs X are used with the same frequency. The maximum energy transmission
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Fig. 6: Converse and achievable information-energy regions for homogeneous codes in the family C (C,A,L,α,p, r).

rate that can be achieved at R = 4 bits/channel use is B = 8.3 × 104 energy units. This corresponds to the point D1 in
Fig. 6. Secondly, the maximum achievable B is 3.8× 105 energy units. This is achieved by a code that exclusively uses the
symbols in the first layer i.e., the probability vector p in (135h) is p = (1, 0, 0)T. The maximum R that can be achieved at
B = 3.8 × 105 energy units is R = 2.46 bits/channel use. This corresponds to the point D2 in Fig. 6. Thirdly, the curves
between the points D1 and D2 in Fig. 6 show the trade-off between the information and energy transmission rates. As B is
increased from 8 × 104 energy units at point D1, R begins to decreases. Similarly, as R is increased from 2.46 bits/channel
use at point D2, B begins to decrease.

The codes constructed in this work are optimal in the sense of the converse results in Section 4 except for the DEP ε. Fig.5
shows that for the same values of the converse and achievable bounds on the energy transmission rate B, the lower bound on
the DEP ε for the achievability curve is much higher than the converse. Similarly, for the same value of the information rate
R in the converse and achievability curves, the corresponding ε for the achievability curve is higher than that of the converse.
Fig. 6 shows that the converse and achievable information-energy rate curves for C overlap. However, for the same information
and energy rate pair, the DEP for the achievable curves is higher than the converse. The sub-optimality in DEP arises due to
the choice of circular decoding regions in (135p).
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