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Abstract

To avert catastrophic failure in the structures, joints are typically designed to yield, but not fail, so that

energy accumulated under cyclic loading is dissipated. Eventually, this renders the structural joints to be

characteristically weaker and more vulnerable than the members. Yet, damage detection research mostly

assumes damage in the members only. This article proposes a model-based predictor-corrector algorithm

that uses an interacting filtering approach to efficiently estimate joint damage in the presence of input and

measurement uncertainties. For the predictor model, a novel strain-displacement relationship specific to

semi-rigid frames is developed to map nodal displacements to corresponding strain measurements. The

proposed estimation method embeds robustness against non-stationary input (e.g. seismic excitation) in

the state filter, itself. For this, an output injection technique is integrated within the state filter. The

modified state filter (robust Kalman filter) runs within an enveloping parameter filter (Particle filter) to

simultaneously estimate the system states and joint damage parameters, respectively, using the response

signal. Strain has been adopted as measurement since it is frame independent (beneficial for seismic activity)

and also comparatively cheaper to use. Numerical studies are performed on a two-dimensional three story-

three bay shear frame for different joint damage locations and severities. The sensitivity and the stability

of the proposed approach are further investigated. Experimental validation of the proposed algorithm is

carried out on a 2-D steel frame.

1. Introduction

Structural joints ensure efficient load transfer mechanism between the connected members. A damage

in a joint may therefore jeopardize the structural integrity. While in reinforced concrete structures, joints

mostly fail due to crushing of concrete and/or yielding of reinforcements, damage in steel structural joints

are mostly due to yielding and cracking in bolts or brackets. Under prolonged cyclic loading, the threaded

bolts may also get loosened, affecting the joint stiffness. Especially for the steel structures, damage in joint is
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observed to be more frequent than member failure [1, 2]. This is due to the design philosophy that ascertains

the joints to fail before the members. Since damage in joints dissipates the energy accumulated under a

severe load, a weaker joint design, in turn, safeguards the members, avoiding human casualty. However, an

undetected joint damage may further propagate, leading to either a complete disengagement of the connected

members or a disruption of structural stability, resulting in damage in the members as well.

Researches in structural health monitoring (SHM), however, have mostly considered damage in the

structural members [3–6], except for a few cases where damage in the joints have also been taken into

account [1, 2, 7–9]. In the design or the modeling phase, joints are typically categorized as either fixed or

pinned depending on the assumption on their moment transfer property, i.e., joints assumed with infinite

or zero rotational stiffness, respectively. Accordingly, typical SHM approaches also follow this idealization.

However, in reality, the joints can be categorized as something in between these two extremes. This joint

definition is typically termed as semi-rigid connections, i.e., they neither transfer the moment completely nor

behave like moment-free pins. Without incorporating this semi-rigid definition in the model, it is difficult

for a model-based damage detection approach to identify any intermediate damaged stage for joints.

Model-independent non-destructive testing techniques [10–12] exist for joint damage detection which

necessitate the testing to be done in the vicinity of the damage location, calling for dense and therefore

costly instrumentation. Alternatively, data-based approaches [7, 13, 14] are also reported which detect and

localize joint damage without quantifying the severity. Several other studies have employed deterministic

approaches in time [8] or modal domain [1, 9] in order to quantify the severity of the structural damage.

Since the system under consideration is subjected to unknown input force and the available measurements

are contaminated with uncertain noise, a deterministic approach can not be an ideal approach.

The majority of the reported approaches for joint damage assessment are deterministic, lacking focus on

the uncertainties involved in the real field applications. In reality, uncertainties can originate from model

inaccuracies, sensor noise, as well as unknown external disturbances, or outliers in data. In fact, none of

these uncertainties can be alleviated or ignored but can be modeled using certain statistical models. With

the Bayesian filtering-based stochastic estimation approach, the system can be estimated efficiently even

in the presence of system and measurement uncertainties as long as the uncertainty models are available.

Successful application of this approach for SHM problems has been reported in abundance [15–21].

General Bayesian estimation defines the system dynamics with a set of unobserved states observed

through a set of measurements. The approach further involves two recursive procedures: (i) propagation

of state estimate in time using Chapman-Kolmogorov equation, and (ii) a minimum mean square error

(MMSE) based correction of the propagated state estimates using recorded measurements. In the context

of SHM, the Chapman-Kolmogorov equation is a probabilistic state space model of the process dynamics

which incorporates the associated process uncertainties that arise due to forces and external disturbances. To

further estimate damage in the structures, damage indices of concern are augmented in the state definition
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to estimate them in time, alongside the states [22–24].

Estimating parameters as augmented states have many a times been observed to cause a divergence

in the solution, yielding a false or unfeasible solution especially for time-varying systems [25]. Dimensional

augmentation of the states with damage indices has also been experienced to be computationally unmanage-

able and expensive. Moreover, while the propagation of regular system states may or may not be linear, the

parameter estimation is always a nonlinear problem because of the nonlinear mapping of the parameters to

the corresponding measurements. Thus, combining a nonlinear estimation problem with a linear one is not

always an economically viable option. Employing separate filters for states and parameters and exchanging

information through interaction has proved to be a more efficient alternative. Thus states and parameters

are estimated through mutual conditioning (also called Rao-Blackwellisation [18, 19, 26–29]) that helps to

maintain the state dimensions within manageable dimension while ensuring stability in estimation. The

relative potential of interactive estimation over joint estimation technique in the context of computational

economy and stability has been corroborated in [30].

Nonlinear filter variants (e.g., Extended (EKF) [31] /Unscented (UKF) [32, 33]/Ensemble (EnKF) variant

of KF, Particle filter, etc.) are required to handle nonlinear parameter estimation problems. Particle filter

(PF) [34, 35], is known as a robust approach in this endeavor [22, 36, 37]. Implementation of PF has

concerns over its computational expense [38] and is therefore advisable as long as the parameter dimensions

are manageable. A modified nonlinear observer, i.e., extended model-based observer (EMBO) has also been

introduced to estimate states in hysteretic nonlinear structural systems [39] by modifying nonlinear finite

element predictor model. Validated on large scale structures, methods based on modification of the state

model [39, 40], to estimate states and identify structural damage, have shown potential in SHM of real-life

structure. However, since the methods are frequency-based, they may not be suitable for real-time SHM

application.

Following the marginalization approach introduced by [41],[42] proposed Interacting Particle-Kalman

filter (IPKF) that combines PF, for parameter estimation, with KF for linear state estimation problem. This

approach has further been improved for computational efficiency by [43] and for a system with correlated

noise by [44]. This approach assumes stationarity and Gaussianity for input forcing which most often gets

violated, especially for the cases with wind/wave/seismic excitation. An improved version of the mentioned

IPKF algorithm includes an additional force filter to handle non-stationary forcing types [18], which also

increases the computational time. There are studies that focus on input force estimation filters [45, 46] for

time varying systems with input as an additional state [47–51]. Explicit proofs of stability and observability

for similar filters are also investigated in detail [52, 53]. Augmentation of the inputs in the state vector

sometimes may however cause an intractable integration [25] jeopardizing the estimation. The solution

for this is to make the estimation robust to input, so that the need to estimate the input can be out-

rightly avoided. To achieve this, output injection approach introduced by [54] is integrated within the IPKF
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environment that rejects the unknown inputs by simply transforming the system model, so that state and/or

parameter estimation algorithms can be applied as if the rejected unknown inputs no longer exist. This

noise robust filtering approach is extended to Ensemble Kalman Filter (r-EnKF) in [55], which is however

computationally expensive since a good amount of state ensembles are required to be propagated in each

time update. For the considered case of linear dynamics, a computationally lighter state estimation through

Kalman filtering is preferred. Accordingly this paper presents the first embedding of such approach into

IPKF, wherein the structural parameters of a linear system are monitored under an unknown ambient

excitation.

Such model-based approaches require efficient models to infer the interrelation between a damage in

any semi-rigid connection and its signature in the measured responses. Thankfully, a significant amount

of work on this topic has been done in recent studies [1, 20, 56], which can be taken as a basis. The

required measurement model to predict strain through a linear mapping of nodal motion, has been developed

accordingly. The associated strain-displacement relationship (and also interpolating the nodal response

values through the spatial derivatives of analytical shape-function for strain mapping) has been derived in

the form that can be directly used for estimating a system defined in state-space.

Moreover, since joint damage mostly occurs under severe loading conditions, the proposed algorithm

is expected to be robust against uncertain inputs, e.g. cyclic loading, seismic base excitation, etc. Cyclic

load may cause temporary nonlinear behaviour in the structural response which is typically considered in

forward modelling approach for better replication requirement [57]. Nevertheless, within a stochastic inverse

estimation environment, incorporation of such detailed dynamics in the predictor model demanding recursive

simulation will lead to exorbitant increase in the computational cost. With Bayesian filtering approaches,

such minor inaccuracies can be modelled as process uncertainty. Thus, even if the model is lacking the

exact replicability with respect to real structural phenomena, it can still be useful with Bayesian filtering

approaches in its recursive estimation approach.

Under base excitation, the acceleration responses, collected from accelerometers patched on to the struc-

ture, are not pertinent since acceleration measurements are not independent of the frame of reference. To

achieve frame independence in the measurement, present study employs strain as the measurement. Further,

the acceleration sensors are costly and their placement on the nodes (structural joints) are not always easy

due to the accessibility reasons. Also strain responses are better damage sensitive features and therefore

suitable for detecting weaker damage, such as joint damage.

Typical approaches of defining state space dynamics of mechanical systems using displacement and

velocity (as states) require a detailed model for strain mapping from nodal displacements, rendering the

entire approach to be compute-intensive. In this article, strain has been mapped using interpolation (/shape)

functions to predict strain at specified member locations with respect to the joint stiffness indices of the joints

connecting the member, which may seem crude compared to a detailed modeling approach. However, with
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Bayesian filtering approach, the relative modeling inaccuracies can always be circumvented by assuming

additional process noise and using recursive estimation approach. Therefore, this crude strain mapping

strategy may in turn lead to a practical, time-saving and cost-effective estimation of structural health.

While mapping of dynamic strain from nodal response of an Euler-Bernoulli beam is a well known approach,

the same is not true for beam element with semi-rigid connections. Although procedural, the mapping of

dynamic strain from nodal response of a beam element with semi-rigid connections has not been discussed

in the existing literature, and therefore has also been taken up in this study.

The current proposal employs interacting filtering strategy for joint damage detection that amalgamates

the real time input robust detection capability of an interacting filtering approach with a dynamic model

of a semi-rigid frame defined in state space with simpler linear process and measurement model (which

utilizes strain response). Such linear models inherently reduce the computational time attribute of the

developed algorithm. The following sections give details of system modelling (for predictor model) and

system estimation, i.e., r-IPKF. The proposed algorithm is further tested on a numerical two-dimensional

three story-three bay shear frame for its accuracy, promptness and precision in joint damage detection,

which is followed by an experimental validation study on a 2-D steel frame.

2. Problem definition and modeling

Being a Bayesian filtering-based predictor-corrector approach, the proposed method requires a fairly

accurate system model replicating the reality. To achieve better predictive ability with a minimum increase

in computational cost, the current study incorporates a semi-rigid joint model in the system modeling. In

the following, the adopted modeling strategy is discussed followed by a detailed description of the proposed

robust interacting filtering strategy.

2.1. Dynamics of beam with semi rigid joints

The governing differential equation for a typical linear time varying (LTV) mechanical system can be

represented as,

M(t)q̈(t) +C(t)q̇(t) +K(t)q(t) = w̄(t)−M(t)τ äg(t) (1)

whereM(t), K(t) andC(t) are (n×n) order mass, stiffness and damping matrices of the system, respectively,

with n being the total degrees of freedom (dof s). The time variation of these system matrices is due to their

dependence on the time varying joint stiffness index γ(t). q̈(t), q̇(t) and q(t) are the system’s acceleration,

velocity, and displacement responses, respectively. w̄(t) is the unknown external ambient force acting on

the structure. äg(t) is the ground acceleration and τ is the location matrix that maps the effect of ground

excitation to each of the nodes of the system.
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Figure 1: Schematic diagram of a beam element with semi-rigid joints.

The global stiffness/mass matrices are obtained through assembling elemental stiffness/mass matrices

modeled using finite element modeling approach with the frame members idealized as semi-rigid beam

elements (see schematic in Figure 1). The detailed element stiffness and mass matrix formulations are

given in the Appendix A. It should be noted here that, unlike for the typical Euler-Bernoulli beams, the

current mass matrix depends on the joint stiffness and is therefore assumed to be time-varying. Rayleigh’s

damping model has been used to compute C(t), which is also time-varying because of its dependence on

M(t) and K(t). It should be noted that connection damping [58] is typically considered to mimic energy

dissipation in joints in forward simulation models of semi-rigid frames targeting better replication of their

seismic performance. However, for inverse estimation approaches this aspect can be ignored and the incurred

modelling inaccuracies can be considered within process uncertainty. Thereby, even though this deteriorates

the estimation precision, the estimation mean can always be expected to be unbiased with respect to the

corresponding true values. This strategy helps to render the predictor model simpler and computationally

inexpensive leading to faster computation.

2.2. Mapping of nodal displacements to strain

The present study adopts strain data as the only structural response to be obtained, from which the

damage present in the joints is identified. For this, a predictor model is required that can map the displace-

ment/velocity responses to the corresponding strain measures. The developed model takes basis on a strain-

displacement relation of the Euler-Bernoulli beam supported on semi-rigid joints. The strain-displacement

relation depends on the adopted shape functions specific to the selection of the element type.

For typical Euler-Bernoulli type beam elements (as shown in Figure 1 without the end springs), the

associated shape functions are
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ψ1(η) =
1

4
(1− η)2(2 + η); ψ2(η) =

lm
8
(1− η)2(1 + η)

ψ3(η) =
1

4
(1 + η)2(2− η); ψ4(η) =

lm
8
(1 + η)2(η − 1)

(2)

with η = 2x/lm−1 and lm being the length of the member. With these shape functions, the beam deflection

due to bending can further be expressed as

wb
ef (x, t) = ψb(η)ql

ef (t) (3)

where ψb(η) = [ψ1(η) ψ2(η) ψ3(η) ψ4(η)]. ql
ef is the nodal displacement of the beam supported on

joints e and f defined in LCS and can be expanded as: ql
ef =

[
qe
y qe

θ qf
y qf

θ

]
. The associated GCS dis-

placements are qef =
[
qe
X qe

Y qe
Θ qf

X qf
Y qf

Θ

]
. The transformation from LCS to GCS is achieved through

a transformation matrix T as: ql
ef = Tqef . Further two separate sets have been made out of qef , as

qb =
[
qe
Y qe

Θ qf
Y qf

Θ

]
and qa =

[
qe
X qf

X

]
, which are individually responsible for the deflection due to

bending and the axial deformation.

However, for beams with semi-rigid connections, the shape functions are the functions of joint stiffness,

for which Equation 3 needs to be modified as,

 wb(x, t)

wa(x, t)

 =

 ψ̄b(η)qb(t)

ψ̄a(η)qa(t)

 (4)

where, wb(x, t) and wa(x, t) are the beam deflections due to beam and truss actions. ψ̄b(η) = ψb(η)
(
I− 1

∆B
)
,

ψ̄a(η) = [−1/lm 1/lm]. ψ̄b(η) can further be expanded as ψ̄b(η) =
[
ψ̄1(η) ψ̄2(η) ψ̄3(η) ψ̄4(η)

]
with,

ψ̄1(η) = ψ1 − c1ψ2 − c2ψ4; ψ̄2(η) = (1− c3)ψ2 − c4ψ4;

ψ̄3(η) = ψ3 + c1ψ2 + c2ψ4; ψ̄4(η) = c5ψ2 + (1− c6)ψ4

(5)

where c1 = 6
∆lm

(We+2WeWf ), c2 = 6
∆lm

(Wf +2WeWf ), c3 = 4
∆ (We+3WeWf ), c4 = 2

∆Wf , c5 = 2We and

c6 = 4
∆ (Wf + 3WeWf ). ∆ = [(1 + 4We)(1 + 4Wf )− 4WeWf ]. We and Wf are the measures of flexibility of

jth joint and can be obtained as Wj = 1/γj . B can be obtained as

B =


0 0 0 0

−6
lm

(We + 2WeWf ) −4(We + 3WeWf )
6
lm

(We + 2WeWf ) −2We

0 0 0 0

−6
lm

(Wf + 2WeWf ) −2We
6
lm

(We + 2WeWf ) −4(Wf + 3WeWf )

 (6)

Clearly, these shape functions depend on the joint stiffness index γ and hence are not the same for the

damaged/undamaged system or even for systems with different joint damage severity. Strain estimation from
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measured displacement data for structures with semi-rigid joints therefore requires a recursive calculation

of the corresponding mode shapes. The slope θb(x, t) and curvature κb(x, t) at an arbitrary point x at time

t can be calculated as

θb(x, t) = wb′(x, t) =
∂ψ̄(η)

∂η

∂η

∂x
qb(t) = ψ̄b

θ(η)q
b(t)

κb(x, t) = wb′′(x, t) =

(
∂2ψ̄(η)

∂η2

(
∂η

∂x

)2

+
∂ψ̄(η)

∂η

∂2η

∂x2

)
qb(t) = ψ̄b

κ(η)q
b(t)

(7)

where shape function for slope and curvature can collectively be defined as ψ̄b
κ/θ =

[
ψ̄b
κ/θ,1 ψ̄

b
κ/θ,2 ψ̄

b
κ/θ,3 ψ̄

b
κ/θ,4

]
.

The strain gauges are assumed here as patched on the bottom surface of the beam at its centre where

strain is caused by bending (beam action) as well as axial deformation (truss action) in the beam. Thus

strain along beam orientation (i.e., XX) of member ef can be obtained as

εXX,ef (x, t) =
[
ψ̄a(η)qa(t)

]
axial

−
[
yκb(x, t)

]
bending

= ψ̄a(η)qa(t)− yψ̄b
κ(η)q

b(t)
(8)

y is the depth of the extreme fibre at which the strain gauge is patched. Considering the strain gauges are

patched on the bottom surface (at a distance d′ from neutral axis) at middle point of the member, the strain

displacement for any arbitrary member can finally be presented as

εXX =
[
−1/lm d′ψ̄b

κ,1 d′ψ̄b
κ,2 1/lm d′ψ̄b

κ,3 d′ψ̄b
κ,4

]
ql
ef (t) = Ψql

ef (t) (9)

2.3. State space formulation for the system dynamics

Bayesian filtering technique is employed in this article to estimate joint stiffness index. For this, the

system dynamics has been defined in state space and a measurement equation that connects the unobserved

states to the corresponding measurements, has also been set up.

Let F(t) =

 0n In

−M(t)−1K(t) −M(t)−1C(t)


2n×2n

, Bc(t) =

 0n

M(t)−1


2n×m

, Ec =

 0

−τ


2n×l

and x(t) =
[
qT (t) q̇T (t)

]T
2n×1

, the system dynamics, given in Equation 1, can be described in its continuous

time as,

ẋ(t) = F(t)x(t) +Bc(t)w̄(t) +Ecäg(t) + v(t) (10)

where x(t) denotes the unobserved system state. 0n and In are the nth order null and identity matrices

respectively. w̄(t)m×1, being the unknown ambient forcing on the structure, can be modeled as a stationary

white Gaussian noise (SWGN) of constant covariance Qm×m. v(t) is the process noise modeled as SWGN

8



with covariance Qv
2n×2n. However, no WGN model can be defined for ägl×1. l is the number of channels for

the disturbance input. The discrete time representation of the system is as follows,

xk = Fkxk−1 +Bkw̄k +Ekä
g
k + vk (11)

with Fk, Bk, Ek, xk, w̄k, xk, vk and ägk correspond to their continuous time entities described earlier,

obtained through zero-order-hold technique. The system’s unobserved states are estimated using dynamic

strain as measurement, with the measurement equation defined as,

εk = Hkxk +wk (12)

where, Hkp×2n is the time dependent measurement function that maps the system states xk to the corre-

sponding strain measurements εkp×1. In reality, Hk signifies the strain displacement relationship modeled

using the finite element approach for all the members combined. This mapping takes basis on Equation

9 and combines for all p measured members. wkp×1 denotes the measurement error originating from the

sensor noises and can be modeled as an SWGN of constant covariance Rp×p.

3. System estimation

In the following, the system defined with the process (cf. Equation 11) and the measurement (cf.

Equation 12) functions is estimated. The objective of monitoring health of the system is achieved through

parameterizing the system predictor model with a set of location based health indices (HIs), which are

estimated as additional time varying parameter states ξk from the measurement along side the contaminated

system states. A typical example for HI can be a joint stiffness index, γ, that can be monitored to quantify

how much damage the joint has undergone. Thus while a value of 25 denotes the joint to be perfectly

healthy and rigid, a value of 0.5 (98% reduction of undamaged value) denotes the joint has become pinned

type (yet not failed completely) allowing no resistance against rotation. Evidently, a high reduction in γ

does not mean that severe changes in the system has happened. Thus, detection of joint damage is always

more challenging than detecting a member failure.

Due to the nonlinear relationship between such health parameters with the measurements, the system

estimation eventually becomes a nonlinear problem. It has to be noted this nonlinearity is only due to

the time-varying parameter states, while the state propagation for regular response states is still linear.

Nonlinear system estimation with Bayesian filters are typically approached with EKF, UKF, EnKF, and

PF; each of them is computationally intensive. Of them, PF is appreciated as a robust approach to estimate

nonlinear systems while being most compute-intensive. This article, therefore allows the parameter states to

be estimated with PF while the regular response states are estimated with KF algorithm in an interacting

environment. Nevertheless, the traditional KF algorithm demands the input be known exactly or at least
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modeled as SWGN. With seismic or similar adverse forcing acting on the system, none of the idealizations

can be proper. [54] proposed a noise robust approach with KF that employs an input rejection approach

through output injection technique. In order to achieve this, the method transforms the process equation

into an equation unaffected by the input noise. The same has been employed in this study, to develop a

robust approach to estimate the system states and health parameters. The integration of the robust filtering

approach within the IPKF environment is detailed later in this article. Prior to that, the interacting strategy

has been demonstrated with the component filters (i.e. PF and KF) detailed elaborately.

3.1. Interacting filtering strategy

The interacting approach of IPKF, combining PF and KF, has already been discussed earlier in this

article. Following the similar approach, PF has been employed for estimation of joint damage indices. The

KF, employed as state filter is improved to induce input robustness, discussed later in this article.

For Bayesian filtering based system estimation, ideally, an explicit analytic integration is required for the

entire domain of the parameters. This is however straightforward for Gaussian states with linear process

and measurement equations. The current problem is nonlinear for which explicit analytical integration over

the entire parameter space is not possible. Additionally, no presumption on the stochastic nature of the

parameter states is enforced. PF attempts a particle approximation of this integration by propagating the

system uncertainty through a cloud of N independent parameter particles Ξk = [ξ1, ξ2, · · · , ξN ]. The system

dynamics is defined by the evolution of this particle set in time. At any arbitrary time step k, the evolution

of an arbitrary particle ξjk−1 is a random perturbation around its current position,

ξjk = ξjk−1 + N(δξk, σξ
k) (13)

where a Gaussian blurring is performed on ξjk−1 with a shift δξk and a spread of σξ
k

1. The evolved particles

are subsequently weighted based on their likelihood against the current measurement.

The perturbed positions for the particles are then re-centered for consistency. This re-centring is actually

a second step evolution in which particles are pushed towards the particle mean. For this, the same evolution

strategy is adopted, as has been adopted in [18, 55] and is reproduced here as

ξ∗jk = αξjk + (1− α)ξ̄k−1 (14)

where ξ̄k−1 denotes the particle mean of the parameters till time step (k − 1) and ξ∗jk denotes the shifted

position for the particle. For detailed evolution strategy, readers may refer [18]. These particles are further

employed to define the system matrices Fk, Bk, Ek and the KF can then be employed to estimate the

response states.

1A+BN(µ, σ) means A+Bz where z follows N(µ, σ)
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3.2. Robust Kalman filter

Typical KF requires either the exactly known inputs or an idealized SWGN model of it. For seismic

excitation, none of these idealizations is valid which calls for induction of robustness within the KF algorithm.

A previously developed method [18] achieves the robustness against unknown input forces by estimating the

forces in real-time through an additional force filter. This additional computation increases the overall run-

time of the algorithm from the damage detection perspective. The study employs [54]’s robust approach

that rejects the impact of the unknown input ägk in the state evolution by suitably injecting a part of the

measured output in the state transition model. Owing to the measurement equation (cf. Equation 12), the

following holds true for an arbitrary bounded matrix Gk ∈ R2n×m,

0 = Gk (εk −Hkxk −wk) (15)

Adding Equation 11 with Equation 15 and further setting Lk = I2n −GkHk, the state equation, Equation

11, can be modified as

xk = Fkxk−1 +Bkw̄k +Ekä
g
k + vk +Gk (εk −Hkxk −wk)

= F̃kxk−1 + B̃kw̄k + Ẽkä
g
k +Gkεk + ṽk

(16)

with F̃k = LkFk, B̃k = LkBk, Ẽk = LkEk and ṽk = vk−Gkwk. IfGk is chosen such thatGk = Ek(HkEk)
†,

with † denoting Moore-Penrose Pseudo-inverse operation, Ẽk renders to a null matrix. Equation 16 can then

be transformed to Equation 17, decoupled from the unknown input ägk as

xk = F̃kxk−1 + B̃kw̄k +Gkεk + ṽk (17)

Again ṽk can be idealized as an SWGN process. By this new formalism, Equation 11 has been transformed

to Equation 17 in order to reject the unknown input ägk with an appropriate injection of the known output

εk. Equation 12 can still be used as the associated measurement equation. With this approach, the KF

can be employed without any explicit or statistical knowledge of the unknown input forces due to ground

acceleration ägk. The proof of stability and observability for this filter is given explicitly in [54].

3.3. State estimation in the nested Kalman filter

Inside the KF, state is estimated for each of the jth particle. The estimation propagates current estima-

tion (xj
k−1|k−1), conditioned on the current parameter estimate for each jth particle, to the predicted value,

xj
k|k−1 following Equation 18,

xj
k|k−1 = F̃ j

kx
j
k−1|k−1 +Gj

kεk (18)

11



with corresponding state covariance, Pj
k|k−1,

Pj
k|k−1 = F̃ j

kP
j
k−1|k−1F̃

jT
k + B̃j

kQkB̃
jT
k +Gj

kRkG
jT
k (19)

with Qk and Rk being covariances of process and measurement noise.

The corresponding measurement predictions εjk|k−1 can be obtained exploiting Equation 12. Associated

innovation, ijk|k−1, can be obtained through estimating the departure of prediction from the real measurement

εk. Next, Kalman gain, Kj
k, is calculated as,

Kj
k =

Pj
k|k−1H

T
k

Sj
k

(20)

where, the innovation error covariance, Sj
k = HkP

j
k|k−1H

T
k +Rk. The predicted states and state covariance

are updated accordingly,

xj
k|k = xj

k|k−1 +Kj
ki

j
k|k−1 (21)

Pj
k|k = (I−Kj

kHk)P
j
k|k−1 (22)

3.4. Particle approximation

In the following, the likelihood of each particle is calculated based on the innovation mean and co-

variance of each KF. This likelihood information is used to update the normalized weight for each particle.

The weight of jth parameter particle is then estimated as

w(ξjk) =
w(ξjk−1)P (εk|ξ

j
k)∑N

i=1 w(ξjk−1)P (εk|ξ
j
k)

(23)

P (εk|ξjk) is the likelihood estimate for jth particle which can be estimated as

P (εk|ξjk) =
1

(2π)n|Sj
k|1/2

e
− 1

2

ī
jT

k|k−1
ī
j
k|k−1

S
j
k (24)

The particle approximations for the parameter and state are then estimated as

xk|k =

N∑
j=1

w(ξjk)x
j
k|k;

ξk =

N∑
j=1

w(ξjk)ξ
j
k

(25)

The proposed joint damage detection algorithm is detailed in a pseudo-code in Algorithm 1.

12



Algorithm 1 Proposed joint damage detection algorithm.

1: procedure r-IPKF(εk,Q
v ,R) ▷ Process and measurements noise covariances

2: At k = 0 initialize particles {ξj0} and state estimates: {xj
0|0} and {Pj

0|0} ▷ Initialization

3: for <each kth measurement εk> do
4: procedure r-IPKF({ξjk−1}, {x

j
k−1|k−1

}, {Pj
k−1|k−1

})
5: for <each particle ξjk ∈ {ξjk}> do

6: evolve {ξjk−1} → {ξjk} ▷ Particle evolution , as per Equation (14)

7: Define system matrices Fk(ξ
j
k),Hk(ξ

j
k), and Bk,Dk,Ek

8: procedure Robust Kalman Filter (ξjk) ▷ For jth particle

9: Define Gk, F̃k, B̃k and ṽk and realize w̄k from N (0, Q)

10: Predict xj
k|k−1

and εj
k|k−1

, as per Equations (18) and (12), respectively

11: Calculate innovation, ij
k|k−1

, state covariance, Pj
k|k−1

, and innovation error covariance, Sj
k

12: Compute Kalman gain, Kj
k, as per Equation (20)

13: Update state, xj
k|k and state covariance, Pj

k|k, as per Equations (21) and (22), respectively

14: end procedure
15: end for
16: procedure Particle re-sampling({ξjk})
17: Calculate weight, w(ξjk) for each ξjk ∈ {ξjk} and re-sample ▷ see Equation (23)

18: Calculate, xk|k and parameter estimate, ξ̄k ▷ see Equation (25)
19: end procedure
20: end procedure
21: end for
22: end procedure

4. Numerical experiment

The proposed algorithm has been numerically validated on a three story - three bay, 2-dimensional (2-D)

steel shear frame. The bay width is 4m while the height of each column is 3m. The frame is made up

of 21 members (12 columns and 9 beams) and 12 joints, where all the members are assumed to have the

properties of the Indian Standard Wide Flange Beam, ISWB450 [59] (cf. Table 1). Figure 2 demonstrates

the schematic diagram of the frame with its member and node numbers. Each node has 3 dof s. A 6-dof

Euler-Bernoulli beam element has been employed for the numerical modeling of the frame.

Table 1: Properties of ISWB450.

Weight per metre Section area Depth of section Width of flange Moment of inertia, Moment of inertia,
(kg/m) (cm2) (mm) (mm) Ixx (cm4) Iyy (cm4)
79.40 101.15 450 200 35057.60 1706.70

The defined frame is subjected to an earthquake excitation along with an additional ambient forcing,

modeled as an SWGN, applied for the entire simulation time. North-South component of the El-Centro

earthquake ground motion data (May 18, 1940 in CA, USA) (Data source: http://peer.berkeley.edu/

research/motions/) has been employed as the earthquake base excitation. Rayleigh’s viscous damping

model has been employed for the simulation. For all the numerical case studies, the seismic force is applied

one second after the start of the simulation, followed by a damage induced in the joint/s two seconds later
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Figure 2: 2-D three bay three story steel shear frame.

(unless specified otherwise for some cases), for the sake of practicality. Damage in the joint/s are induced in

the numerical model through fractional reduction of their corresponding undamaged joint stiffness indices.

For better understanding, all the joints are initially considered as rigid/perfectly fixed with their joint

stiffness indices, γ0 = 25. The algorithm then estimates the deterioration in this index values to localize

and quantify damage in the joints. It should be noted that the capacity of the algorithm is not limited to

rigid frames only and can be employed for semi-rigid frames having initial γ0 less than 25.

The responses from strain gauges are sampled at a fixed sampling frequency of 50 Hz for 20.48s to collect

1024 long time series of dynamic strain. In general, an SWGN of 2% signal-to-noise ratio (SNR)2 is added

to the measured response obtained only from the columns {1:4 8:11 15:18} for most of the cases, unless

stated otherwise. The strain gauges are patched on the outer surface of the columns and bottom surface of

the beams, at their mid span. Initial distribution type for the parameter particles is set to be Gaussian with

their undamaged joint stiffness index values (i.e., 25) set as particle mean with standard deviation of 0.25.

The assumed value for α is 0.98 (cf. Equation 14). The evolution of the parameter particles are entirely

dictated by the PF based on their relative likelihoods against measurements. It can be presumed without

much contradiction that a higher number of particles typically yields a better precision in the estimate,

which however increases the computational cost. To start with, a set of 3000 particles has been observed

to be sufficient for the parameter estimation which also corroborates the authors’ earlier experiences with

typical applications of IPKF on other problems.

4.1. Frequency response of the system

The frame is subjected to an SWGN forcing of unit variance, N(0, 1) N2, on all its nodal dof s, from the

beginning of the simulation. As detailed earlier, the earthquake force is applied as base excitation along

2In this study, an x% SNR SWGN signifies the ratio of standard deviation of SWGN noise to signal being 2%
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Figure 3: Frequency response of the undamaged and damaged frame.

the horizontal direction (as per the Figure 2) of the frame after the first second of the simulation. The

same system is further tested with induced damage in its ninth joint (J9) of severities 10%/30%/60%/80%

(corresponding to γ = 22.5/17.5/10/5). The recorded responses have been put through a modal domain

decomposition to have an idea of the induced change in the first three natural frequencies. It has been

observed that the change in the first three natural frequencies (here, ω1, ω2 and ω3) due to the induced

damage is low even for an 80% damage in the joint (maximum of 2.15% for ω3 compared to 10.71% change

for the same damage severity in the 10th member of the frame) (cf. Figure 3). This negligible difference hence

establishes the fact that the impact of joint damage on the global dynamical properties of the structures

is mostly very weak and one needs a strong detection algorithm in order to trace out any changes caused

by the joint damage. For joint damage detection in real life structures, these minuscule changes due to

damage gets further masked, therefore become imperceptible, especially when the structure, the recorders

and the predictor model are susceptible to ambient vibration, measurement noise, and model uncertainties,

respectively. This clearly justifies the application of a time domain probabilistic approach capable of dealing

with the associated uncertainties while performing accurately in detection.

4.2. Comparison between r-IPKF and IPKF

Prior to investigating the accuracy of the proposed method for joint damage detection, the inclusion of

robustness against input noise is justified. The overall advantage of the robust IPKF (r-IPKF) over IPKF is

demonstrated in this section. The performance of both algorithms is studied for three cases (cf. Figure 4):

1) linear time variant (LTV) system subjected only to SWGN forcing; 2) linear time invariant (LTI) system

subjected to SWGN and earthquake (EQ); and 3) LTV system subjected to SWGN and EQ. For the sake of

clarity in understanding, the estimation of joint stiffness index, γdam, of the damaged joint (J9) is presented

along with the joint stiffness index, γundam, of one of the undamaged joints (J5) in all the figures from here

on.

It is evident from the Figure 4, that both algorithms perform equally well when an LTV system is

subjected to an SWGN input (cf. Figure 4a), thereby suggesting that a temporal variation in the system

does not affect their efficacy. In the absence of damage (cf. Figure 4b), the non-robustness against input
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Figure 4: Comparative study between r-IPKF vs. IPKF for various systems and inputs: (a) LTV system with SWGN input;
(b) LTI system with SWGN and EQ inputs; and (c) LTV system with SWGN and EQ inputs.

statistics variation in IPKF is observed to affect the estimation severely when the system is subjected to

a non-stationary forcing (here earthquake excitation). Eventually, the algorithm converged to a wrong set

of estimates for the joint stiffness indices. This test case establishes that the divergence in the estimation

can happen with IPKF due to non-stationary forces alone, even in the absence of damage. For case 3),

r-IPKF accurately and precisely localizes the damage and is observed to be very stable (cf. Figure 4c). The

induced robustness in the state filter of r-IPKF perfectly removed the variations arising from the input as

if the input never existed. Further, for a system with damage (30% of γ0) as well as with non-stationary

forcing, Figure 4c depicts how r-IPKF outperforms the IPKF algorithm. This numerical study presents that

an accurate estimation can never be achieved with the standard IPKF algorithm, unless the forcing model

is stationary and/or exactly known. r-IPKF, on the other hand, does not demand such information and

therefore provides more reliable and stable estimates.

4.3. Estimation accuracy with the proposed r-IPKF approach

In the following, the estimation accuracy of the proposed method is investigated. The algorithm is found

to estimate the state variables, i.e., displacements and velocities, within a close proximity to their true values

obtained from the numerical simulation. Figure 5 shows a comparison between the estimated (mean) and

the true (uncontaminated) displacement time series for the 13th dof, i.e., x-direction for J9. The simulation

specification of the employed forcing (SWGN and EQ), is the same as in Section 4.1 with a 30% damage

induced 3 seconds after the start of the simulation. The error in estimation is observed to shoot up (cf.
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Figure 5: Comparison between estimated state (mean) and true displacement values: (a) Estimated state (mean) vs. true
displacement values; and (b) Absolute difference between estimated state(mean) and true displacement values.
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Figure 6: Evolution of parameters and states: (a) Particle evolution in time for damaged and undamaged joints; and (b)
Estimated state with ±3σ uncertainty bounds (X9 and X45 are the 9th and 45th component of state vector. The ±3σ
uncertainty bands denote the ±3σ limits of the Gaussian uncertainty).

Figure 5b) on introduction of damage in the system, which, however, is brought back to an acceptable limit

through prompt and efficient estimation of the joint damage parameters. The estimation error is observed

to be almost consistent throughout, not affected by the intensity of the input forcing. This ensures the much

required stability in the algorithm even in the case of sudden introduction of changes in terms of forcing or

system model. The corresponding particle evolution of the health parameters, γdam (J9) and γundam (J5),

over time is presented in Figure 6a. The state estimates and their covariances have also been observed to

be stable and not exploding over prolonged estimation (cf. Figure 6b).

4.4. Detection of various damage extents

With a 2% SNR contaminated measurement signal, the extent of damage level that can be detected with

the proposed r-IPKF has been tested against several damage severities. Four different damage levels are

selected: 10%/30%/50% and 70% with corresponding γ value as: 22.5/17.5/12.5 and 7.5 (cf. Figure 7). For

the sake of unbiased comparison, the damage is induced consistently at J9, while the estimation is performed

using strain measurements collected from all the columns, for all the case studies. Figure 7 demonstrates

that the algorithm is efficient in detecting and localizing weak damage as small as 10% (γ = 22.5). However,

it can also be perceived from the figure that for small damage cases, the estimation may at times get masked

due to the sensor noises. Keeping this aspect into consideration, a minimum of 20% joint damage can
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Figure 7: Extent of damage level detected by r-IPKF algorithm.
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Figure 8: Measurement noise sensitivity of r-IPKF algorithm

certainly be detected without any confusion.

4.5. Measurement noise sensitivity

To check the sensitivity of the proposed r-IPKF algorithm to increasing noise levels, a set of numerical

case studies has been taken up. For this, an uncontaminated dataset of dynamic strain time histories

(numerically simulated) has been first contaminated with increasing noise levels of SNR value 1/2/5/10 %

and further employed for detection of joint damage with the proposed r-IPKF algorithm. The results are

presented in Figure 8. It has been observed that even with a noise level of 10% SNR, the algorithm remained

prompt and precise in detection, for all the cases. No undamaged joints are falsely detected for any of the

above mentioned noise levels.

4.6. Effect of number, location and vicinity of strain gauges

The unique advantage of the proposed r-IPKF based algorithm, which uses strain gauges over accelerom-

eters, is that the approach is much cheaper by using this type of sensor. Strain gauges are typically much

less costly than accelerometers and are also frame invariant, i.e., they yield consistent response even in the

presence of base excitation. In contrast, the accelerometers can not provide the relative accelerations of

the structure in case of base excitation. Furthermore, strain measurement has been reported to be more

sensitive to damage in several studies.

The impact of different numbers and locations for the employed strain gauges on the estimation accuracy

has further been investigated in this study. When monitoring the health of a real life structure, damage
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Table 2: Sensor number and location sensitivity.

C.No. No. of sensors Sensor location Detection - J9 Accuracy (%) False positives
1 21 All members {1:21} ✓ 99.02 ×
2 12 Only columns {1:4 8:11 15:18} ✓ 97.77 ×
3 9 Only beams {5:7 12:14 19:21} × - -
4 6 Only external columns {1 4 8 11 15 18} ✓ 95.31 ✓
5 6 Only external beams {5 7 12 14 19 21} × - -

identification depends on the observability of the system states with respect to the considered state space

model and the sensitivity of the parameters with respect to the measurements. Hence, the effect of sensor

number on the damage identification results does not justify the efficacy of the algorithm. However a

methodological investigation on the effect of number and location of sensors has been undertaken in this

study, the results of which should nevertheless be considered specific to the current problem and model.

Five test cases are investigated with: 1) strain gauges patched on all the members; 2) strain gauges patched

only on the columns; 3) strain gauges patched only on the beams; 4) strain gauges patched on the external

columns; and 5) strain gauges patched on the external beams. The results are presented in the Table 2. For

the sake of comparison, simulation specifications like damage location, extent and noise levels are kept the

same as in Section 4.3.

It is observed that damage is detected promptly and accurately as long as the responses of the columns

are employed for the estimation. The responses only from beams, failed to yield a reliable estimation even

for low (1%) noise contamination levels. This indicates the possibility that the joint damage leaves very

weak signature in the beam responses under the mentioned forcing. It has further been confirmed from the

simulation results that the beam responses are remarkably weaker than that of the columns which can be

attributed to the poor performance of the proposed algorithm with beam responses only. It has also been

observed that the estimation is prone to deteriorate with the decrease in sensor number and may cause

infrequent false alarms.

A separate study has also been undertaken to check the effect of placement of the sensors in the vicinity

of the damaged joint (J10). Three sets of members are selected for measurement for this study, named

as: near, far, and farthest. The classification and nomenclature of the sets take basis on their distances

from the damaged joint. For the near case, members attached to the damaged joint have been measured

and subsequently, the measured response has been employed for detection. An accuracy of 87.88%, when

compared to an expected γ value of 17.5 (= 30% damage), has been achieved with such measurement (cf.

Figure 9). Nevertheless, measurements obtained from far members when employed for estimation, give an

improved accuracy of 93.93%. The improvement is due to selection of four columns’ strain response for

measurement. The better sensitivity of the column responses to joint damage over the beam responses has
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Figure 9: Effect of sensors placed at varying vicinity from the damaged joint.

already been discussed in this article, which further gets manifested with this numerical case study. Finally,

with measurements from the farthest members, very poor estimation has been observed which indicates that

the impact of joint damage for this particular structural arrangement gets attenuated for members far away

from the damage location.

Further, it must be emphasized that the detection ability of any SHM algorithm depends on several

factors, such as sensor density, measurement type and quality, sensor location and vicinity, etc. The perfect

combination of all these attributes that results in an optimal approach is very much case specific. Like in

the case study demonstrated, it has been found that column responses are better damage sensitive than

beam responses. Also, when algorithm performance has been compared based on sensor vicinity, it has been

found that nearby sensors are more likely to detect a damage. However, there has been an observation that

column responses collected from far locations (4 nos) provide better damage sensitive response compared

to nearby beam and column responses (2 no beam and 2 no column). This clearly establishes the fact that

signal quality plays a bigger role than sensor vicinity for this particular structure. Finally, it should be

mentioned here that this experience is very much case specific. A change in the structural configuration can

all together provide a completely different experience.

4.7. Stability Check

The algorithm is further checked for its stability, the possibility of divergence, and error accumulation

in case of prolonged usage. For this, a time series of 307.2s has been tested with the proposed algorithm.

The dataset corresponds to a structure similar to what has been described in Section 4.3, only the time of

simulation has been extended to 307.2s involving 15360 data points in time. The algorithm performed well

throughout the entire simulation showing no sign of instability or divergence at any stage of the estimation

(cf. Figure 10).

20



0 50 100 150 200 250 300

Time (s)

0

5

10

15

20

25

30

J
o

in
t 

s
ti
ff

n
e

s
s
 i
n

d
e

x
 (

)
dam

 - J9

undam
 - J5

Figure 10: Stability check of the algorithm.
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Figure 11: Joint damage estimation for multiple damage scenarios: (a) Non-simultaneous multiple damage; and (b) Simulta-
neous multiple damage.

4.8. Detection of multiple damage

The proposed algorithm is further examined for its robustness towards multiple damage situation involv-

ing varying damage levels as well as simultaneity/non-simultaneity of these damage occurrences (cf. Figure

11). The following two cases have been studied: 1) 30% damage in J9 followed by 50% damage in J10

- 3s and 5s after the start of simulation, respectively (cf. Figure 11a); and 2) simultaneous 30% damage

(γ = 17.5) in J9 and 50% damage (γ = 12.5) in J10 - 3s from the start of simulation (cf. Figure 11b).

A 2% SNR has been used to contaminate the strain data. Damage locations, severities as well as

simultaneity are identified with a sufficient level of promptness and accuracy for both of the above cases (cf.

Figure 11).

An additional investigation has been performed to see how the joint damage detection algorithm behaves

in the presence of member damage (and no actual joint damage). In this case, the member has been damaged

in place of the joints and the response has been analysed with the proposed algorithm which is built with

an assumption on joint damage. A 60% reduction in the initial elasticity (assumed as member damage) for

the 10th member (cf. Figure 12) is induced in the simulator model. Keeping other simulation specifications

same as before, the strain measurements are collected from all the columns prior to contaminating them

with measurement noise of 2% SNR SWGN. With the proposed algorithm, the joints attached to the 10th

member have been identified as damaged with damage value roughly around 70% in J11 (upper joint) and

50% in J7 (lower joint). The simultaneity in detection for damage in two joints may faintly indicate the
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Figure 12: Performance of algorithm to identify member damage.

possibility of damage in the attached member, instead of the joints. From this experiment, it is obvious that

even though the algorithm is not equipped with member damage detection capability, one can still isolate

the damaged member effectively, just from the location of the damaged joints.

5. Experimental Validation

The proposed algorithm is experimentally validated on a 2-D steel frame, cf. Figure 13. The center-

to-center lengths of the beams are 408 mm whereas the column heights are taken as 333.3 mm uniformly.

The cross-sectional areas for all the beams and columns are 6 mm× 6 mm and 8 mm× 8 mm, respectively.

Accordingly, a supporting numerical frame model using the methodology demonstrated earlier is prepared.

The joints are 3-D printed with high density polyethylene (HDPE) with a thickness of 3 mm encapsulating

the beam and column ends. To ensure a monolithic rigid joint, both ends of the beams are rested on top of the

column ends with no gap in between. A primary calibration of the material properties has been attempted

to match the frequencies obtained from experimental structure to that of the numerical support structure,

details of which will be elaborated in the following. The geometric and calibrated material properties of the

frame are stated in Table 3.

5.1. Calibration of numerical model

Three strain gauges, placed on each of the three beams, have been employed for the study. The dynamic

response is sampled at fixed sampling frequency of 1000 Hz. Subsequently, the measured strain response

is decomposed in frequency domain using the frequency domain decomposition (FDD) approach. The

frequency response function (FRF) showcasing the first two frequencies, ω1 = 9.033Hz, and ω1 = 36.377Hz,

22



Figure 13: Experimental setup with damage specification in J4 - 2-D frame.

Table 3: Properties of 2-D steel frame.

Length of beam 400 mm
Cross-section area of beams 6 mm× 6 mm

Frame height 1000 mm
Cross-section area of columns 8 mm× 8 mm

Calibrated modulus of elasticity 150 GPa
Calibrated density 8000 Kg/m3

Damping ratio 0.02

obtained from FDD of the experimental strain data can be found in Figure 14a. Material characteristics,

i.e., modulus of elasticity E and density ρ, of the numerical frame model are further updated (cf. Table 3)

to approximately match the modal properties of the experimental structure (cf. Figure 14b). The calibrated

model can thus be assumed to replicate the experimental frame dynamics with sufficient accuracy.

For further fine tuning the numerical model to replicate the real structure, γ values are calibrated which

also helped to provide with the undamaged stiffness index of the joints. Transient response of 0.5 s (500

data points) has been used with the proposed r-IPKF approach to estimate the six γ indices corresponding
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Figure 14: Calibration of the 2-D frame by comparing frequencies obtained from Frequency Domain Decomposition (FDD),
ω1, and ω2 are the first, and second frequency of the structure, respectively:
(a) FDD of strain data obtained from the experiment (ω1 = 9.033 Hz, and ω1 = 36.377 Hz); and
(b) FDD of strain data obtained from calibrated numerical model(ω1 = 9.033 Hz, and ω2 = 35.400 Hz).
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Figure 15: Bench marking γ with respect to undamaged 2-D frame.

to each of the joints (J1-J6). The algorithm is employed with 3000 particles and α = 0.98 (cf. Equation 14)

with an initial stiffness estimate for the joints as 25 (i.e., perfectly healthy and rigid joint condition). The

algorithm further estimated the γ values under the initial undamaged condition (cf. Figure 15). While most

of the joints are observed to keep maintaining its initial position, a few drifted away denoting the conjecture

on its rigidity was not proper.

5.2. Experimental verification of the proposed approach

The outcome of the last estimation process yielded a better model for the real structure to be used for

the predictor model with the updated values for the joint stiffness γ replicating the current health of the

undamaged structure. Next, a damage is inflicted in J4, cf. Figure 13, by cutting the HDPE joint up to the

beam-column interface on three corners. The transient response of the damaged frame is further sampled at

1000 Hz for one second and employed as the measurement in the proposed algorithm. It can be verified from

the Figure 16a, that the proposed algorithm is capable of identifying, localizing and quantifying damage

in the joint. The estimation of damage in J4 has been compared against J6. A significant reduction in γ

corresponding to J4 (γ = 10) from its original value (i.e. γ = 24) can easily be isolated and quantified. The

estimation has been observed to be stable and convergent for both damaged and healthy joints.

It has further been observed that a minimum of two sensors, placed in the middle at the bottom-side of

the lower and the middle beam (connected to damaged joint) is required for joint damage detection. Since

maximum stress occurs at the surface of the beam farthest from the neutral axis and generally the bottom-

side of the beam is accessible, hence strain sensors have been patched to the bottom-side of the beam.

The algorithm promptly detected the damage and depicted a similar detection accuracy, c.f. Figure 16b as

compared to that obtained from the previous sensor placement (c.f. Figure 16a).

It has to be noted that, insufficient instrumentation for the structure may hamper the observability

conditions for high dimensional systems. This requirement of measurement sufficiency renders the scalability

issue for the proposed algorithm to be a relative aspect that should consider the system size (ns) and the

number of available measurement channels (nm). This allows the scalability issue to be discussed in the

light of reducing available measurement channels instead of increasing system size, which has been attempted
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Figure 16: Joint damage detection of 2-D frame by the proposed approach,
(a) placing one sensor on each beam (3 sensors); and (b) placing only 2 sensors.

with the real frame model.

Denoting this ratio between ns and nm as ∆, it has been observed that the current study has maintained a

very high value for this index (9 for both numerical and experimental studies), i.e., relatively high dimensional

structures can be monitored with limited sensors. The same when put to comparison with existing literature

dealing with real scale models can be observed not to be significantly different.

6. Conclusion

This paper deals with joint damage detection and localization in a semi-rigid frame structure which is

mostly ignored in the traditional SHM studies. The robust Interacting Particle-Kalman filtering (r-IPKF)

approach is employed to simultaneously estimate response states while estimating the joint health through

a set of health parameters. Further, to enhance its practical usage, strain responses have been adopted as

the measurement because of their low cost and frame invariability in the case of base excitation conditions

compared to accelerometers. The predictor model involved, however, requires an efficient mapping for nodal

displacements to strain measurements, specific to semi-rigid frames. This study, therefore, derives the strain-

displacement relationship for the semi-rigid frames. To induce robustness in the detection against arbitrary

input forcing, the state filter within IPKF is improvised through an output injection technique that renders

the algorithm robust to any forcing types. The algorithm is tested for its efficacy against non-stationary

forcing, measurement noise, damage levels, and stability criteria on a 2-D semi-rigid frame structure. It

has been found that the algorithm can detect damage in joints for most of the mentioned conditions with

sufficient promptness and accuracy. It has also been demonstrated that with the present algorithm, a

possibility of member damage can also be detected, although not supported with in depth investigation for

the sake of brevity. The proposed algorithm is experimentally tested on a 2-D steel frame and is observed

to be efficient and accurate in detecting joint damage.
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Appendix A. Beam element with semi-rigid joint

Traditionally structural joints are idealized with an assumption on the rotational stiffness, i.e., infinite

for the fixed joint or zero for the pin joint. For the semi-rigid joint assumption, Eurocode 3 (2003) introduces

a factor, called joint stiffness index (γ), to quantify the rotational stiffness, k, of a beam joint as,

k = γ
EmIm
lm

(A.1)

Em, Im and lm are the modulus of elasticity, moment of inertia along the axis of bending and length of

the member, respectively. Nominally, γ ≤ 0.5 is considered for pin joints while γ ≥ 8 (for braced frames)

and γ ≥ 25 (for unbraced frames) are considered for rigid joints. For semi-rigid joints, the value of γ lies

within the range of [0.5, 25]. Eurocode 3 (2003) further defines end fixity factor, P , for a beam joint end as

a function of γ as,

P =
γ

3 + γ
(A.2)

Thus, for perfectly pinned connection (i.e. k = 0) P = 0 while for a perfectly rigid connection (i.e. k = ∞)

P = 1. For semi-rigid connection P lies within the range of [0.143− 0.893].

With this definition of joint stiffness, several studies [1, 7, 60] developed the model of an Euler-Bernoulli

beam supported on two semi-rigid joints e and f with end fixity factors Pe and Pf respectively (cf. Figure

1). [1] derived the corresponding elemental stiffness matrix as

Km
local =

EmIm
lm



Am

Im
0 0 −Am

Im
0 0

4(α1+α2+α3)
l2m

2(2α1+α2)
lm

0 − 4(α1+α2+α3)
l2m

2(2α2+α3)
lm

4α1 0 − 2(2α1+α2)
lm

2α2

Am

Im
0 0

4(α1+α2+α3)
l2m

− 2(2α2+α3)
lm

Sym. 4α3


(A.3)

where, Am is the cross-sectional area of the member and α1, α2, and α3 can be obtained as
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α1 =
3Pe

4− PePf
, α2 =

3PePf

4− PePf
, α3 =

3Pf

4− PePf
. (A.4)

The corresponding elemental mass matrix is defined as

Mm
local =

ρlm
420D2



140D2 0 0 70D2 0 0

4f1(Pe, Pf ) 2lmf2(Pe, Pf ) 0 2f3(Pe, Pf ) −lmf4(Pe, Pf )

4L2f5(Pe, Pf ) 0 lmf4(Pf , Pe) −L2f6(Pe, Pf )

140D2 0 0

4f1(Pf , Pe) −2lmf2(Pf , Pe)

Sym. 4L2f5(Pf , Pe)


(A.5)

where, ρ is the mass per unit length of the member and

D = 4− PePf

f1(Pe, Pf ) = 560 + 224Pe + 32P 2
e − 196Pf − 328PePf − 55P 2

e Pf + 32P 2
f + 50PeP

2
f + 32P 2

e P
2
f

f2(Pe, Pf ) = 224Pe + 64P 2
e − 160PePf − 86P 2

e Pf + 32PeP
2
f + 25P 2

e P
2
f

f3(Pe, Pf ) = 560− 28Pe − 64P 2
e − 28Pf − 148PePf + 5P 2

e Pf − 64P 2
f + 5PeP

2
f + 41P 2

e P
2
f

f4(Pe, Pf ) = 392Pf − 100PePf − 64P 2
e Pf − 128P 2

f − 38PeP
2
f + 55P 2

e P
2
f

f5(Pe, Pf ) = 32P 2
e − 31P 2

e Pf + 8P 2
e P

2
f

f6(Pe, Pf ) = 124PePf − 64P 2
e Pf − 64PeP

2
f + 31P 2

e P
2
f .

(A.6)

This approach provides the elemental mass (Mm
local) and stiffness (Km

local) matrices (cf. Equations A.3 and

A.5) for the mth member defined in local coordinate system (LCS). These elemental matrices are further

assembled in global coordinate system (GCS) to obtain the global mass (M) and stiffness (K) matrices. For

the damping C, Rayleigh model of viscous damping has been assumed.
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