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Abstract:

The emergence of RGB-D cameras and the development of pose estimation algorithms offer opportunities in biomechanics. However, some challenges still remain when using them for gait analysis, including noise which leads to misidentification of gait events and inaccuracy.

Therefore, we present a novel kinematic-geometric model for spatio-temporal gait analysis, based on ankles’ trajectory in the frontal plane and distance-to-camera data (depth). Our approach consists of three main steps: identification of the gait pattern and modeling via parameterized curves, development of a fitting algorithm, and computation of locomotive indices. The proposed fitting algorithm applies on both ankles’ depth data simultaneously, by minimizing through numerical optimization some geometric and biomechanical error functions.

For validation, 15 subjects were asked to walk inside the walkway of the OptoGait, while the OptoGait and an RGB-D camera (Microsoft Azure Kinect) were both recording. Then, the spatio-temporal parameters of both feet were computed using the OptoGait and the proposed model. Validation results show that the proposed model yields good to excellent absolute statistical agreement (0.86≤R≤0.99).

Our kinematic-geometric model offers several benefits: (1) It relies only on the ankles’ depth trajectory both for gait events extraction and spatio-temporal parameters’ calculation; (2) it is usable with any kind of RGB-D camera or even with 3D marker-based motion analysis systems in absence of toes’ and heels’ markers; and (3) it enables improving the results by denoising and smoothing the ankles’ depth trajectory. Hence, the proposed kinematic-geometric model facilitates the development of portable markerless systems for accurate gait analysis.

Keywords: Kinematic-geometric model, Bézier curve, Ankles’ depth trajectory, Spatio-temporal gait analysis, Single RGB-D camera.
1. Introduction

Gait analysis is a way of assessing human walking patterns that can provide relevant quantitative information in the form of gait parameters (Rocha et al., 2018). A complete gait cycle of human consists of two main phases including the stance and the swing phase. In the stance phase, the foot is partially or completely in contact with the walking surface, whereas in the swing phase, there is no contact between them. The possession percentage of each gait phase, gait speed, time and length of step and stride, and cadence are some of the most important gait parameters that are commonly used to study walking patterns in healthy individuals or patients with gait impairments (Latorre et al., 2018; Pantzar-Castilla et al., 2018; Vilas-Boas et al., 2019). Some of the most widely used systems for this purpose include marker-based 3D motion analysis, accelerometry-based tools, and instrumented walkway systems (Klöpfer-Krämer et al., 2020; Petraglia et al., 2019). Despite their high accuracy, they suffer from several disadvantages that lead to lesser usability in clinical environments, as for instance the time-consuming installation of reflective markers, probability of missing markers, requirement of large clinical spaces, unportability, and high costs (Klöpfer-Krämer et al., 2020; Petraglia et al., 2019).

With the fast-paced technological developments, less expensive systems based on RGB and/or RGB-D cameras have emerged; they are portable, markerless, and less intrusive in terms of occupied space, which facilitates their use for clinical applications (Clark et al., 2013; Rocha et al., 2018). However, their accuracy is usually lower than the gold-standard systems, as confirmed by several validation studies (Kanko et al., 2021; Mentiplay et al., 2015; Springer and Seligmann, 2016). Many camera-based gait analysis approaches have been developed, based either on multiple cameras (Sandau et al., 2014) or a single camera (Auvinet et al., 2015; Xu et al., 2015). The state-of-the-art methods utilizing a single camera in the frontal plane are inaccurate, unreliable, and gait events detection in the frontal plane is still a challenging problem in this setting. However, when assessing both feet simultaneously, analyzing in the frontal plane yields better monitoring of gait performance than in the sagittal plane,
since none of the feet hide each other (Clark et al., 2015). Despite the convenience of using a single camera in front, some issues remain, including noise that hampers accurate gait events’ detection, lack of heel coordinates, and inaccurate localization of the toe by most of the pose estimation algorithms. These issues lead to mix together some biomechanical parameters by error, lowering the overall accuracy of the gait analysis.

Therefore, this research aims to present and validate a novel kinematic-geometric model for gait analysis, relying only upon distance-to-camera data (depth) and ankles’ depth trajectory in the frontal plane. This new approach proceeds in three main steps: (1) Identification of the gait pattern and modeling by parameterized curves, (2) model fitting through optimization, and (3) computation of spatio-temporal gait parameters.

2. Methods

2.1. Participants

Fifteen lower-limb injury-free individuals participated in this research (Age: 26.9±5.5 years old, height: 172.9±8.7 cm, weight: 72.6±17 kg). The study was approved by the local ethics committee and conducted according to the declaration of Helsinki.

2.2. Equipment

A 10-meter long OptoGait system (spatial resolution: 1.041 cm, temporal resolution: 1000 Hz) is used as the reference for validation (Mo Lee et al., 2014; Rudisch et al., 2021). Besides, a single Microsoft Azure Kinect camera is used to acquire ankles’ depth data when walking. The camera is placed at 1-meter distance from the end of the OptoGait walkway, at 80 centimeters height, and is set to record at 1920×1080 pixels resolution with 30 frames per second (FPS). The proper depth-
sensing range of this camera is 2-8 meters for the intended purpose. At longer distances, the depth accuracy reduces, and within distances smaller than 2 meters, parts of the body may be out of the sight of the camera.

2.3. Data acquisition

Each subject was asked to walk two times, each at a self-selected pace along the walkway of the OptoGait, while the OptoGait and the RGB-D camera were both recording. The positions of the ankles in each RGB frame were estimated using the OpenPose, a 2D human pose estimation algorithm (Cao et al., 2019). Then, 2D position of each ankle, in all frames, was smoothed using Savitzky–Golay low pass filter. Afterward, the ankles’ positions for each frame were mapped to the corresponding frame's 3D point cloud, and their depth was extracted. A range of 6 meters length is considered for further analysis out of 10m walking length (2-8m from the camera, corresponding to 3-9m inside the walkway of the OptoGait).

2.4. Proposed approach

The proposed approach proceeds in three main steps. First, the ankles’ depth trajectory in the frontal plane and a class of parameterized curves that provide a continuous and sufficiently faithful representation for that trajectory are identified. The number of unknown parameters (control points) of this curve is carefully selected. It must be large enough to take into account the diversity of walking patterns, and meanwhile, small enough to offer resilience to common uncertainties such as measurement noise. Second, the fitting procedure, which adjusts the curve parameters while satisfying the governing constraints, is defined. Third, the locomotor indices are calculated from the fitted curve.
2.4.1. Designing the kinematic-geometric model (Step 1)

When a person walks toward a camera, the ankles’ depth decreases and follows a certain pattern in each gait phase which could be considered as a model for the ankles’ depth trajectory in a complete gait cycle (Fig.1). Since the gait events are unknown, the complete gait cycle model cannot be used on its own. The only deducible parameter from the ankles’ raw depth data is their approximate time and depth in mid-swing/mid-flat foot points. These are the points where both ankles have the same depth and their depth curves intersect each other (Fig.2b). Therefore, each ankle’s depth data can be divided into sections where each section ranges from the mid-flat foot point to the next mid-flat-foot point (Fig.2c). Besides, the complete gait cycle model can be modified to adapt to each section. The proposed kinematic-geometric model that can be applied on each section (Fig.2d) consists of three parts: I) A straight line with a zero slope to model from the mid-flat foot to the beginning of the push-off phase, II) a parametric curve to model the push-off, swing, and heel-strike phases. To this end, a Bézier curve of order 3 is utilized to offer flexibility and applicability to different walking patterns. III) A straight line with a zero slope to model from the end of the heel-strike to the mid-flat foot.

![Figure 1](image)

**Figure 1**- Depth trajectory of the ankle in the frontal plane and corresponding sagittal plane movements in a complete gait cycle. In the heel strike phase, the ankle’s depth decreases like a concave upward curve. In the flat foot phase, the ankle’s depth remains constant in the corresponding period like a straight line with a zero slope. In the push-off phase, the ankle’s depth decreases like a concave downward curve. In the swing phase, there is an increasing speed until the mid-swing and then decreasing speed, like a curve that switches its acceleration sign in the middle.
2.4.1.1. Bézier curves

Bézier curves are parametric curves that define a smooth pattern between two points (Prautzsch et al., 2002; Shao and Zhou, 1996). The curvature between these two points is adjusted by some control points whose cardinality exceeds the order by one (Walton and Meek, 1996). The complete form of the cubic Bézier curve ($B(u)$) and its first derivative ($B'(u)$) is as follows:

\[
B(u) = (1-u)^3P_0 + 3u(1-u)^2P_1 + 3u^2(1-u)P_2 + u^3P_3, \quad P_i = \begin{pmatrix} x_i \\ y_i \end{pmatrix}, \quad 0 \leq u \leq 1
\]

\[
B'(u) = 3(1-u)^2(P_1 - P_0) + 6u(1-u)(P_2 - P_1) + 3u^2(P_3 - P_2)
\]

where $u$ denotes the parameter and $P_i$ is the $i^{th}$ control point (Farouki, 2012). According to the definition, $B(0) = P_0$, $B(1) = P_3$, i.e., the first and last control points are the beginning and the endpoint of the curve respectively. Furthermore, $B'(0) = 3(P_0 - P_1)$ and $B'(1) = 3(P_2 - P_3)$. Therefore, restrictive conditions (Eq.2) are added to maintain the geometric continuity (G1) of the model, meaning that both tangent lines coincide at the connecting points of the Bézier curve and lines.

\[
G1 \text{ Conditions: } \begin{cases} Y_{Low1} = y_0 = y_1 \\ Y_{Low2} = y_2 = y_3 \end{cases}
\]

2.4.2. Optimization and fitting algorithm (Step 2)

The kinematic-geometric model is fitted to the depth data of the ankles by minimizing an objective function comprising the geometric error terms and the events error term.

2.4.2.1. Geometric error

The geometric error is defined by the orthogonal distance from each depth sample to the kinematic-geometric model. To compute it, first, the area to which each sample belongs is defined and then, the orthogonal distance is calculated according to this area. Assuming that the depth samples in each section are \{(X_1, Y_1), \ldots, (X_N, Y_N)\}, consisting of $N$ samples, two values are defined as follows: $A$ is the number of samples whose occurrence time is before the time of the first control point ($x_0$) and
belong to the line 1 area, while $C$ is the number of samples whose occurrence time lies between the time of the first $(x_0)$ and the last $(x_3)$ control points which belong to the Bézier curve area. Consequently, $N-(A+C)$ is equal to the number of samples whose occurrence time is after the time of the last control point $(x_3)$ and belong to the line 2 area. To find the orthogonal distance of a sample in the Bézier curve area, a point on the Bézier curve called the orthogonal projection point $(B(v))$ is computed such that the vector connecting the orthogonal projection point to that sample is perpendicular to the Bézier curve at $v$ (Wang et al., 2006). To do so, the roots of Eq.3, which is a degree 5 univariate polynomial in $v$, should be found. The corresponding $v$ value for the orthogonal projection point of each sample in the Bézier curve area is the root that has a real part in the range [0-1] and zero imaginary part. After finding the $v$ value, the coordinates of the orthogonal projection point are found by evaluating the Bézier curve at $v$.

$$(B(v)) \cdot \left( \begin{array}{c} X_j \\ Y_j \end{array} \right) - B(v) = 0, \quad j = A+1, A+2, \ldots, A+C, \quad 0 \leq v \leq 1$$

(3)

where $B(v)$ is the Bézier curve, $B'(v)$ is its first derivative, and $v$ is the parameter that provides the orthogonal projection point for the $j^{th}$ depth sample in the Bézier curve area. The sum of the error of the samples in line 1 area ($E_1$), in the Bézier curve area ($E_2$), and in line 2 area ($E_3$) is the geometric error term for one section, which is as follows:

$$E_1 = \sum_{j=1}^{A} (Y_{Line1} - Y_j)^2 \quad \text{if} \quad X_j < x_0$$

$$E_2 = \sum_{j=A+1}^{A+C} \left( \begin{array}{c} X_j \\ Y_j \end{array} \right) - B(v)^T_{\left[2\right]} = 0 \quad \text{if} \quad x_0 \leq X_j \leq x_3$$

$$E_3 = \sum_{j=A+C+1}^{N} (Y_{Line2} - Y_j)^2 \quad \text{if} \quad X_j > x_3$$

$$E_{Geometric} = E_1 + E_2 + E_3$$

(4)
2.4.2.2. Events error

The second term of error is based on the time difference in gait events of both feet that are considered to match each other. According to the literature, if the movement variation of the ankle relative to a fixed point on the body (e.g., sacrum or center of mass) is calculated, then the horizontal component for the ankle’s velocity changes sign at initial contact and beginning of the swing phase (Zeni et al., 2008). This approach is generalized as follows: At all intersection points, which are the mid-swing/mid-flat-foot moments, the sacrum is at a fixed distance (horizontally) from the depth of the ankles. Therefore, the line passing through all intersection points is parallel to the horizontal axis of the sacrum’s movement. Hence, this interpolated line \((\overline{IL})\) can be utilized as an approximation for the
sacrum’s trajectory, assuming constant speed and minor movement variations. In other words, $\vec{IL}$ depicts the depth trajectory of a fixed part of the body that becomes closer to the camera with constant speed (Fig.3b). Therefore, the extrema of the Bézier curves relative to $\vec{IL}$ reveal the gait events, where the ankles’ velocity sign changes. The extrema of each Bézier curve relative to $\vec{IL}$ (Fig.3c) are the points on the curve ($B(w)$), obtained by solving Eq.5, which is a quadratic univariate polynomial in $w$. In other words, these extrema are the roots of Eq.5 that have a real part in the range [0-1] and zero imaginary part.

$$B(w) \times \vec{IL} = 0, \quad 0 \leq w \leq 1$$ \hspace{1cm} (5)

where $w$ denotes the Bézier curve’s parameter where the tangent vector to the Bézier curve is parallel to $\vec{IL}$, so it provides the extrema of the curves relative to $\vec{IL}$. As shown in Fig.3c, between each two consecutive intersection points, the extremum of the Bézier curve that corresponds to the anterior ankle (closer in depth) indicates the initial contact point and at that point, the posterior ankle (further away in depth) should be at the end of flat foot phase. Hence, the time of endpoint of line 1 in the posterior ankles’ model should match the time of the second extremum of the anterior ankle’s Bézier curve model. The time difference between them is the detection error for the initial contact time, which is as follows:

$$E_{Initial\ Contact} = (x_{0}^{Posterior} - Time(B(w)^{Anterior}))^{2}$$ \hspace{1cm} (6)

In addition, the extremum of the Bézier curve that corresponds to the posterior ankle indicates the beginning of the swing and at that point, the anterior ankle should be at the beginning of the flat foot phase. Hence, the time of the first extremum of the posterior ankle’s Bézier curve model should match the time of starting point of Line 2 in the anterior ankle’s model. The time difference between them is the detection error for the starting time of the swing, which is as follows:

$$E_{Swing} = (x_{3}^{Anterior} - Time(B(w)^{Posterior}))^{2}$$ \hspace{1cm} (7)
The events error term in between each two consecutive intersection points is defined by the sum of $E_{\text{Initial Contact}}$ and $E_{\text{Swing}}$.

![Figure 3](image)

**Figure 3** - (a) Extraction of the complete gait cycle model from the result of applying the proposed kinematic-geometric model to the ankles’ depth data and the way of computing gait parameters. (b) Kinematic-geometric model fitted to the ankles’ depth data. (c) Events error term between two consecutive intersection points. DS refers to the double support, SS refers to the single support, the interpolated line is IL in dashed black color, filled squares depict the extremities relative to the IL, empty circles depict the first and last control points of the Bézier curves, and filled circles indicate the starting and ending point of the lines.

To generalize the presented approach on all sections of one ankle, $Y_{\text{Line}2}$ in one section’s model should be equal to $Y_{\text{Line}1}$ of the next section’s model. By doing so, the model can be applied to all depth data of each ankle, yielding a complete continuous representation (Fig.3b). To do so, in each iteration of the optimization, first the geometric error in all sections of the left and the right ankle is calculated and is normalized by their geometric error value at initial answer. Then, the line passing through all intersection points is found and the extrema of the curves relative to this line are calculated. Afterward, the events error term between each two consecutive intersection points is calculated and normalized by the events error value at initial answer. The total error function is as follows:
Total Error = \frac{\sum_{Sections\ Left\ Ankle} E_{Geometric}}{E_{0\ Left}} + \frac{\sum_{Sections\ Right\ Ankle} E_{Geometric}}{E_{0\ Right}} + \frac{\sum_{Intersections\ Between\ Two\ Consecutive\ Intersection} (E_{Initial\ Contact} + E_{Swing})}{E_{0\ Events}} \quad (8)

Where \( E_{0\ Left} \) and \( E_{0\ Right} \) are the geometric error values in all sections of the left and the right ankle at initial answer, and \( E_{0\ Events} \) is the value of events error term in all intersections at initial answer that are used for normalization. According to the quadratic error functions and the governing constraints, sequential quadratic programming (SQP) is used for fitting (Nocedal and Wright, 2006). SQP is an iterative optimization algorithm for mathematical problems whose objective function and the constraints are twice continuously differentiable. In the SQP, first, a Lagrangian is formed by combining the objective function and the constraints into a single Lagrangian function through Lagrange multipliers. Then, a sequence of optimization subproblems is formed in each iteration that corresponds to the quadratic approximation of the objective function with linearized constraints. These subproblems are solved by quadratic programming (QP), considering the Karush–Kuhn–Tucker optimality conditions to assess the feasibility. This cyclic process continues until the convergence to a minimum of the objective function.

2.4.3. Locomotor indices calculations (Step 3)

Following the simultaneous fitting of the model on both ankles’ depth data, spatio-temporal parameters can be calculated as illustrated in Fig.3.

To validate the model, on one hand, spatio-temporal gait parameters within the walking range of 6 meters have been calculated using the OptoGait. On the other hand, spatio-temporal parameters have been calculated in the same walking area using the acquired depth data and the proposed model.
2.5. Statistics

To assess statistical agreement between the proposed method and the OptoGait, first, a one-sample t-test is used to assess whether the difference in each parameter is distinguishable from zero or not (Vilas-Boas et al., 2019). The agreement is then assessed visually using the Bland-Altman method with 95% limits of agreement (LoA) (Clark et al., 2013). Pearson’s correlation for relative agreement and Lin’s concordance correlation with associated 95% confidence intervals (CI) for absolute agreement is used (Clark et al., 2013; Mentiplay et al., 2015). Correlation thresholds were set as poor (<0.5), moderate (≥0.5 and <0.75), good (≥0.75 and <0.9), and excellent (≥0.9) (Vilas-Boas et al., 2019). Further, percentage error (PE%) is computed using the standard deviation of the difference and the mean, representing the percentage of bias relative to the mean of the measurements (Clark et al., 2013).

3. Results

For all calculated parameters, the t-tests’ results were not significant and hence, the agreement was assessed using its corresponding methods. Descriptive statistics for the agreements are outlined in Table 1. Statistical agreement between the results of the OptoGait and the proposed model was excellent for the overall values of all spatio-temporal parameters (R≥0.9 and Rc≥0.9). For the right foot, the swing percentage yields excellent relative agreement (R=0.9) and good absolute agreement (Rc=0.87). The rest of the parameters for the right foot yield excellent relative and absolute agreement. For the left foot, absolute agreement in step time (Rc=0.89), stance phase percentage (Rc=0.89), and swing phase percentage (Rc=0.86) was good and the other parameters yield excellent absolute agreement. Bland Altman plot of some overall parameters are illustrated in Fig.4. Among all the assessed parameters, gait speed, stride time, and stride length exhibit the highest agreements. Percentage errors between the measurements for all the parameters were ranging between 1.54% and 6.56%.
Table 1. Mean and standard deviation (SD) of gait parameters for both left and right foot as well as their overall value obtained from the proposed method and the OptoGait, mean difference with 95% LoA, percentage error (PE%), Pearson’s correlation coefficient (R), and Lin’s concordance correlation coefficient (R_c) with associated 95% CI. All correlations were statistically significant (p<0.05).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean (± SD) Proposed Method</th>
<th>Mean (± SD) OptoGait</th>
<th>Mean Difference (95% LoA)</th>
<th>PE%</th>
<th>R</th>
<th>R_c (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Left</td>
<td>Right</td>
<td>Overall</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Step Time (s)</td>
<td>0.549 (0.039)</td>
<td>0.55 (0.037)</td>
<td>0.00005 (-0.032 to 0.032)</td>
<td>5.99%</td>
<td>0.91</td>
<td>0.89 (0.82 to 0.96)</td>
</tr>
<tr>
<td></td>
<td>0.547 (0.047)</td>
<td>0.546 (0.04)</td>
<td>0.0015 (-0.033 to 0.036)</td>
<td>6.56%</td>
<td>0.92</td>
<td>0.9 (0.84 to 0.96)</td>
</tr>
<tr>
<td></td>
<td>0.548 (0.038)</td>
<td>0.547 (0.036)</td>
<td>0.0012 (-0.011 to 0.013)</td>
<td>2.33%</td>
<td>0.98</td>
<td>0.98 (0.97 to 0.99)</td>
</tr>
<tr>
<td>Step Length (m)</td>
<td>0.737 (0.059)</td>
<td>0.733 (0.061)</td>
<td>0.0045 (-0.022 to 0.031)</td>
<td>3.75%</td>
<td>0.97</td>
<td>0.96 (0.94 to 0.98)</td>
</tr>
<tr>
<td></td>
<td>0.724 (0.064)</td>
<td>0.723 (0.056)</td>
<td>0.0015 (-0.044 to 0.047)</td>
<td>6.47%</td>
<td>0.93</td>
<td>0.91 (0.86 to 0.96)</td>
</tr>
<tr>
<td></td>
<td>0.731 (0.055)</td>
<td>0.728 (0.054)</td>
<td>0.003 (-0.015 to 0.021)</td>
<td>2.50%</td>
<td>0.98</td>
<td>0.98 (0.97 to 0.99)</td>
</tr>
<tr>
<td>Stride Time (s)</td>
<td>1.097 (0.081)</td>
<td>1.094 (0.072)</td>
<td>0.003 (-0.031 to 0.037)</td>
<td>3.18%</td>
<td>0.98</td>
<td>0.97 (0.95 to 0.99)</td>
</tr>
<tr>
<td></td>
<td>1.097 (0.077)</td>
<td>1.093 (0.069)</td>
<td>0.004 (-0.032 to 0.04)</td>
<td>3.40%</td>
<td>0.97</td>
<td>0.96 (0.93 to 0.99)</td>
</tr>
<tr>
<td></td>
<td>1.097 (0.078)</td>
<td>1.094 (0.071)</td>
<td>0.0035 (-0.022 to 0.029)</td>
<td>2.38%</td>
<td>0.98</td>
<td>0.98 (0.97 to 0.99)</td>
</tr>
<tr>
<td>Stride Length (m)</td>
<td>1.461 (0.106)</td>
<td>1.459 (0.107)</td>
<td>0.003 (-0.033 to 0.039)</td>
<td>2.54%</td>
<td>0.98</td>
<td>0.98 (0.97 to 0.99)</td>
</tr>
<tr>
<td></td>
<td>1.467 (0.117)</td>
<td>1.460 (0.104)</td>
<td>0.007 (-0.054 to 0.068)</td>
<td>4.30%</td>
<td>0.96</td>
<td>0.95 (0.92 to 0.98)</td>
</tr>
<tr>
<td></td>
<td>1.464 (0.111)</td>
<td>1.459 (0.105)</td>
<td>0.005 (-0.035 to 0.045)</td>
<td>2.81%</td>
<td>0.98</td>
<td>0.98 (0.97 to 0.99)</td>
</tr>
<tr>
<td>Gait Speed (ms⁻¹)</td>
<td>1.342 (0.162)</td>
<td>1.339 (0.147)</td>
<td>0.0025 (-0.04 to 0.045)</td>
<td>3.24%</td>
<td>0.99</td>
<td>0.99 (0.98 to 0.99)</td>
</tr>
<tr>
<td></td>
<td>1.344 (0.155)</td>
<td>1.342 (0.148)</td>
<td>0.0015 (-0.031 to 0.034)</td>
<td>2.48%</td>
<td>0.99</td>
<td>0.99 (0.98 to 0.99)</td>
</tr>
<tr>
<td></td>
<td>1.343 (0.158)</td>
<td>1.341 (0.147)</td>
<td>0.002 (-0.027 to 0.031)</td>
<td>2.23%</td>
<td>0.99</td>
<td>0.99 (0.98 to 0.99)</td>
</tr>
<tr>
<td>Cadence (steps/minute)</td>
<td>109.971 (8.023)</td>
<td>110.104 (7.141)</td>
<td>-0.132 (-3.341 to 3.076)</td>
<td>2.97%</td>
<td>0.98</td>
<td>0.97 (0.95 to 0.99)</td>
</tr>
<tr>
<td></td>
<td>109.835 (7.550)</td>
<td>110.539 (7.309)</td>
<td>-0.704 (-4.634 to 3.225)</td>
<td>3.64%</td>
<td>0.96</td>
<td>0.94 (0.91 to 0.98)</td>
</tr>
<tr>
<td></td>
<td>109.903 (7.712)</td>
<td>110.322 (7.203)</td>
<td>-0.418 (-2.803 to 1.966)</td>
<td>2.21%</td>
<td>0.99</td>
<td>0.98 (0.97 to 0.99)</td>
</tr>
<tr>
<td>Stance Phase (%)</td>
<td>58.744 (1.908)</td>
<td>58.851 (1.824)</td>
<td>-0.106 (-1.664 to 1.45)</td>
<td>2.70%</td>
<td>0.91</td>
<td>0.89 (0.82 to 0.96)</td>
</tr>
<tr>
<td></td>
<td>58.571 (2.068)</td>
<td>58.72 (1.861)</td>
<td>-0.149 (-1.539 to 1.241)</td>
<td>2.41%</td>
<td>0.94</td>
<td>0.92 (0.87 to 0.97)</td>
</tr>
<tr>
<td></td>
<td>58.657 (1.489)</td>
<td>58.824 (1.581)</td>
<td>-0.166 (-1.055 to 0.723)</td>
<td>1.54%</td>
<td>0.95</td>
<td>0.94 (0.90 to 0.98)</td>
</tr>
<tr>
<td>Swing Phase (%)</td>
<td>41.255 (1.908)</td>
<td>41.161 (1.806)</td>
<td>0.093 (-1.628 to 1.815)</td>
<td>4.26%</td>
<td>0.88</td>
<td>0.86 (0.78 to 0.94)</td>
</tr>
<tr>
<td></td>
<td>41.428 (2.068)</td>
<td>41.286 (1.848)</td>
<td>0.142 (-1.562 to 1.847)</td>
<td>4.20%</td>
<td>0.90</td>
<td>0.87 (0.80 to 0.94)</td>
</tr>
<tr>
<td></td>
<td>41.342 (1.489)</td>
<td>41.197 (1.556)</td>
<td>0.144 (-1.020 to 1.310)</td>
<td>2.88%</td>
<td>0.92</td>
<td>0.90 (0.84 to 0.96)</td>
</tr>
</tbody>
</table>
Figure 4- Bland Altman plot with 95% LoA (red lines) and mean difference (blue line) for the overall gait speed, the overall stride length, and the overall stance phase percentage.

4. Discussion

The objective of this research was to introduce and validate a novel kinematic-geometric model based on the ankles’ depth trajectory for spatio-temporal gait analysis using a single RGB-D camera. The proposed model yields good to excellent absolute statistical agreement (0.86≤Rc≤0.99) in spatio-temporal parameters compared to the OptoGait system. In terms of the percentage error (PE%) of the
overall parameters, the PEs% of 2.33%, 2.5%, 2.38%, 2.81%, and 2.23% was achieved in this study for step time, step length, stride time, stride length, and gait speed respectively. This is while, previous studies reported PEs% up to 19%, 5%, 16%, 3%, and 8% in the overall value of the above-mentioned parameters with weaker agreements than the results of this study (Clark et al., 2013, Clark et al., 2015; Mentiplay et al., 2015; Vilas-Boas et al., 2019). The main reasons for achieving higher accuracy using the proposed model are such that, firstly, it denoises and smooths the data by fitting the model on them; Secondly, it takes into account both ankles’ depth position to detect gait events which reduces the probability of events misidentification. It should be noted that the obtained final accuracy is the product of several steps, each of which may influence the results. The first factor is the camera and its depth-sensing technology (Tölgyessy et al., 2021; Vilas-Boas et al., 2019; Yeung et al., 2021). The second factor is the accuracy of the human pose estimation algorithm (Clark et al., 2019; Zago et al., 2020). The third factor is the color of clothes and shoes, which can trap the skeleton tracking algorithm. However, to make the results more realistic, the subjects were not asked to wear special shoes or clothes in this study. The existence of noise in joints’ 3D position, as well as the final accuracy in identifying anatomical landmarks, could be related to the above-mentioned factors (Albert et al., 2020). The fourth factor is the FPS rate of the camera, which usually fluctuates. Low FPS may result in an inaccurate final pattern and manifests itself more in fast motions where the number of depth samples that fall in each section and the proposed model should be applied on, is low.

This study had some limitations. First, the presented approach is only validated on healthy individuals. Second, due to the limitations of the camera, only 6 meters of walking distance is considered for validation. Third, due to the systematic bias of the OptoGait in calculating single and double support phase percentages (Lee et al., 2014; Lienhard et al., 2013; Mo Lee et al., 2014; Rudisch et al., 2021), these parameters have not been assessed in this research. However, as shown in Fig.3, they can be also extracted from the proposed model.
Conclusion

The first benefit of the proposed kinematic-geometric model is that it only uses the ankles’ depth data to extract gait events, without requiring other joints’ trajectories. Second, other types of RGB-D cameras or pose estimation algorithms can also be utilized. Third, it can be applied not only to the ankles’ depth data acquired from the front view, but also to data acquired from the back view of the subject (e.g., the output of two synchronized cameras, in the front and in the back). Fourth, utilization of the cubic Bézier curve enables obtaining different patterns based on the control points’ locations, opening the door to the applicability to various pathologies. In summary, the proposed model facilitates the development of markerless, and portable systems for accurate gait analysis with a single RGB-D camera.
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