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# Comparison of User Presence Information from Mobile Phone and Sensor Data 

SOLOHAJA RABENJAMINA and RAZVAN STANICA, Univ Lyon, Inria, INSA Lyon, CITI, France OANA IOVA and HERVÉ RIVANO, Univ Lyon, Inria, INSA Lyon, CITI, France

Data collected from mobile phones or from motion detection sensors are regularly used as a proxy for user presence in networking studies. However, little attention was paid to the actual accuracy of these data sources, which present certain biases, in capturing actual human presence in a given geographical area. In this work, we conduct the first comparison between mobile phone data collected by an operator and human presence data collected by motion detection sensors in the same geographical area. Through a detailed spatio-temporal analysis, we show that a significant correlation exists between the two datasets, which can be seen as a cross validation of the two data sources. However, we also detect some significant differences at certain times and places, raising questions regarding the data used in certain studies in the literature. For example, we notice that the most important daily mobility peaks detected in mobile phone data are not actually detected by on ground sensors, or that the end of the work-day activities in the considered area is not synchronised between the two data sources. Our results allow to distinguish the metrics and the scenarios where user presence information is confirmed by both mobile phone and sensor data.

CCS Concepts: • Networks $\rightarrow$ Network mobility; Network measurement.

Additional Key Words and Phrases: mobility models; user presence; mobile phone data; motion detection sensors

## 1 INTRODUCTION

Accurate mobility models, providing realistic user presence information at a given space and time, are essential in networking research [1, 2]. These models are generally based on some kind of real data, used to extract important mobility properties. Two main data sources have been used in the literature recently to retrieve user presence and mobility information: mobile phone data collected by cellular operators [3] and presence detection sensor data [4]. The first can cover an important number of users (i.e. millions) over large geographical areas (i.e. country wide), while the second is generally focused on the study of a specific environment (i.e. a neighborhood or a building). However, as discussed below, both these data sources present some inherent biases, which are yet to be studied and understood. This raises questions regarding the quality of the mobility models produced using these methodologies.

Mobile phone data collected by network operators for management and billing purposes covers a large part of the population of a country, providing much broader insights than classical surveys [5]. As a result, this type of data has been used in a variety of projects, from urban planning [6] to migration pattern analysis [7] and from the study of major events [8] to the one of epidemics propagation [9]. All these studies make the inherent assumption that mobile phone data represents a natural proxy for human presence and mobility in the studied area. However, there are two important factors with an impact on the accuracy of mobile phone data. First of all, the network operators can only collect mobile phone data when the user is active on the network, i.e. the mobile phone is exchanging data with the network. Of course, the probability of using a mobile phone is not uniformly distributed in space and time, as it can be easily seen in the operator data, which classically shows a much more important network presence during day time compared to night time [10]. Second, individual user data presents serious privacy issues [11], which means that spatio-temporal aggregated datasets are generally used [12]. However, this aggregation also implies some assumptions, once again related to the fact that the user sampling is not uniform, e.g. some user movements might be observed by the network with a certain delay, or the presence of some users might not be accounted for during certain time intervals.

On the other hand, presence detection sensors are widely available on the market and they can be usually installed. They are based on different technologies, such as infrared, ultrasonic, magnetic, image processing, or ultra-wide band [13]. Different biases are also encountered in this case. First of all, presence detection senors have a limited sensing range, which means some users might not be observed, despite being present in the area of study. Second, most presence detection sensors can not distinguish between two different persons, which leads to errors when such sensors are used to count the number of users present in an area, as some of them might be counted twice. Finally, if they are not well calibrated, presence detection sensors can also detect non-human presence of some wild or domestic animals.

In this work, we deploy human motion detection sensors in an area where we also have access to aggregated mobile phone data. We conduct a spatial analysis, where we deploy the sensors in nine different locations for a few weeks within the studied area, and a temporal analysis, where we collect 6 months of data in two specific locations. By comparing the sensor data with mobile phone data, we show a significant correlation between the two time series. Since the biases of the two data sources are different, we believe this correlation is a strong sign of the accuracy of the two datasets, which cross validate each other. However, we also observe that the correlation is less important at certain times and places. For example, the most significant daily peaks are very different in the two datasets, and the end of activities during the work-days seems particularly unsynchronised between the two data sources. In fact, important differences between sensor data and mobile data can be noticed during evening hours, as well as on Sundays. This indicates that user presence data produced from these data sources should be manipulated with precaution, as they can represent a relatively biased human mobility proxy in certain situations.

The remainder of this paper continues with Section 2 discussing related works. Section 3 details the two datasets analysed in this study, while Section 4 presents the metrics we used to compare them. Section 5 presents results related to a sensor deployment campaign covering nine different locations in the studied area for periods of a few weeks. These results are complemented by Section 6, where 6 months of data are collected in two specific locations and analysed. Finally, Section 7 concludes the paper.

## 2 RELATED WORK

The bias introduced by mobile phone data in the reconstruction of individual trajectories was characterised a decade ago by Ranjan et al. [14]. The authors showed that significant locations for the user (such as his home or work place) are correctly retrieved by using mobile phone data, but that the resulting trajectories present significant errors. This is a consequence of the spatio-temporal granularity of mobile phone data, where the user location is associated to the position of his serving base station and the location sampling is irregular and dictated by the phone activity. Caceres et al. [15] showed that mobile phone data misses short trips, but it still can be used to obtain accurate origin-destination matrices, while Qiu et al. [16] collected vehicular user data to prove that mobile phone data estimates the travel time of a car with an error of $5-15 \%$. A series of works have been conducted in order to solve this individual trajectory problem, by using complex interpolation techniques [17] or historical user data [18].

However, individual user mobile phone data is rare and strongly regulated by privacy protection policies [11]. For these reasons, most of the mobile phone data used in the literature takes the form of aggregated datasets, indicating simply the number of users present in an area, or the number of users moving between two areas in a given time interval. Among other use cases, this type of data was heavily used recently to analyze human mobility during the Covid-19 pandemics [9]. Aggregated mobile phone data are regularly used as a proxy for human presence and mobility, for example to guide the evolution of the road infrastructure in a city [6] or to evaluate the potential benefits of a
ride-sharing service [19]. The conclusions of these studies are deeply related to the assumption that mobile phone data gives an accurate picture of human presence and mobility.

Multiple independent studies tried to assess the accuracy of aggregated mobile phone data using census data as ground truth, showing significant matching between the night-time user distribution in mobile phone data (considered as a proxy for home locations) and national and local census data in different areas: Los Angeles and New York [20], Israel [21], Barcelona and Madrid [22], or Milan [23]. Regarding mobility information, Schneider et al. [24] show that mobility motifs extracted from mobile phone data correspond to those obtained by using population surveys. At a country level, mobile phone data was used to estimate the destination distribution of people who left the affected area in the months following the 2010 Haiti earthquake, showing a good matching with a large survey conducted by the United Nations [7]. However, some survey-based studies also noticed significant differences with mobile phone data. For example, Tizzoni et al. [25] identify an overestimation in commuting flows inferred from mobile phone data with respect to national census data in France, Spain and Portugal. In the same lines, Wesolowski et al. [26] discover that users who travel a lot also use their mobile phones more, introducing an overestimation in the average level of mobility of the population.

Compared with these previous works, we do not use census data over large areas (cities or countries), but focus instead on a neighborhood-size area, where we collect human presence sensor data. The study that is closest to ours is the one conducted by Ma et al. [27], who collect highway mobility data using a licence plate recognition system and find a strong correlation with mobile phone data. We also notice a strong correlation between sensor and mobile phone data, but also investigate more original metrics, which uncover a different picture.

## 3 DATASETS

Our objective is to assess the accuracy of aggregated mobile phone data and that of human presence detection sensor data by cross correlation. For this, we focus on one geographical area, for which we collect both mobile phone data and human presence detection data. We target a suburban area, with little residential buildings and mostly hosting industrial and commercial buildings. The choice of this area was guided by social acceptability constraints: the deployment of sensors to detect human presence was conducted by the city administration and the city population was informed through multiple channels. We note that we did not use any individual data for this study, and that the collection of aggregated data was conducted in cooperation with the local administration.

The area of study represents one mobile network cell of a nation-wide mobile operator. For this cell, we have access to aggregated mobile phone data for the period July 2020 - March 2021. This data gives, with a 30 minutes granularity, the number of users entering and exiting the area covered by the cell. The aggregated data is produced by the mobile operator following a methodology that is quite common in the datasets used in the literature [5]. Practically, a user is associated with the most recent serving base station he used. For a given 30 minutes interval, if a user connects to the serving base station covering the area of interest, after being previously associated with a different base station, a user entry in the area is counted. Reversely, if a user previously associated with the area of interest is now observed in a different cell, this counts as an exit from the area. In our study, we do not distinguish between entries and exits. As explained below, this is a consequence of the fact that our sensors do not measure the direction of travel. Therefore, we sum the number of entries in and exits from the area in one single measure: the number of users moving in the area of interest. The granularity of 30 minutes is clearly a limiting factor for the possible resolution of the study. However, most studies using mobile phone data (e.g. $[6,10]$ ) use a temporal granularity of 30 minutes or more, which seems to be sufficient to describe the user mobility.

For the second dataset, we also deployed motion detection sensors in the area of study. We used the sensors developed by Dahan et al. [28] for detecting urban mobility, which were tested and validated in real deployments. The motion detection component of these sensors uses a technology based on passive infrared receiver (PIR) and can detect movements over a distance of up to 7 meters, with a detection angle of 110 degrees. Its output is a binary response when a thermal motion is detected, and it can detect both passing-by pedestrians, as well as vehicles. The sensors were deployed solely on lamp posts situated outdoor. Of course, we note an obvious bias through the fact that a detected vehicle might transport several persons. These sensors were deployed during two different periods: from July 2020 to September 2020 and from January 2021 to March 2021. In the first period, the sensors were deployed for relatively short time intervals (from a few days to a few weeks) in nine different locations in the area of interest, as shown in Fig. 1. During the second period, the sensors were deployed at only two locations, denoted as SJ161 and SJ214 in Fig. 1 (these two locations were also continuously monitored during the first time period).


Fig. 1. The nine locations where sensors were deployed.

We note that the two periods for which we collected sensor data present two significant differences. The first one is obvious, in terms of season: the first collection period covers the summer holidays (with a high impact on this mostly industrial and commercial area), while the second collection period covers winter months. The second major difference is related to the Covid-19 sanitary measures: no particular measure was active during the first period, while a lockdown at 19 h was in place during the second collection period.

## 4 METRICS

In order to compare aggregated mobile phone data and human presence sensor data, we use a series of metrics, detailed in the following. We denote by $\mathcal{M}$ the mobile phone data time series, which can be divided in daily time series $\mathcal{M}_{d}$, which itself is formed of mobile data mobility measurements, $m_{i}$, recorded every 30 minutes. Similarly, for the sensor data, the time series at a given location $l$, denoted as $\mathcal{S}^{l}$, is divided in daily time series $\mathcal{S}_{d}^{l}$, formed of sensor data measurements aggregated over a 30 minutes interval, $s_{i}^{l}$.

### 4.1 Correlation

The most obvious metric to compare two time series is their correlation, already used in the vehicular-oriented study by Ma et al. [27], as discussed in Sec. 2. In this work, we use the Pearson correlation coefficient computed on a daily basis, which indicates the linear correlation between two daily time series. This coefficient, representing the ratio between the covariance of the two time series and the product of their standard deviations, is defined as follows:

$$
\begin{equation*}
\rho_{\left(\mathcal{M}_{d}, \mathcal{S}_{d}^{l}\right)}=\frac{\operatorname{cov}\left(\mathcal{M}_{d}, \mathcal{S}_{d}^{l}\right)}{\sigma_{\mathcal{M}_{d}} \cdot \sigma_{\mathcal{S}_{d}^{l}}}, \tag{1}
\end{equation*}
$$

A correlation coefficient close to 1 or -1 implies a strong relationship (positive or negative) between the two time series, whereas a $\rho_{\left(\mathcal{M}_{d}, \mathcal{S}_{d}^{l}\right)}$ close to 0 indicates that the two time series are unrelated and very different.

However, simply computing $\rho_{\left(\mathcal{M}_{d}, \mathcal{S}_{d}^{l}\right)}$ can not account for the fact that the two data sources might be slightly shifted in time. Indeed, a person entering or exiting the area might not be detected exactly at the same time by the mobile network and the motion detection sensors. For this reason, we also measure the Pearson correlation coefficient between the daily time series with a certain delay shift in one of the two time series. Practically, since our datasets have a 30 minutes granularity, when we introduce a delay of 30 minutes, we align $m_{i}$ and $s_{i-1}$, when the delay is 1 hour, we align $m_{i}$ and $s_{i-2}$, etc.

We denote the sensor collected time series at location $l$, shifted with a delay $\tau$, as $\mathcal{S}_{d}^{l}(\tau)$. In this case, the Pearson correlation coefficient with a delay $\tau$ is defined as:

$$
\begin{equation*}
\rho_{\left(\mathcal{M}_{d}, \mathcal{S}_{d}^{l}(\tau)\right)}^{\tau}=\frac{\operatorname{cov}\left(\mathcal{M}_{d}, \mathcal{S}_{d}^{l}(\tau)\right)}{\sigma_{\mathcal{M}_{d}} \cdot \sigma_{\mathcal{S}_{d}^{l}(\tau)}} . \tag{2}
\end{equation*}
$$

Please note that the Pearson correlation coefficient is agnostic of the actual amplitudes of the two time series, hence reducing the bias introduced in the sensor data by vehicles possibly carrying multiple mobile users.

| O0 Sensor 2one Sj148 |  | Sensor zone SJ157 |  | Sensor zone_ Sl144 |  | Sensor zone_S300 |  | Sensor zone SJ239 |  | Sensor zone SJ299 |  | Sensor zone S 5161 |  | Sensor zone_SJ214 |  | Sensor zone SJ213 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | + |  |  |  |  |  |  |  |  |  |  |  |  |
| $\bigcirc 0.75$ | 0.75 |  | 0.75 |  | 0.75 | - | 0.75 |  | 0.75 |  | 0.75 | - | 0.75 |  | 0.75 |  |
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| $\bigcirc 0.25$ | 0.25 |  | 0.25 |  | 0.25 |  | 0.25 |  | 0.25 |  | 0.25 |  | 0.25 |  | 0.25 |  |
| 0.00 | 0.00 |  | 0.00 |  | 0.00 |  | 0.00 |  | 0.00 |  | 0.00 |  | 0.00 |  | 0.00 |  |
| $\bigcirc$ | -0.25 |  | -0.25 |  | -0.25 |  | -0.25 |  | -0.25 |  | -0.25 |  | -0.25 |  | -0.25 |  |
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| $-1.00-90-60-300$ |  | 60.30 0 |  | -30 0 |  | 60.30 0 |  | 60-30 0306090 |  | 0-60-30 0306090 |  | 0-60-30 0306090 | -1.00 | 90-60-30 0306090 |  | 90-60-30 0306090 |
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Fig. 2. Distribution of the Pearson correlation coefficient depending on the delay shift between the two time series.


Fig. 3. Distribution of the daily delay shift between the time series giving the highest Pearson correlation coefficient.

### 4.2 Peak synchronisation

The detection of peaks in mobile phone data, and in mobility data in general, is a routine task. Peaks are often related to human activities, for example morning and evening mobility peaks are classically associated with commuting [25]. Similarly, detecting the location and the time of the most important mobility peaks in a given area is a common way to detect hotspots [29].

For this reason, we focus on peak synchronisation as a second metric in our study. First of all, we define a peak as a local maximum in a given time series, over a window of predefined size $w$. In other words, using the mobile phone data time series as an example:

$$
\begin{equation*}
P_{\mathcal{M}}=\left\{i \mid m_{i} \geq m_{i-k}, \forall k \in[-w, w]\right\} \tag{3}
\end{equation*}
$$

In a similar way, we can define $P_{\mathcal{S}^{l}}$ as the peaks found in the sensor data at location $l$. We can now compute different peak synchronisation metrics, as follows. For each peak $p_{m} \in P_{\mathcal{M}}$, we compute $\delta_{p_{m}}\left(P_{\mathcal{S}^{l}}\right)$ representing the time difference between $p_{m}$ and the closest peak in the sensor data time series $\mathcal{S}^{l}$. Practically, if the peaks in the two time series are perfectly synchronised, $\delta_{p_{m}}\left(P_{\mathcal{S}^{l}}\right)=0$. We note that the computation of this time difference between the peaks of two time series is not commutative, so we also compute $\delta_{p_{s}^{l}}\left(P_{\mathcal{M}}\right)$. Finally, we compute $\delta_{p_{m}}\left(P_{\mathcal{S}}\right)$, representing the time difference between $p_{m}$ and the closest peak in all the sensor data time series, covering all the nine sensor locations. We also extract the two highest daily peaks in the different time series, denoted as $H_{\mathcal{M}}$ and $H_{\mathcal{S}^{l}}$, and compute the time difference between them using an analogous procedure to the one described above.

### 4.3 Start and end of the day

The night-time and day-time behavior is very different in mobile phone data [10]. Detecting home locations and work locations as the predominant user locations during night-time and, respectively, day-time, is standard procedure when working with mobile phone data [20,21]. We therefore focus on detecting the start of the day (i.e. the beginning of human activities in the studied area) and the end of the day (i.e. the moment when most of the human activity in the area stops) in the two datasets.

To this end, we use the symmetric derivative, which is an approximation of the derivative on time series. Practically, we assume that the derivative of the time series is a good indicator for the start and the end of the day. More precisely, the start of the day is defined as the moment when the derivative has the highest value (we limit the studied interval for this purpose from 3 am to 12 pm ), while the end of the day is defined as the moment when the derivative has the lowest value (we limit the studied interval for this purpose from 4 pm to 3 am ).

This allows us to compute daily values for the start of the day in mobile phone data (denoted as $B_{\mathcal{M}}$ ) and in sensor data (denoted as $B_{\mathcal{S}^{l}}$ ). Similarly, we identify the end of the day $E_{\mathcal{M}}$ and $E_{\mathcal{S}^{l}}$. With this, we can compute $\delta_{B}$ and $\delta_{E}$, the time difference between the start of the day, and respectively the end of the day, in the two data sources.

## 5 SPATIAL ANALYSIS

In this section, we discuss results related to the 3 months deployment in the summer 2020, using nine different sensor locations in the area of study, as shown in Fig. 1. To this end, we compare mobile phone data and sensor collected data by using the metrics described in Section 4.

### 5.1 Correlation coefficient

Fig. 2 shows, for each of the nine sensor locations, the distribution of their daily correlation coefficient with mobile phone data, depending on the delay shift between the two time series. We test several values for this delay, from -90 minutes to +90 minutes, with a step of 30 minutes.

We can see from the boxplots that, in general, at every location there is at least one delay shift where the median correlation coefficient is superior to 0.8 , a sign of significant correlation between the two data sources. The only exception comes from location SJ239, which shows a much lower Pearson correlation coefficient compared to the other locations. As it can be seen in Fig. 1, in this case the sensor is deployed in the parking place of a commercial area. Our intuition in this case is that the parking place has slightly different dynamics than the rest of the area of study, as people can enter and exit the area without necessarily visiting the parking place.

We also notice that the highest median correlation coefficient is usually obtained for a delay of -30 or 0 minutes, with specific patterns in SJ239 and SJ214. These fluctuations indicate that, depending on the location, a certain shift exists between the two data series. To better study this phenomenon, Fig. 3 shows the histogram of the delay shift producing the highest daily correlation in each of the nine sensor locations.

The first observation in Fig. 3 is that the delay giving the best correlation shows important daily variations. For example, in location SJ148, the delay between the two time series varies from -30 to +90 minutes. Only one location, SJ300, has a delay value ( -30 minutes) achieving the highest correlation for more than $50 \%$ of the days. The only location where the mobile phone data and the sensor data seem strongly synchronised (i.e. a 0 delay) is SJ299, situated in the south of the area of study. Finally, the specific pattern of the parking place location SJ239 is again visible, with a +90 minutes delay usually giving the best results, but also with days where a totally opposite behavior (-60 minutes delay) is observed.

Overall, our results confirm that the aggregated mobile phone data is strongly correlated with the human mobility measured by the sensors. Yet, a delay often occurs between the two time series. This can be explained by the preprocessing done on the mobile operator side in order to produce the aggregated dataset. Indeed, the mobility of a user can be observed with a certain delay on the mobile network, since the user is not necessarily active on the mobile network when moving. Finally, some specific properties can be observed at different sensor locations, demonstrating the existence of a spatial diversity. However, it is striking to note the very high correlation between the two time series at practically all the locations, despite this spatial heterogeneity. We consider that this significant correlation allows for a cross correlation of the two data sources, showing that they accurately represent the user presence in the studied area.

### 5.2 Peaks synchronisation

We proceed by comparing the peaks in the mobile phone data and in the sensor data, using the metrics described in Section 4. Fig. 4 shows the distribution of $\delta_{p_{m}}\left(P_{\mathcal{S}}\right)$. Practically, for every peak detected in the mobile phone data, we find the closest peak in the sensor data, in any of the nine locations. We can notice once again a strong correlation, with a probability of more than $95 \%$ to find a peak in at least one sensor location within less than 1 h with respect to mobile phone data. The delay observed in terms of correlation is also visible here, with most of the peaks being shifted by 30 minutes between the two data sources.

A similar trend can be observed when we analyse the different locations individually, as shown by the distribution of $\delta_{p_{m}}\left(P_{\mathcal{S}^{l}}\right)$ in Fig. 5. In this case, we also run a clustering algorithm on the results of the nine locations in order to automatically detect locations with similar trends. From a practical point of view, the results at each location are seen


Fig. 4. Distribution of $\delta_{p_{m}}\left(P_{\mathcal{S}}\right)$.
as a vector of six elements and a hierarchical clustering algorithm is used to group the similar vectors together. The obtained classes are labeled as A-E in Fig. 5.


Fig. 5. Distribution and clustering of $\delta_{p_{m}}\left(P_{\mathcal{S}^{l}}\right)$.

For most of the locations, the probability to find a peak in less than 1 h with respect to the mobile phone data is higher than 0.8 . The only exception is SJ213, which shows a more reduced peak synchronisation level. For locations clustered in classes B to E, the most likely delay between the peaks is of 30 minutes. However, a different pattern can be noticed for locations in class A, where a delay of 1 h between the peaks is more probable. With respect to the clustering, the similarity in terms of peak synchronisation behavior does not seem to depend on geographical proximity. In fact, except for SJ148 and SJ161, clustered together in class C, the locations classified together are not relatively close geographically.


Fig. 6. Distribution and clustering of $\delta_{p_{s}^{l}}\left(P_{\mathcal{M}}\right)$.

The distribution of $\delta_{p_{s}^{l}}\left(P_{\mathcal{M}}\right)$, shown in Fig. 6, gives a different view. We recall that, in this case, we first detect the peaks in the sensor data and then find the closest match in the mobile phone data. The synchronisation between the
peaks is much weaker in this sense, with a probability of around 0.6 of finding a corresponding peak in less than 1 h . For the location SJ213, the delay between the peaks is higher than 2 h 30 (the limit we set in Fig. 6) in more than $30 \%$ of the cases. These results are a consequence of the sensor data being more dynamic and presenting more peaks than the mobile phone data. Practically, whenever a peak shows up in the aggregated mobile phone data, it is likely that it also appears in the sensor data. However, local peaks in the sensor data are less likely to appear in the more spatially aggregated mobile phone data.

Since the number of peaks is different in the two data sources, we focus our analysis on the two most important daily peaks in each dataset. We choose this value because, generally, there are two main daily peaks observed in mobile phone data [10]. As detailed in Section 4, for each day we extract $H_{\mathcal{M}}$, the two largest peaks in the mobile phone data. We also extract $H_{\mathcal{S}}$, the two largest peaks in the sensor data, considering all the locations. The time difference between the peaks in $H_{\mathcal{M}}$ and those in $H_{\mathcal{S}}$ is presented in Fig. 7, where we distinguish the results for the first peak and the second peak in $H_{\mathcal{M}}$.


Fig. 7. Time difference between the peaks in $H_{\mathcal{M}}$ and those in $H_{\mathcal{S}}$.

We notice that the time difference between the highest daily peaks in the two datasets is lower than 1 h only $60 \%$ of the time. Moreover, almost $20 \%$ of the time, this time difference is higher than 2 h 30 . The results are even more surprising when looking at the nine locations individually, in Fig. 8. With the exception of SJ213, where the peaks are very often in a 30 minutes range, all the other locations show a rather poor synchronisation with mobile phone data in terms of the most important peaks. The probability to have a time difference lower than 1 h for the most important peak is generally below 0.5 , while it is a little bit higher for the second most important daily peak. We also run the clustering algorithm on the nine locations based on these results, obtaining four classes (A-D) for the most important daily peak and three classes (1-3) for the second most important one.

These results indicate significant differences between the most important peaks in the mobile phone data and those detected by human presence sensors in the area of study. These peaks are rarely synchronised, as it can be seen by the reduced amount of blue color in Fig. 7 and in Fig. 8. Moreover, even when considering a 1h delay between the peaks in the two datasets, it is more likely not to find the peaks detected by the sensors in the mobile phone data. This raises doubts on the results of studies detecting significant peaks in mobile phone data, e.g. those focused on hotspots [29], since these peaks are not confirmed by our second data source.

### 5.3 Start and end of the day

We wrap up this spatial analysis by comparing the start of the day and end of the day in the two datasets, following the methodology described in Section 4. Fig. 9 shows the synchronisation of the start of the day between the mobile phone data and the sensor data. We can see a good synchronisation, as all the nine locations have at least $80 \%$ of their days


Fig. 8. Time difference between the peaks in $H_{\mathcal{S}^{l}}$ and those in $H_{\mathcal{M}}$.
with an 1 h synchronisation with the mobile data. Some locations show even a better synchronisation: SJ148, SJ299 and SJ213 have a 30 minutes synchronisation probability above $80 \%$.

On the other side, the synchronisation of the end of the day, presented in Fig. 10, is much more problematic. The end of day synchronisation within an 1 h interval has a probability of around $60 \%$ for most locations, with some locations, such as SJ299 or SJ157, reaching even lower results. Even considering the 2 h 30 limit used in our tests, the difference is more significant for around $15 \%$ of the days. As we will discuss later, this difference usually comes from a more significant evening activity detected by the sensors, which does not appear in the mobile phone data

These results confirm an excellent correlation between the two data sources in the morning hours, after accounting for the 30 minutes delay between the datasets that was observed by all our metrics. However, significant differences are noticed between mobile phone data and sensor data with respect to the end of the day, where the synchronisation


Fig. 9. Start of the day time difference between mobile data and sensors


Fig. 10. End of the day time difference between mobile data and sensors
between the two data series is weak. Studies such as those focusing on the evening commuting behavior [25] should be aware of these differences.

## 6 TEMPORAL ANALYSIS

In this section, we complement the summer 2020 results discussed in Section 5 with 3 months of data collected during winter 2021. For this period, we only collect data for two sensor locations: SJ161 and SJ214. With 6 months of data for these two locations, we conduct an in-depth temporal analysis.

### 6.1 Correlation coefficient

We represent the Pearson correlation coefficient per day of the week, for the two locations and the two time periods, in Fig. 11. The figure only presents results for Monday, Thursday and Sunday, all the other days (including Saturday) being very similar to the Monday results.

The results confirm the very strong correlation between the two time series, with a correlation coefficient superior to 0.9. There are, however, two exceptions to this. Thursdays during the summer period at location SJ214 shows a median correlation coefficient below 0.75 , a phenomenon no longer observed during the winter period. The second exception is represented by Sundays, when the correlation is much lower compared to the other days, especially during the summer period. We also observe the delay shift of 30 minutes between the two series, already noticed in Section 5 .


Fig. 11. Distribution of the Pearson correlation coefficient per day of the week.

### 6.2 Peaks synchronisation

Regarding the peaks, Fig. 12 and Fig. 13 show the distribution of $\delta_{p_{m}}\left(P_{\mathcal{S}^{l}}\right)$ per day of the week, for the two studied periods. We only show results for location SJ161, since the results for SJ214 are very similar. The main observation here is that the synchronisation of the peaks degrades during the winter period. For most of the days of the week (the only exception is the Tuesdays), the peak synchronisation probability with a 1 h window reduces by $10 \%$ or more. We can also notice that, during both periods, the peak synchronisation is weaker towards the end of the week, and especially on Sundays during winter.


Fig. 12. Distribution of $\delta_{p_{m}}\left(P_{\mathcal{S}^{l}}\right)$ for location SJ161 during summer.


Fig. 13. Distribution of $\delta_{p_{m}}\left(P_{\mathcal{S}^{l}}\right)$ for location SJ 161 during winter.

Focusing on the most important peaks, Fig. 14 shows the distribution of the most significant daily peak as a function of the hour of the day. We observe that data from the two locations is very consistent, and the peaks in the sensor data are much more uniformly spread over the entire day, while the mobile phone data generally presents peaks in the morning ( $8 \mathrm{~h} 30-9 \mathrm{~h}$ ) and the evening ( $17 \mathrm{~h} 30-18 \mathrm{~h}$ ). This underlines, once again, the poor correlation of the two data sources in detecting mobility peaks.


Fig. 14. Hourly distribution of the most important peaks in mobile phone data and in sensor data.

However, we notice an important exception, presented in Fig. 15. The distribution of the most significant peaks on Saturdays during the winter period is very similar in the two datasets, as shown in the figure for location SJ161.


Fig. 15. Most important daily peak at location SJ161 during the winter period.

### 6.3 Start and end of the day

As discussed in Sec. 5, the start of day generally presents a good synchronisation in the two datasets. However, as shown in Fig. 16, some days of the week have a lower synchronisation than others, e.g. Saturdays for SJ161 and Mondays for SJ214. It is difficult to distinguish a general trend here, but overall the results seem to improve during the winter period.

This improvement is obvious for the end of the day results, in Fig. 17, where the synchronisation is much more important during the winter, compared with the summer period. The explanation for this behavior is that, during the winter period, a local lockdown at 19 h was in place because of the Covid-19 pandemic. Therefore, the evening mobility observed in the sensor data during summer, which had a significant impact on the end of the day results, was no longer present during the winter time.

## 7 CONCLUSION

In this work, we assess the accuracy of user presence data used in recent mobility modelling solutions, by comparing aggregated mobile phone data with data collected by motion detection sensors. We define original metrics to compare


Fig. 16. Synchronisation of the start of the day depending on the weekday between sensor and mobile data .


Fig. 17. Synchronisation of the end of the day depending on the weekday between sensor and mobile data .
the two data sources and our results indicate that there is indeed a strong correlation between the two datasets, which validates the realism of the data. However, we also notice some important differences, which need to be accounted for in future studies based on mobile phone data: $i$ ) there is generally a delay in the range of 30 min between the two time series; ii) the most important peaks in the two time series are weakly synchronised, with mobile phone data apparently biased by the user activity on the mobile network; iii) the correlation between the two data sources is less important on evenings and on Sundays. Nevertheless, a future study on other areas is required in order to generalize the behaviors we have observed in this study.
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