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ABSTRACT

Unsupervised speech enhancement based on variational autoencoders has shown promising performance compared with the commonly used supervised methods. This approach involves the use of a pre-trained deep speech prior along with a parametric noise model, where the noise parameters are learned from the noisy speech signal with an expectation-maximization (EM)-based method. The E-step involves an intractable latent posterior distribution. Existing algorithms to solve this step are either based on computationally heavy Monte Carlo Markov Chain sampling methods and variational inference, or inefficient optimization-based methods. In this paper, we propose a new approach based on Langevin dynamics that generates multiple sequences of samples and comes with a total variation-based regularization to incorporate temporal correlations of latent vectors. Our experiments demonstrate that the developed framework makes an effective compromise between computational efficiency and enhancement quality, and outperforms existing methods.

Index Terms—Speech enhancement, generative model, variational autoencoder, Langevin dynamics.

1. INTRODUCTION

Speech enhancement based on deep generative models has attracted much attention recently [1-7]. In particular, unsupervised speech enhancement based on variational autoencoder (VAE) [8] consists of a pre-training phase during which a deep speech prior is learned using only clean speech data. At test time, the learned speech prior is used to infer a target clean speech from a given noisy audio recording, e.g., by computing the posterior mean. In this step, a parametric Gaussian noise model is considered whose parameters are learned from the observed noisy speech signal based on expectation-maximization (EM) [3-4].

This framework stays in contrast with the supervised methods based on deep learning, which train a deep neural architecture to directly map a given noisy speech signal to a clean version or a time-frequency mask [9], without explicitly modeling the statistical characteristics of speech signals. On the other hand, unsupervised methods extend the traditional speech enhancement approaches based on linear statistical models, e.g., non-negative matrix factorization (NMF), by incorporating the expressive representation learning frameworks provided by deep neural architectures [10]. As such, they are more interpretable, and could potentially achieve better generalization performance than supervised methods, because noise characteristics are modeled and learned only at test time [3-4].

A disadvantage of unsupervised methods is that they are inefficient at test time, because of the iterative EM process. The computational bottleneck comes from the expectation step, which involves an intractable posterior distribution over the latent vectors of the model. This is tackled by a Markov Chain Monte Carlo (MCMC) based sampling method in [4]. A variational EM (VEM) algorithm is proposed in [11] to approximate the posterior with a parametric Gaussian form. Nevertheless, these approaches are computationally expensive. An optimization-based method is also proposed in [11, 12] that approximates the intractable posterior using only its mode. This, however, leads to performance degradation as the involved posterior is usually multi-modal. An alternative approach is proposed in [13] which reuses the pre-trained model to approximate the intractable posterior, leading to a fast inference algorithm. However, its performance depends largely on the quality and generalization capability of the learned speech model.

In this paper, we develop a computationally efficient sampling framework based on Langevin dynamics [14] to approximate the intractable posterior in the EM phase. This consists of generating multiple sets of samples by using only the gradient information of the log posterior along with injecting stochastic noise to better explore high-density regions of the posterior. Moreover, to incorporate the temporal correlations between consecutive latent vectors, we propose a total variation (TV) based regularization that further improves the performance. The proposed framework makes an effective compromise between the MCMC and optimization-based methods in terms of output quality and computations during the EM phase. Our experiments on speech enhancement confirm that the proposed methodology demonstrates a promising performance and outperforms the previous approaches.

The rest of the paper is organized as follows. Section 2 reviews VAE-based speech prior learning and enhancement. The proposed speech enhancement framework is detailed in Section 3. Experimental results are presented in Section 4. Finally, Section 5 concludes the paper.
2. BACKGROUND

In this section, we first review the VAE-based speech generative modeling framework and then discuss different approaches to perform speech enhancement using the learned deep speech prior.

2.1. Speech prior learning

Speech signals are first transformed to the time-frequency domain by computing the short-time Fourier transform (STFT), yielding a sequence of time frames denoted \( s = \{s_1, \ldots, s_T\} \), where \( s_t = [s_{ft}]_{f=1}^F \in \mathbb{C}^F \). To model the generative process of these time frames, a latent vector, denoted \( z_t \in \mathbb{R}^L \), is attributed to each time frame \( s_t \), which encodes the generative information of \( s_t \) in a lower dimension, i.e., \( L \ll F \). The way \( s_t \) is generated from \( z_t \) is modeled by a parametric Gaussian form, i.e., \( p_\theta(s_t|z_t) \), where its mean and variance, as non-linear functions of \( z_t \), are provided by a so-called decoder network. For the prior of the latent codes, i.e., \( p(z_t) \), a standard Gaussian distribution is usually assumed. Therefore, the joint distribution of the observed and latent variables can be written as \( p_\theta(s_t, z_t) = p_\theta(s_t|z_t)p(z_t) \).

Having a training set of time frames \( s \), the next step is to learn the parameters of the generative model, i.e., \( \theta \), via EM. This amounts to solving the following problem (M-step):

\[
\theta^* = \arg\max_{\theta} \sum_{t=1}^T \mathbb{E}_{p_\theta(z_t|s_t)} \{ \log p_\theta(s_t, z_t) \} \tag{1}
\]

which requires computation of the intractable posterior distributions \( p_\theta(z_t|s_t) \) (E-step). The solution proposed in VAE is to approximate this distribution with a parametric Gaussian form, where, similarly to the decoder, the mean and variance are functions of \( s_t \), parameterized with a deep neural network (DNN), called the encoder, with parameters denoted \( \psi \).

That is, \( q_\psi(z_t|s_t) \approx p_\theta(z_t|s_t) \). The encoder and decoder parameters are then jointly learned following a computationally efficient framework that involves optimizing a lower bound on the intractable data log-likelihood \( \log p_\theta(s) \) [6].

2.2. Speech enhancement

Let us denote the STFT representation of a given noisy speech signal as \( x = \{x_1, \ldots, x_T\} \), where \( x_t = s_t + b_t \), with \( b_t \) corresponding to noise. To complete the observation model, in addition to the pre-trained speech prior, i.e., \( p_\theta(s_t, z_t) \), we need to specify a noise model. A common choice is to consider a circularly symmetric Gaussian form \( p_\phi(b_t) \sim \mathcal{N}(0, \text{diag}(\{WH_t\})) \) whose variance is parameterized with an NMF model [3]. The two non-negative low-rank matrices, \( W, H \), constitute the noise parameters \( \phi \). To learn \( \phi \) from \( x \), one would need to solve a similar problem as [1], that is

\[
\phi^* = \arg\max_{\phi} \sum_{t=1}^T \mathbb{E}_{p_\phi(z_t|x_t)} \{ \log p_\phi(x_t, z_t) \} \tag{2}
\]

where \( p_\phi(x_t, z_t) = p_\phi(x_t|z_t)p(z_t) \), and the likelihood \( p_\phi(x_t|z_t) \) can easily be computed noting the independence of \( s_t \) and \( b_t \) [4]. Once learned, the speech signal is estimated as the posterior mean \( \hat{s} = \mathbb{E}_{p_\phi^*(x|s)} \{ s \} \) [4]. Here, too, the posterior \( p_\phi(z_t|x_t) \) in [2] is intractable to compute. However, noting the similarity between [2] and [1], an immediate solution would be to follow the VAE framework and learn an approximate distribution. One could also fine-tune \( q_\psi(z_t|s_t) \) on \( x_t \), as with the variational EM (VEM) approach proposed in [11]. Nevertheless, the VEM method is not computationally efficient, especially when the encoder is very complex.

Another solution is to approximate the intractable expectation in [2] by sampling from \( p_\phi(z_t|x_t) \propto p_\phi(x_t|z_t)p(z_t) \) to form a Monte-Carlo (MC) average using the Metropolis-Hastings algorithm [15], resulting in the MC method proposed in [4]. The Metropolis-Hastings algorithm is an iterative MCMC-based method that enables sampling from distributions that are known up to a normalization factor, e.g., \( p_\phi(z_t|x_t) \). However, it could take many iterations to obtain a sequence of samples that resemble those from the true distribution. As such, the resulting MCMC approach might be computationally expensive. A lightweight alternative is to rely on a single sample to approximate the expectation [2] by finding the mode of \( p_\phi(z_t|x_t) \), e.g., using a gradient-based solver, leading to the point-estimate EM (PEEM) method [11]. Nevertheless, given that the posterior is most likely multi-modal, this approach might fail to achieve high-quality results.

3. PROPOSED FRAMEWORK

In this section, we present our proposed framework based on Langevin dynamics for approximating the expectation in [2] by efficiently sampling from the involved intractable distribution. To this end, we first present a direct application of Langevin dynamics, and then propose a more specialized version by taking into account the specific structure of our problem. The proposed framework combines the advantages of the MCEM and PEEM methods and outperforms them, as will be discussed in Section 4.

3.1. Langevin dynamics

With Langevin dynamics, we can generate a sequence of samples from the intractable posterior \( p_\phi(z_t|x_t) \) using only its score function defined as follows:

\[
f(z_t) = \nabla_{z_t} \log p_\phi(z_t|x_t) = \nabla_{z_t} g(z_t) \tag{3}
\]

where

\[
g(z_t) = \log p_\phi(x_t|z_t) + \log p(z_t). \tag{4}
\]
Given an initial state \( z_0 \), the next states (samples) are produced according to the following rule \((k \geq 0)\):
\[
    z^{(k)}_t = z^{(k-1)}_t + \eta f(z^{(k-1)}_t) + \sqrt{\eta} \zeta,
\]
where \( \zeta \sim \mathcal{N}(0, I) \), and \( \eta > 0 \) is a step size. When \( k \to \infty \) and \( \eta \to 0 \), one would have \( z^{(k)}_t \sim p_\phi(z_t | x_t) \) under some regularity conditions \([14]\). Injecting noise \( \zeta \) into the gradient update prevents the final sample to collapse into the modes and helps better explore high-density regions of the posterior.

3.2. Extended Langevin dynamics

In contrast to the original formulation of Langevin dynamics, we propose a more general approach where multiple sequences of samples are obtained in parallel, instead of a single sequence. Starting from \( z = \{z_1, \ldots, z_T\} \), we first draw \( m \) different states per each latent vector \( z_t \), denoted \( z_{1,t}, \ldots, z_{m,t} \), in a random walk manner by sampling from the following proposal distribution:
\[
    z_{i,t} | z_t \sim \mathcal{N}(z_t, \sigma^2 I), \quad \forall t, i
\]
where \( \sigma^2 > 0 \) is a given variance parameter. The above sampling can be equivalently written as \( z_{i,t} = z_t + \sigma \epsilon \), where \( \epsilon \sim \mathcal{N}(0, I) \). Compared with \([12]\), this additional level of stochasticity further helps cover high-density regions.

Furthermore, a direct application of Langevin dynamics would ignore time dependencies (correlations) between the sequences of latent codes \( \{z_1, \ldots, z_T\} \). To solve this issue, we propose to use a TV-based regularization by extending the original optimization function by adding
\[
    h_\lambda(z) = \sum_{i=1}^{T} g(z_i) + \lambda \sum_{t=2}^{T} \|z_t - z_{t-1}\|_1
\]
where \( \| \cdot \| \) computes the \( \ell_1 \) norm of a vector, i.e., the sum of absolute values, and \( \lambda \geq 0 \) is a trade-off parameter balancing the impact of the TV regularization. This effectively imposes a proximity constraint on the samples of consecutive latent vectors to incorporate their correlations. So, we define
\[
    f_\lambda(z) = \nabla_z h_\lambda(z),
\]
which replaces \( f(.) \) in \((5)\).

The overall Langevin dynamics (LD) and the EM algorithm to solve \((2)\) for speech enhancement (LDEM) are summarized in Alg. 1 and Alg. 2, respectively. Updating \( \phi \) in line 9 of Alg. 2 is done using multiplicative update rules \([4]\). The original LD method \([13]\) usually requires many iterations to converge, after which, the initial states corresponding to the so-called burn-in period are discarded. The remaining states could then be used to approximate desired intractable expectations as a weighted Monte-Carlo average. Nevertheless, for our problem, there is no need to run the LD method for a large number of iterations, thanks to the fact that here, the LD iterations are performed inside another iterative process, i.e., LDEM. Therefore, it benefits from warm-starting.

### 4. EXPERIMENTS

**Baselines.** In this section, we evaluate the performance of the proposed LDEM framework for speech enhancement, and compare it with the PEEM and MCEM methods \([11]\). We used the publicly available PyTorch implementations of the two latter methods \([1]\) and implemented LDEM based on that. We also tested the VEM method of \([11]\) using its available implementation, but, unfortunately, it did not work. The poor performance of VEM was already observed in \([11]\). Furthermore, there is no public code for the method of \([13]\), and our own implementation did not work. Therefore, we excluded these two methods from the baselines.

**Evaluation metrics.** The speech enhancement performance is measured based on the standard metrics, including the short-term objective intelligibility (STOI) measure \([16]\), ranging in \([0, 1]\), the perceptual evaluation of speech quality (PESQ) score \([17]\), ranging in \([-0.5, 4.5]\), and the scale-invariant signal-to-distortion ratio (SI-SDR) \([18]\) in dB. Moreover, as a rough measure of the computational complexity of different methods, we report the average runtime in seconds. Our experiments were performed on an Intel Xeon Gold 6130 CPU.

**VAE architecture.** The architecture of the VAE considered in our experiments follows the one proposed in \([4]\), which consists of an encoder and decoder each having a 128-node...
Table 1: Average values of the SI-SDR, PESQ, and STOI metrics for the input (unprocessed) and enhanced speech signals.

<table>
<thead>
<tr>
<th>Metric</th>
<th>SI-SDR (dB)</th>
<th>PESQ</th>
<th>STOI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noise SNR (dB)</td>
<td>-10</td>
<td>-5</td>
<td>0</td>
</tr>
<tr>
<td>Input (unprocessed)</td>
<td>-18.08</td>
<td>-12.80</td>
<td>-7.72</td>
</tr>
<tr>
<td>PEEM [11]</td>
<td>-9.66</td>
<td>-4.35</td>
<td>0.57</td>
</tr>
<tr>
<td>MCEM [4]</td>
<td>-7.67</td>
<td>-1.48</td>
<td>3.34</td>
</tr>
<tr>
<td>LDEM (λ = 0, m = 1)</td>
<td>-7.20</td>
<td>-1.03</td>
<td>3.76</td>
</tr>
<tr>
<td>LDEM (λ = 0.5, m = 1)</td>
<td>-7.17</td>
<td>-1.08</td>
<td>3.70</td>
</tr>
<tr>
<td>LDEM (λ = 5, m = 1)</td>
<td>-7.28</td>
<td>-1.41</td>
<td>3.42</td>
</tr>
<tr>
<td>LDEM (λ = 5, m = 5)</td>
<td>-7.10</td>
<td>-1.26</td>
<td>3.60</td>
</tr>
</tbody>
</table>

Table 2: Average runtimes (in seconds) of different speech enhancement methods per test sample (~ 5-second long).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>runtime</td>
<td>5</td>
<td>32</td>
<td>5.4</td>
<td>18</td>
</tr>
</tbody>
</table>

Datasets. To train the VAE model, we used the speech data in the TCD-TIMIT corpus [19], which contains speech utterances from 56 English speakers (39 for training, 8 for validation, and 9 for testing) with an Irish accent. There are 98 different audio files per speaker, each with an approximate length of 5 seconds, and sampled at 16 kHz. This results in about 8 hours of data. The STFT of the speech data is computed with a 1024 samples-long (64 ms) sine window, 75% overlap, and without zero-padding, yielding STFT frames of length $F = 513$.

To evaluate the speech enhancement performance, we used some pre-computed noisy versions of the TCD-TIMIT data presented in [20]. This includes six different noise types, namely Living Room (LR), White, Cafe, Car, Babble, and Street, with five noise levels: $-10$ dB, $-5$ dB, 0 dB, 5 dB, and 10 dB. For each noise type and noise level, we randomly selected 5 audio files from each test speaker, which resulted in a total of 1350 test files.

Parameters setting. The VAE model was trained with a batch size of 128 using the Adam optimizer [21], with a learning rate of 0.0001. We used early stopping on the validation set with patience of 20 epochs (i.e., training stops if the validation loss does not improve after 20 epochs). The number of EM iterations is set to $J = 100$ for all the methods. The MCEM algorithm was run using the default setting considered in [11]. The number of iterations in the E-step has been set to $K = 10$ for both PEEM and LDEM. The Adam optimizer has been used for PEEM, as in [11], with a learning rate of 0.005. For LDEM, we set $\eta = 0.005$ and $\sigma^2 = 0.01$. We have tried different values for the regularization parameter, $\lambda$, and the number of samples, $m$.

Results. The speech enhancement results per noise level are reported in Table 1. The average runtimes of different methods per each test sample (~ 5-second long) are reported in Table 2. We can draw several conclusions by inspecting the results. First, it can clearly be seen that LDEM, even without TV regularization and with $m = 1$, significantly outperforms PEEM in all the metrics, e.g., 2.7 dB average performance gain in SI-SDR, with approximately the same runtime. Moreover, LDEM achieves approximately the same PESQ scores as MCEM, but outperforms it in terms of SI-SDR, while having a much lower runtime. However, the STOI scores of LDEM are lower than those of MCEM.

As we increase $\lambda$ (TV regularization parameter), we see a clear improvement, such that for $\lambda = 5$, LDEM outperforms MCEM in terms of PESQ, while showing similar performance in terms of SI-SDR and STOI. Again, LDEM achieves this with a much lower runtime. Furthermore, increasing the number of samples, $m$, causes a performance boost, such that, with a lower runtime, LDEM demonstrates better enhancement metrics than MCEM.

5. CONCLUSIONS

In this paper, we addressed the EM step of speech enhancement based on VAEs, which involves approximating an intractable latent posterior distribution. While existing approximating methods suffer either from high computational complexity or low-quality output results, we developed an efficient sampling-based method that effectively compromises the complexity and quality. More precisely, the proposed framework builds on Langevin dynamics and extends it to have multiple sets of samples as well as a total variation regularization to take into account the temporal correlations of latent vectors. Our experimental results showed that the proposed method outperforms the previous sampling-based approaches.
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