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Abstract—State-of-the-art 2D image compression schemes rely on the power of convolutional neural networks (CNNs). Although CNNs offer promising perspectives for 2D image compression, extending such models to omnidirectional images is not straightforward. First, omnidirectional images have specific spatial and statistical properties that cannot be fully captured by current CNN models. Second, basic mathematical operations composing a CNN architecture, e.g., translation and sampling, are not well-defined on the sphere. In this paper, we study the learning of representation models for omnidirectional images and propose to use the properties of HEALPix uniform sampling of the sphere to redefine the mathematical tools used in deep learning models for omnidirectional images. In particular, we: i) propose the definition of a new convolution operation on the sphere that keeps the high expressiveness and the low complexity of a classical 2D convolution; ii) adapt standard CNN techniques such as stride, iterative aggregation, and pixel shuffling to the spherical domain; and then iii) apply our new framework to the task of omnidirectional image compression. Our experiments show that our proposed on-the-sphere solution leads to a better compression gain that can save 13.7% of the bit rate compared to similar learned models applied to equirectangular images. Also, compared to learning models based on graph convolutional networks, our solution supports more expressive filters that can preserve high frequencies and provide a better perceptual quality of the compressed images. Such results demonstrate the efficiency of the proposed framework, which opens new research venues for other omnidirectional vision tasks to be effectively implemented on the sphere manifold.

Index Terms—360-degree images, spherical convolution, end-to-end compression, anisotropic filter

I. INTRODUCTION

360-degree, or omnidirectional, visual contents are high-resolution spherical images/videos that capture a 3D scene with a full field of view. By allowing users to adjust their viewing orientation freely, omnidirectional contents support an immersive and interactive experience. Due to their unique features, omnidirectional images have become increasingly popular in different applications such as Virtual Reality (VR) [1], augmented reality (AR), and autonomous driving [3], which at the same time outlines the crucial need for effective processing tools. Many recent imaging techniques are based on Convolutional Neural Networks (CNNs), which have achieved great success for planar images in various computer vision and image processing applications such as image classification or compression. However, their extension to omnidirectional images raises several issues.

A spherical image is a function defined over a sphere and the development of CNN processing tools over this 2D manifold is not straightforward. More precisely, the difficulty consists in constructing a convolution and its resulting CNN that satisfy the three following key properties: (i) rotation equivariance (meaning that filtering and rotation commute), (ii) expressive filter (the filter can have any size and any impulse response), and (iii) computational efficiency (complexity grows linearly with the number of pixels \( N_{\text{pix}} \), and computation is local). Indeed, existing solutions maintain two out of these three characteristics. For instance, in a first set of methods, the sphere is mapped on one or multiple planes, and 2D-processing is applied on the plane(s) (equirectangular (ERP) [4], the cube map [5, 6], and the rhombic dodecahedron [7] projections). In these approaches, the convolution is not equivariant to rotation as the projection induces distortion, that depends on
the position on the sphere. A second approach consists in performing CNN on a graph [8]. Here, the filters are restricted since only one coefficient per neighborhood can be learned, and not one per neighbor. In the last category of methods (multiple graph [9], and spherical harmonics based methods [10]–[13]), the two first properties are maintained but the complexity is at least \( N^{3/2} \), see also Table I.

In this paper, by effectively integrating the geometry of the problem, we propose a novel learning approach for spherical images, called OSLO, that satisfies all above mentioned properties. First, to achieve rotation equivariance (i), we perform consistent filtering. This means that, by translating the filter over the sphere surface, the filter (a) keeps the same orientation towards the north pole, (b) processes pixels with the same interpixel correlation, and (c) processes the same area of the sphere. These properties, illustrated in Fig. 1, result from the exploitation of a sampling that is both uniform and oriented with respect to the north pole. It also takes advantage of the fact that omnidirectional images are usually level or registered [14], [15]. Second, the image being registered, and the sampling being oriented, one coefficient per neighbor can be learned. Moreover, we propose an iterative construction of this convolution with a dedicated aggregation such that the kernel can be learned for every pixel neighborhood size. This leads to a filter with high expressiveness (ii). Finally, since filtering consists in translating the filter over the sphere, complexity grows linearly with the number of pixels, and computation is local (iii). We also extend some of the important operators from classical 2D CNN to the sphere, such as stride, pooling, pixel shuffling, so that each elementary module of a 2D CNN can be defined on the sphere.

We finally illustrate the benefits of the proposed spherical framework, by extending two well-known, learning-based, 2D image compression architectures [16], [17] onto the sphere. More precisely, we transform these two complete architectures directly on the sphere using all the elementary modules proposed in our OSLO solution. We then compare the compression performance of such architectures with the initial architectures from [16], [17], when applied to ERP images. The results show that our approach leads to significant compression gain with -18.3% and -13.7% of bit rate saving for the two architectures considered. Moreover, in the reconstructed images, the high frequency details are preserved at high bitrates, showing the benefits of the filter expressiveness. All this demonstrates the efficiency of the proposed convolution and CNN modules, and their potential impact for the extension of any architecture (performing any processing task) on the sphere.

The rest of the paper is organized as follows. Section II explains in detail the challenges in designing a spherical CNN, and notably the difficulty to construct filters that satisfy all necessary properties for a CNN to be both efficient and tractable. We then present in Section III our proposed 'On the Sphere Learning for Omnidirectional' (OSLO) framework and describe an efficient implementation. In Section IV, we present an application of this new framework to omnidirectional image compression, and validate the benefit of our solution via extensive experiments.

II. REPRESENTATION LEARNING ON THE SPHERE

A. Problem settings

The unit 2-sphere \( S^2 \) is a 2D manifold defined as the set of 3D points in Euclidean space \( \mathbb{R}^3 \) with a norm of 1. A spherical image \( f \) is a continuous function \( f : S^2 \rightarrow \mathbb{R}^3 \) representing red, green, and blue color channels. For each point of the sphere \( x \in S^2 \), the image value \( f(x) \) corresponds to the color value of one light field’s sample converging to the center of the sphere \( O \) through \( x \). In other words, it depicts the color of one visible point of the 3D scene lying on the line \( (Ox) \). It is expected that \( f(x) \) is correlated with \( f(x') \) when \( ||x - x'||_2 \) is small because they are likely to belong to the same object in the scene. In practice, the spherical image is captured with a specific hardware that depends on the application. In general, it comes from the combination of several captures that can be done with perspective, fish eye, or catadioptric cameras [18]. Then, in most applications, these images are not rendered in their spherical shape. For example, in virtual reality applications, they are partly projected on a Head Mounted Display (HMD) that is controlled by a user. In such a context, it is preferred that the images are level or registered. In other words, the north pole of these images should point towards the upright direction such that buildings, humans, doors, etc. have a natural upright position. A non-level 360° image completely breaks the sense of realism for virtual reality users and leads to an unpleasant immersive experience and even severe user sickness [19]. In case the 360° images are not upright, they can be leveled using [14], [15]. Another consequence of the rendering modes is that the images should be of a very high resolution (up to 10K) so that the HMD visualization remains of a sufficiently good quality.

Like 2D images, spherical images are employed in various contexts for which efficient processing tools are required: compression, object recognition, classification, super-resolution, etc. Such tasks may benefit from the recent advances in machine learning, and therefore, there is nowadays a crucial need for defining proper representations for spherical data. However, due to their special domain of definition, huge size, and specific geometry distortion, spherical images are not straightforwardly processed by traditional CNNs. Specific spherical CNN architectures have to be constructed while respecting a certain number of requirements summarized in Table I.

First, the convolutional filters have to be rotation equivariant, i.e., filtering and rotation commute. This enables the filters involved in the CNN architecture to be applied consistently all over the sphere (see Fig. 1). Meaning that the learned filters should keep the same orientation with respect to the north pole and surface area on the sphere, while modeling the same inter-pixel correlation. Second, to guarantee a good

1The north pole of these images usually point towards the upright direction such that buildings, humans, doors, etc. have a natural upright position.
processing performance, the filters used at the different layers should be as expressive as those of the common 2D CNN architectures. Meaning that they should be able to perform convolution on a large neighborhood, and have anisotropic responses. Finally, the filters computation should be efficient. In other words, the computation of the convolution should be linear with the number of pixels (as in a standard 2D CNN), and a local computation should be feasible (not involving the whole image at each filter).

In the next section, we will discuss the challenges of achieving these goals for spherical data.

B. Challenges

On-the-sphere operations such as convolution and translation admit several definitions. Thus, filtering a spherical image by a kernel can be performed in several manners, each of them raising specific issues.

A first definition represents the sphere with SO(3), i.e., the group of rotations in \( \mathbb{R}^3 \), and computes a filtered output of a spherical image for every rotation in SO(3), i.e., moving the kernel on the sphere with 3 degrees of freedom. While exhaustive, this filter representation has the drawback of an increased dimension (from 2 to 3) during the filtering process.

Another definition restricts the displacement of the kernel to 2 degrees of freedom. In such a case, the spherical convolution is defined as the inner product between the image \( f \) and a localized kernel \( h \) translated at different positions \( x \in S^2 \):

\[
(f * h)(x) = \langle f, T_x h \rangle,
\]

where \( T_x \) is a translation operator. We can see that the filtering of a spherical image by a kernel remains a spherical image defined on \( S^2 \). However, there are an infinite number of ways of defining \( T_x \), depending, for example, on the direction of the polar axis. This ambiguity may be problematic in some applications, in particular when the spherical data does not have any a priori fixed orientation. However, this definition can be advantageous when dealing with registered (upright) omnidirectional images since it ensures that the kernel is always oriented similarly and consistently with the south/north axis at every position (as illustrated in Fig. [1]).

Even with only 2 degrees of freedom, the definition of the translation \( T_x \) is challenging. It can even become an open problem when dealing with discrete pixel positions. On top of the necessary interpolation artifacts, the pixelization of the sphere impacts the structure and properties of the discrete domain of definition. On the one hand, as 2D translations are well defined on a Cartesian grid, one can map the sphere onto one or multiple 2D planes. This unfortunately results in heterogeneous (and thus inconsistent) pixel distributions on the sphere, which have to be compensated at the filtering stage. This is not straightforward, and may lead to complex operations or necessary simplifications of the filters, penalizing at the same time their expressiveness. On the other hand, when the sphere is pseudo-uniformly sampled, the pixel's set becomes non-Cartesian, and therefore \( T_x \) is undefined. In a nutshell, we can see that the main challenge raised by spherical learning is to find the adequacy between the sphere sampling, the signal processing tools that it enables, and the compensation of their limitations.

C. Current Solutions

We now review in detail the solutions proposed in the literature to learn representations for omnidirectional images. Their properties in terms of processing accuracy and efficiency are summarized in Table I and discussed in detail in the following.

1) 2D learning: Mapping spherical images on 2D planar grid enables to directly apply the well-known 2D CNN tools on such a planar representation. For instance, authors in [20] use the popular equirectangular projection (ERP) that samples the sphere with fixed longitude and latitude steps. ERP sampling, however, results in highly heterogeneous pixel distribution on the sphere. As a consequence, they cannot guarantee that the kernel keeps the same surface nor describes a constant inter-pixel correlation over the sphere (see Table I). To circumvent this issue, the authors adapt the size of the kernel at different elevations by learning different variable-size kernels for each row of the ERP. However, this dramatically increases the model size and does not fully utilize CNN’s weight-sharing property.

Instead of ERP, the works in [21], [22] propose to use cube map projection (CMP). The image is mapped to the six faces of a cube, and each face is processed with conventional 2D CNN, considering the face as the image plane of a perspective camera. While the CMP pixel distribution on the sphere is more uniform than ERP’s one, the discontinuities at the borders of the cube faces require to be handled carefully that needs post-processing. Also, defining a kernel that keeps its orientation constant with respect to the north pole is impossible since either the north pole lies in the middle of the top face, or worst at one of the corners of the cube.

Other mappings have been investigated in [23]–[25]. By increasing the number of faces of a polyhedron on which the
sphere is projected, the pixel’s distribution on the sphere is closer to a uniform pixelization. However, the border discontinuity problem is increased, and the orientation of the filter with respect to the north is not always guaranteed. Despite their convenient link with existing 2D tools, mapping-based solutions inherently lead to too many drawbacks, (e.g., non-uniform sampling, discontinuities and local orientation loss) to be convincing.

2) Spectral learning: Similar to classical 2D convolution, one can define convolution on the sphere as a product in the Fourier domain. Such an idea is interesting since the spherical harmonics are a good Fourier basis to represent spherical signals. More precisely, as summarized in Table I, they enable defining consistent and expressive filtering all over the sphere. However, these methods are complex, and the simplifications proposed to reduce the computation time often imply a loss in expressiveness. For instance, Esteves et al. propose a spherical convolution with reasonable complexity $O(N_{pix} \log^2 N_{pix})$, but it only generates isotropic filters. Instead, Cohen et al. propose using spherical filters defined in SO(3). Such an approach enables the convolution parameters to take into account filter direction. Nevertheless, the complexity of this approach ($O(N_{pix}^2)$) rapidly becomes a limitation when handling high-resolution spherical images. Recently, new spectral spherical CNNs with spin-weighted functions have been proposed. The proposed convolution is not restricted to isotropic filters and remains 2D and defined on the sphere. However, the $O(N_{pix}^{3/2})$ complexity still limits its use to high-resolution images. Similarly, Roddy et al. have proposed a sifting convolution defined as the inner product between the image $f$ and a localized kernel $h$ translated at different positions in the spherical harmonics domain (with 2 degrees of freedom). This approach has strong similarities with dictionary-based ones. Indeed, atoms are defined locally and translated on the sphere to form a dictionary used for image representation. While such approaches match the consistency and expressiveness expectations summarized in Table I, their supra-linear complexity remains a major limitation for high-resolution spherical images. Moreover, local estimation of the filtering process is not possible since spherical harmonics have to be estimated on the whole sphere.

3) Graph-based representation learning: Recently, graph signal processing tools have demonstrated their efficiency when dealing with non-euclidean topology. By modeling the sphere as a graph and embedding the inter-pixel distance in the edge weights, a filter can be applied consistently all over the spherical data. A difficulty of this graph approach is to enable defining consistent and expressive filtering all over the sphere. However, these methods are complex, and the simplifications proposed to reduce the computation time often imply a loss in expressiveness. For instance, Esteves et al. propose a spherical convolution with reasonable complexity $O(N_{pix} \log^2 N_{pix})$, but it only generates isotropic filters. Instead, Cohen et al. propose using spherical filters defined in SO(3). Such an approach enables the convolution parameters to take into account filter direction. Nevertheless, the complexity of this approach ($O(N_{pix}^2)$) rapidly becomes a limitation when handling high-resolution spherical images. Recently, new spectral spherical CNNs with spin-weighted functions have been proposed. The proposed convolution is not restricted to isotropic filters and remains 2D and defined on the sphere. However, the $O(N_{pix}^{3/2})$ complexity still limits its use to high-resolution images. Similarly, Roddy et al. have proposed a sifting convolution defined as the inner product between the image $f$ and a localized kernel $h$ translated at different positions in the spherical harmonics domain (with 2 degrees of freedom). This approach has strong similarities with dictionary-based ones. Indeed, atoms are defined locally and translated on the sphere to form a dictionary used for image representation. While such approaches match the consistency and expressiveness expectations summarized in Table I, their supra-linear complexity remains a major limitation for high-resolution spherical images. Moreover, local estimation of the filtering process is not possible since spherical harmonics have to be estimated on the whole sphere.

3) Graph-based representation learning: Recently, graph signal processing tools have demonstrated their efficiency when dealing with non-euclidean topology. By modeling the sphere as a graph and embedding the inter-pixel distance in the edge weights, a filter can be applied consistently all over the spherical data. A difficulty of this graph approach is to enable defining consistent and expressive filtering all over the sphere. However, these methods are complex, and the simplifications proposed to reduce the computation time often imply a loss in expressiveness. For instance, Esteves et al. propose a spherical convolution with reasonable complexity $O(N_{pix} \log^2 N_{pix})$, but it only generates isotropic filters. Instead, Cohen et al. propose using spherical filters defined in SO(3). Such an approach enables the convolution parameters to take into account filter direction. Nevertheless, the complexity of this approach ($O(N_{pix}^2)$) rapidly becomes a limitation when handling high-resolution spherical images. Recently, new spectral spherical CNNs with spin-weighted functions have been proposed. The proposed convolution is not restricted to isotropic filters and remains 2D and defined on the sphere. However, the $O(N_{pix}^{3/2})$ complexity still limits its use to high-resolution images. Similarly, Roddy et al. have proposed a sifting convolution defined as the inner product between the image $f$ and a localized kernel $h$ translated at different positions in the spherical harmonics domain (with 2 degrees of freedom). This approach has strong similarities with dictionary-based ones. Indeed, atoms are defined locally and translated on the sphere to form a dictionary used for image representation. While such approaches match the consistency and expressiveness expectations summarized in Table I, their supra-linear complexity remains a major limitation for high-resolution spherical images. Moreover, local estimation of the filtering process is not possible since spherical harmonics have to be estimated on the whole sphere.

3) Graph-based representation learning: Recently, graph signal processing tools have demonstrated their efficiency when dealing with non-euclidean topology. By modeling the sphere as a graph and embedding the inter-pixel distance in the edge weights, a filter can be applied consistently all over the spherical data. A difficulty of this graph approach is to enable defining consistent and expressive filtering all over the sphere. However, these methods are complex, and the simplifications proposed to reduce the computation time often imply a loss in expressiveness. For instance, Esteves et al. propose a spherical convolution with reasonable complexity $O(N_{pix} \log^2 N_{pix})$, but it only generates isotropic filters. Instead, Cohen et al. propose using spherical filters defined in SO(3). Such an approach enables the convolution parameters to take into account filter direction. Nevertheless, the complexity of this approach ($O(N_{pix}^2)$) rapidly becomes a limitation when handling high-resolution spherical images. Recently, new spectral spherical CNNs with spin-weighted functions have been proposed. The proposed convolution is not restricted to isotropic filters and remains 2D and defined on the sphere. However, the $O(N_{pix}^{3/2})$ complexity still limits its use to high-resolution images. Similarly, Roddy et al. have proposed a sifting convolution defined as the inner product between the image $f$ and a localized kernel $h$ translated at different positions in the spherical harmonics domain (with 2 degrees of freedom). This approach has strong similarities with dictionary-based ones. Indeed, atoms are defined locally and translated on the sphere to form a dictionary used for image representation. While such approaches match the consistency and expressiveness expectations summarized in Table I, their supra-linear complexity remains a major limitation for high-resolution spherical images. Moreover, local estimation of the filtering process is not possible since spherical harmonics have to be estimated on the whole sphere.
for neural compression of omnidirectional images is presented in Section IV.

B. Sampling

To be able to have fast convolution and avoid using spectral domain, we propose implementing the spherical convolution in the pixel domain, which corresponds to translating a kernel as defined in [1]. One of the key elements in defining an effective representation learning solution is the choice of a proper sampling method that enables the design of expressive filters with a fast implementation. The filter output is computed with the same weights, irrespective of the position of the filter on the sphere. As a consequence, the complexity scales linearly with the number of pixels. In order to construct this computationally efficient convolution, the chosen sampling must fulfill some properties summarized in Fig. 2. First, to have an expressive filter, the sampling grid must ensure regularity of the neighborhood such that the same number of neighbors always surrounds each pixel, and those can be identified (based on their relative position with respect to the central point). Second, the sampling grid should ensure that the relative distance and orientation between a point and its neighbor is constant over the sphere; thus, the rigidity of the neighborhood and, therefore, the consistency of the filter shape is guaranteed.

Several sampling methods exist, most of them relying on their relative position with respect to the center pixel, we define a tangent plane in which the y axis is almost fixed all over the sphere. Each neighbor can be identified by its relative direction to the central pixel: SW, W, NW, N, NE, E, SE, and S. Therefore, HEALPix fulfills the regularity property that is essential to define an expressive filter.

To demonstrate the rigidity property of HEALPix, we calculate the relative distance and angle (d and \( \theta \) of Fig. 2) for each position on the sphere. More precisely, for a given central pixel, we define a tangent plane in which the y axis points towards the north pole. Then, each neighboring pixel is projected onto the tangent plane. The relative distance and angle to the central pixel are then computed. By doing that for every pixel position on the sphere, we are able to show the neighbor’s distribution. The distribution of neighboring points
for both HEALPix and ERP are shown in Fig. 3.

At first sight, it is clear that HEALPix pseudo-uniform sampling provides a rigid structure, allowing each neighbor to keep its relative distance and direction with respect to the center point, all over the sphere. When compared to ERP, for the majority of neighbors (6 out of 8 neighbors), HEALPix has much lower discrepancies. North and south neighbors present greater discrepancies than ERP. However, since the correlation in 360° images is mostly horizontal [32], the north and south neighbors have less impact than other pixels. Furthermore, the discrepancy in HEALPix does not affect the distance to the central node in comparison to the ERP. The relative standard deviation (ratio of standard deviation to the mean) of the distances between each neighbor and central pixel is given in Table II. This is important for the design of a convolution filter because the signal correlation depends on the distance of central pixels to their neighbors [8], [27]. In other words, the impact of kernel weights on neighboring pixels is affected by their distance to the central node, and the filter response is effective if this distance is uniform throughout the sphere.

Since HEALPix fulfills the regularity and rigidity properties, we propose to use that sampling method to develop computationally efficient operators on the sphere. In particular, we can now define a new linear complexity convolution operator, and show that it leads to expressive and consistent filters (properties (i) and (ii) in Table I).

### C. Spherical convolution

Since we can distinguish the orientation of neighbors relative to the center and the neighborhood structure is fixed all over the sphere, it is possible to assign different learning weights to different directions, as shown in Fig. 4a. Let $N_i(k)$ denote the index of $k$-th neighbor of vertex $i$ ($k=1\ldots8$ representing $\{\text{SW, W, NW, N, NE, E, SE, S}\}$), and let $L_{\text{in}}$ and $L_{\text{out}}$ be the number of input and output features in the convolution, respectively. For each output feature $l$, $1 \leq l \leq L_{\text{out}}$, we define the convolution operation as:

$$x_l' = \langle \Theta_k, x_i \rangle + \sum_{k=1}^{8} \langle \Theta_k, x_{N_i(k)} \rangle \cdot w_{N_i(k),i},$$

where $\Theta_k$ is the learnable weights of the CNN filters, $x_i$ represents the input signal/features at vertex $i$, and $\langle \cdot, \cdot \rangle$ denotes the inner product operator. Both $\Theta_k$ and $x_i$ are $L_{\text{in}}$-length vectors. To handle the 24 exceptions of HEALPix pixels that do not have 8 neighbors, we define:

$$w_{N_i(k),i} = \begin{cases} 0, & \text{if the neighbor } N_i(k) \text{ is missing} \\ 1, & \text{otherwise} \end{cases}$$

Interestingly, the proposed filter is anisotropic and consistent all over the sphere (properties (i.a) and (ii) in Table I). Note also that our proposed convolution can be interpreted as an update rule of a message-passing algorithm applied to graphs [33]. Such an interpretation is of great importance since it allows us to define convolution with larger filter sizes and therefore further gains in terms of filter expressiveness. The proposed convolution, however, is a generalization of the classical update rule in graph message-passing since the weighting applied to a message depends on the direction of the edge, as illustrated in Fig. 4c.

### D. Increasing the local support to $n$-hop neighborhood

Extending the support of the filters is of great importance in order to increase the filter expressiveness (i.e., property (i) in Table I). This requires generalizing the filtering operation to $n$-hop neighborhoods and, therefore, being able to identify the nodes in these larger neighborhoods. However, direct identification of the neighbors and their relative positions to the central pixel is a complex operation and requires a large amount of storage space that grows quadratically with $n$. More precisely, for $n$-hop neighbors we need to store the index of $(2n+1)^2 - 1$ neighbors per pixel and per layer with different resolutions. In this section, we propose a fast and efficient iterative convolution that permits to automatically compute the convolution for any $n$-hop neighborhood. Our solution relies on the aggregation of $n$ 1-hop neighborhood convolutions. This allows us to approximate the heavy convolution of a large neighborhood by iterative operation of lighter convolutions that only require access to direct neighbors. Although the expressiveness, in terms of the number of learned parameters, may be decreased with such a strategy, the resulting filter remains directional and quite complex, especially for small $n$. Moreover, in practice, this strategy has obtained promising results in the context of 2D CNN and graph-based CNN [34], [35].
Theoretically, a cascade of $n$ neighborhood aggregation makes use of a subtree structure of depth $n$ rooted at every pixel. Although deeper versions of neighborhood aggregation have access to more information, they may not provide better performance as the local information is diluted by too much averaging through successive neighborhood aggregation. Additionally, with deep neighborhood aggregation, vanishing gradient problem is encountered in the backpropagation of the training phase. For example, it has been observed that the best performance with graph convolutional networks is achieved with a cascade of two 1-hop convolutions [35]. To overcome this limitation, skip connections are utilized in computer vision and graph learning [35] where the output of each iteration is sent to a further layer. Finally, a pixel-wise aggregation mechanism combines the features of intermediate layers independently. Formally, let $z_i^{(l)}$, $l = 1 \cdots n$ denote the hidden feature of pixel $i$ at layer $l$ that is sent to the last layer as shown in Fig. 5. A skip strategy is applied to reach an overall filter support size of $n$. More precisely, each intermediate layer aggregates messages from the neighbors of the previous layer. In the last layer, an aggregation layer combines the features of each pixel from all the intermediate layers.

In this paper, we follow a similar idea and investigate the best aggregation strategy for our spherical convolution. We consider 3 different strategies for the last aggregation layer:

- **Concatenation** aggregation uses the feature maps of all preceding convolutional block outputs by concatenating them together [35]:
  \[
  z_i^{(1)} \parallel \cdots \parallel z_i^{(n)},
  \]
  where $\parallel$ represents the operation of concatenation.

- **Max** aggregation selects the most informative layer for each pixel [35]
  \[
  \max \left( z_i^{(1)}, \ldots, z_i^{(n)} \right),
  \]

- **Addition** adopts summation to connect all preceding feature maps, as in residual networks [34],
  \[
  \sum_{l=1}^{n} z_i^{(l)}.
  \]

The choice of the aggregation method may eventually depend on the target task. In the compression scenario investigated in the next Section, we have proven that the addition strategy is the most performing approach.

Another advantage of the recursive implementation of $n$-hop neighborhood filtering lies in the memory usage. Indeed, with HEALPix, the access to the neighbor indices of a pixel is not direct and needs to be stored. With this implementation, only the 1-hop neighborhood indices need to be stored.

### E. Stride in convolution

In classical CNN architectures, the stride controls how the filter moves over the input signal during convolution. Stride enables to reduce the amount of computation and perform both convolution and downsampling operations simultaneously. However, defining stride on a sphere is not straightforward since a simple downsampling rule such as “one pixel over two” does not exist.

In our OSLO solution, we resort to the HEALPix nested numbering scheme [29] to define stride. This scheme arranges the pixel indices in 12 tree structures, where each tree represents one pixel of the coarse base resolution. Finer pixelization is obtained by splitting each pixel into 2 $\times$ 2 pixel structures. The embedded pixel indexing is obtained by labeling a child pixel through the concatenation of the parent index and two additional bits. For example, pixel index 5 (101, in binary notation) of the base HEALPix resolution (Fig. 6a) is the parent of pixels $[20 \cdots 23]$ (101b1b2 in binary notation) in the first resolution (Fig. 6b). This way, the data elements that are nearby on the sphere surface are also nearby in the tree structure of the database; hence the neighbor searches are conducted efficiently in memory.

Based on the above scheme, we define a stride of $n \times n$ on the sphere by sliding the filter at every $n^2$ pixels, i.e., visiting pixels with a step of $n^2$. Due to the HEALPix subdivision scheme, which divides each parent into 4 children, $n$ must be a power of 2. For convolutions with hop greater than 1 (Section III-D), all intermediate layers (conv1 to conv2 in Fig. 5) are convolved with stride 1. Finally, only the last layer (conv3 in Fig. 5) is convolved with stride $n \times n$, which is then combined with subsampled versions of the previous layers in the aggregation step. We adopt such a strategy of not using stride in the intermediate layers so that the message passing algorithm can successfully share the information of all the $n$-hop pixels until the last convolution layer. Examples of $2 \times 2$ strides for different resolutions are shown in Fig. 6. Pixel indices in red indicate the visiting pixels where the convolution filter will be placed.

### F. Pooling/Unpooling

1) **Pooling:** is a multipurpose tool in CNN. It reduces the size of the feature maps and reduces overfitting by being robust to local variations. Additionally, it tends to compute orientation and position invariant features at least locally. Pooling can be easily implemented by exploiting the hierarchical structure of HEALPix sampling. Indeed, as shown in Fig. 6, the sampling is constructed from low to high resolution, where a pixel at low resolution corresponds to four equal-area sub-pixels in the next higher resolution. Therefore, for pooling, we apply the process in reverse order and merge the child pixels into one value, assigned to the parent pixel. Formally, let $C(i)$ denote the set of children of the parent pixel $i$. The pooling function $\mathbb{R}^{N_{pix} \times D} \rightarrow \mathbb{R}^{N_{pix} \times D}$ performs for each feature map, $\forall \ d \in$...
Formally, this function can be written as:

\[ D(n) \text{ consists of reorganizing it to } D' \text{ and dividing it into } 2 \times 2 \text{ pixels.} \]

Let us consider the convolution output that is still in low-resolution space and is not straightforward. Our construction takes advantage of the hierarchical HEALPix sampling. We propose to first perform convolution as in \( \mathcal{L} \) to produce \( L_{\text{out}} = 4^n \cdot D \) feature maps with all exactly the same low resolution as the input feature maps, where \( D, n \in \mathbb{N} \). Then, \( L_{\text{out}} \) output feature parts are partitioned into \( D \) sets of \( 4^n \) maps each. Then, pixel shuffling is implemented. More precisely, in each set, the \( 4^n \) maps with \( N_{\text{pix}} \)-resolution are combined into a single map with \( N'_{\text{pix}} \)-resolution, where \( N'_{\text{pix}} = 4^n N_{\text{pix}} \). This is achieved by assigning to a high-resolution-block of size \( 4^n \), the pixel values of their low-resolution-parents in the \( 4^n \) maps of the set, as illustrated in Fig. [7].

Here, \( f(\cdot) \) is a function that operates on a set (for instance \( f \) may compute the maximum or the average over the set). Note that the resulting subsampling factor is a power of 4: \( N'_{\text{pix}} = 4^n, n \in \mathbb{N} \), since the HEALPix subdivision scheme divides each parent pixel into 4 sub-pixels.

2) Unpooling (with sub-pixel convolution): is the inverse of pooling, i.e., a layer for increasing input resolution, and is necessary to reconstruct the input data. Unpooling can either be achieved by transpose convolution or sub-pixel convolution. Since both constructions achieve similar performance \([36]\), we restrict the presentation to on-the-sphere sub-pixel convolution. However, similar ideas can be deployed to generalize transpose convolution to the sphere.

Sub-pixel convolution technique can be interpreted as a standard convolution in low-resolution space followed by a periodic shuffling operation known as pixel shuffle layer \([37]\).

Now let us consider the convolution output that is still in low-resolution and made of \( 4^n \times D \) channels with \( N_{\text{pix}} \) number of pixels, where \( D, n \in \mathbb{N} \). A pixel shuffle transformation consists of reorganizing it to \( D \) channels with \( 4^n \times N_{\text{pix}} \) number of pixels. Formally, this function can be written as:

\[ \mathbb{R}^{N_{\text{pix}} \times 4^n \times D} \rightarrow \mathbb{R}^{N'_{\text{pix}} \times 4^n \times D}. \]

Defining such an unpooling operation for the spherical images is not straightforward. Our construction takes advantage of the hierarchical HEALPix sampling. We propose to first perform convolution as in \( \mathcal{L} \) to produce \( L_{\text{out}} = 4^n \cdot D \) feature maps with all exactly the same low resolution as the input feature maps, where \( D, n \in \mathbb{N} \). Then, the \( L_{\text{out}} \) output feature parts are partitioned into \( D \) sets of \( 4^n \) maps each. Then, pixel shuffling is implemented. More precisely, in each set, the \( 4^n \) maps with \( N_{\text{pix}} \)-resolution are combined into a single map with \( N'_{\text{pix}} \)-resolution, where \( N'_{\text{pix}} = 4^n N_{\text{pix}} \). This is achieved by assigning to a high-resolution-block of size \( 4^n \), the pixel values of their low-resolution-parents in the \( 4^n \) maps of the set, as illustrated in Fig. [7].

G. Patching

A patch is a subset of a signal, e.g., a 2D crop of an image. In CNNs, due to GPU memory limitations and to speed up the training process, random patches sampled from higher resolution inputs are commonly used. Due to the local properties of convolutions, patches can be successfully used to train the network, while the full resolution input can be used during inference. Since omnidirectional images are commonly much higher resolution than traditional images, patching is a must-have feature in our OSLO framework so that we can efficiently train OSLO-based networks using current GPUs. The hierarchical property of HEALPix is used to define patches. To define a random patch of size \( 2^n \times 2^n \) on the sphere sampled with HEALPix at resolution \( r \), one needs to randomly choose a parent pixel on the sphere sampled at resolution \( r \) and apply CNN to its corresponding child pixels. For instance, to define random patches of size \( 4 \times 4 \) for the second resolution of HEALPix (Fig. [6c]), let’s assume pixel 5 is randomly selected at the base resolution (Fig. [6a]). Then, CNN is applied to all its 16 child pixels \([80 \cdots 95]\) at the second resolution. The neighboring pixels that are outside the patch do not contribute in convolution operation, i.e., for a pixel \( i \) in the patch boundary, if its adjacent pixel \( j \) is outside of the patch, \( w_{j,i} \) is set to zero in Eq. [2].

Thanks to the above proposed CNN modules, OSLO supports the development of several kinds of architectures for different applications related to 360° images. In other words, by redefining, on-the-sphere, all the blocks commonly used in 2D CNN, many currently successful architectures applied in 2D images can be adapted to omnidirectional images as well. As an example, the next section highlights the benefits of the OSLO solution in the omnidirectional image compression application.

IV. APPLICATION TO END-TO-END OMNIDIRECTIONAL IMAGE COMPRESSION

A. OSLO compression model

We evaluate our novel OSLO framework in the context of end-to-end deep image compression. We use state-of-the-art representation learning frameworks that perform well for regular images, and re-define such architecture for omnidirectional images, using the on-the-sphere learning operators defined in Section III. For that purpose, we use the two well-known 2D
deep learning image compression architectures of [16], [17]. They are two auto-encoder-like architectures, and they enable extremely effective coding performance for perspective 2D images. Note that our methodology could have been deployed for any reference 2D compression architecture [38], [39].

The model of [17] is an extension of [16] that explicitly estimates the entropy model with hyperpriors to effectively capture spatial dependencies in the latent representation. Fig. 8 shows an overview of the two architectures. They involve two types of autoencoders: (1) an image autoencoder architecture \((e, d)\) in both [16] and [17], (2) a hyperprior network \((e_s, d_s)\) only in [17]. The image encoder uses a parametric analysis transform \(e\) (encoder) to transform the image vector \(x\) into a latent representation \(y\), which is subsequently quantized to \(\hat{y}\). In order to make the network end-to-end trainable, the quantization component, which is not differentiable by nature, is approximated by an additive uniform noise [40] in the training phase. The additional hyperprior network in [17] estimates the likelihood of \(y\) with a Gaussian entropy model. For that, \(y\) is fed into \(e_s\) (encoder of statistics) to summarize the distribution of standard deviations in \(\nu\), which is then quantized into \(\hat{\nu}\) and losslessly compressed as side information with an entropy coder. Then \(\hat{\nu}\) is fed into \(d_s\) (decoder of statistics) to estimate the spatial distribution of standard deviations \(\hat{\sigma}\). Finally, the image autoencoder uses \(\hat{\sigma}\) to losslessly compress \(\hat{y}\). The decoder also uses \(\hat{\sigma}\) to successfully recover \(\hat{y}\). It then feeds \(\hat{y}\) into a parametric synthesis transform \(d\) (decoder) to obtain the reconstructed image \(\hat{x}\). The loss function of the model eventually maximizes the reconstruction quality and minimizes the bit rate:

\[
\mathcal{L} = D(x, \hat{x}) + \lambda \cdot R(\hat{y}, \hat{\nu}),
\]

where \(D(., .)\) indicates the distortion between the input and the reconstruction, \(R\) represents the bit rate, and \(\lambda\) is a scalar that balances the reconstruction quality and the bit rate. It is used to set the step of the quantization applied to the latent description.

We transform the two architectures on the sphere using the OSLO framework, as shown in Fig. 9. The \(3 \times 3\) and \(5 \times 5\) 2D convolutional filters correspond to 1-hop and 2-hop filters on the sphere, respectively. For the 2-hop layer aggregation strategy, we use addition aggregation [4] as it provides better performance than concatenation and max aggregations (see ablation study in Section IV-D). A \(2 \times 2\) 2D stride operator is equivalent to stride 4 on the sphere, as explained in Section III-E. GDN/IGDN nonlinearities are transformations that are suitable for density modeling and compression of images utilizing local divisive normalization [41]. Since the GDN/IGDN are applied pixel-wise, we use them without modifications.

B. Experimental setup

We evaluate the performance of on-the-sphere learning modules on the compression of 360° images under different conditions. We use 2170 images from the SUN360 equirectangular image database for our experiments [42]. All experiments use the same split of the dataset for learning and evaluation, consisting of 1737 images for training (80%), 10 images for validation (0.5%), and 423 images for testing (19.5%). To have a fair comparison, we train all CNN models (our model and baselines) using this dataset from scratch (no pre-trained model is used).

We compare our OSLO solution with different baselines. On the one hand, we consider the solutions of [16], [17] trained and tested on ERP. On the other hand, we consider the same architecture, as in Fig. 9, defined on HEALPix sampling, using DeepSphere’s architecture, i.e., graph-based convolution and max pooling [8]. To increase the local support of the DeepSphere convolutional filters, the extension to greater than one hop is implemented by increasing the Chebyshev filter size as suggested in [8], [44] instead of the strategy proposed for OSLO in Section III-D. Additionally, as no upsampling strategy is introduced in DeepSphere, we use our proposed sub-pixel convolution (Section III-F2) for DeepSphere to have a fair comparison. Finally, we also consider the classical JPEG image compression algorithm on ERP for the sake of completeness.

For the evaluation, we use the testing procedure recommended by JVET for 360° image compression [44], [45]: the high-resolution SUN360 equirectangular images of size 9104×4552 are considered as the ground truth for quality evaluation. To remove the unfair bias due to the fact that the ground-truth images are available in ERP format, we downsample ERP images to a resolution of 4992×2496 and HEALPix to 12582912 pixels, such that both have almost the same number of pixels (equivalent to 4K resolution), as suggested in [45], [46]. Considering that 360° images are spherical signals by nature, the Peak signal-to-noise ratio (PSNR) does not reflect the actual 360° image quality. Thus, we use Spherical PSNR (S-PSNR) [46] and Weighted to Spherically uniform PSNR (WS-PSNR) [47] as the objective quality evaluation.

In S-PSNR the ground-truth and the decompressed images are first mapped to a sphere that is uniformly sampled with 655,362 points [46]. To ensure a fair comparison, the uniform sampling used for the S-PSNR is different from HEALPix
when the validation loss is no longer improving more than 0 to dynamically reduce the learning rate by factor of 1000 every 10 epochs, and the validation set is introduced at epoch 800. We use batches of 10 training images to adapt this library to implement our spherical equivalent. In all applications based on [48] for training the 2D ERP models, we modify and extend the Pytorch implementation of the architecture of [16], [17] given in [49] for training the 2D ERP models. We use the same training approach. Similarly, our proposed model is also trained by randomly cropping the sphere into a region of size 256 pixels of the same size, as explained in Section III-G. We use the observation space [47].

To train the 2D models, crops of randomly positioned patches of 256×256 pixels from the training images are extracted as suggested in [17]. Similarly, our proposed model is also trained by randomly cropping the sphere into a region of the same size, as explained in Section III-C. We use the Pytorch implementation of the architecture of [16], [17] given in [49] for training the 2D ERP models. We modify and adapt this library to implement our spherical equivalent. In all learning-based models, we use batches of 10 training images to perform stochastic gradient descent with the Adam algorithm [49] and learning rate of 10\(^{-4}\). The training is performed for 1000 epochs, and the validation set is introduced at epoch 800 to dynamically reduce the learning rate by factor of 0.316 when the validation loss is no longer improving more than 0.0001 for 10 epochs.

C. Rate-Distortion results

Given a test image set denoted by \( \mathcal{X} \), we compute for each \( i \in \mathcal{X} \) and for several \( \lambda \), the rate-distortion pair \((R(i, \lambda), D(i, \lambda))\) achieved by each architecture of interest. The aggregated rate-distortion performance of each architecture is then computed as in (9) by averaging over \( \mathcal{X} \):

\[
R_\lambda = \frac{1}{|\mathcal{X}|} \sum_{i \in \mathcal{X}} R(i, \lambda) \quad (9)
\]

\[
D_\lambda = \frac{1}{|\mathcal{X}|} \sum_{i \in \mathcal{X}} D(i, \lambda) \quad (10)
\]

Fig. 10 presents, for each architecture, the \( (R_\lambda, D_\lambda) \) for different values of \( \lambda \). We can see that our OSLO-based approach significantly outperforms the baseline methods. The DeepSphere solution can not reconstruct the image properly, and even when the bitrate is increased, the performance gets saturated because the isotropic filters are not expressive enough to reconstruct the image. Comparing 2D learning architectures applied to ERP with JPEG compression reveals that, similar to the results given in [16], [17] for perspective images, these models do not lose performance when the input train/test data is ERP, and they still perform much better than JPEG. We can conclude that 2D learning approaches can keep their efficiency compared to JPEG even with ERP format. However, our proposed solution is able to yet outperform the ERP representation due to the efficient learning tools of OSLO that are directly defined on the sphere.
The compressed results between OSLO and 2D deep learning architecture applied to equirectangular projection are also visually compared. Comparison between OSLO and the DeepSphere’s architecture \[8\], that use the same HEALPix sampling, will be studied in Section (III-D). Figs. (11) and (12) illustrate viewports of spherical images (the portion of spherical images seen by HMD devices at a specific direction) that are compressed almost at the same rate with the same architecture as \[10\]. It can be seen that an image compressed with OSLO has less distortion and keeps the detail, for example, the texts are more visible.

In addition to these aggregated plots, the Bjontegaard-Delta (BD) rate \[50\] is also calculated separately for each test image, allowing us to measure bitrate reduction while maintaining the same quality. More precisely, for each test image RD curve the BD-rate between 2D learning method on ERP (as the reference) and our proposed OSLO is calculated. Negative values of the BD rate represent percentage saving over the reference. For the architecture of \[16\], OSLO gains -18.3% and -12.4% in terms of S-PSNR and WS-PSNR respectively. Regarding the architecture of \[17\], the average BD-rate is -13.7% in terms of S-PSNR and -8.6% in terms of WS-PSNR, demonstrating OSLO’s superiority over ERP. The frequency histograms of BD-rate gains over the test images under SPSNR and WS-PSNR metrics are shown in Fig. (13) for different architectures. The figure clearly shows that OSLO improves the compression performance significantly.

D. Ablation study: hop+n aggregation

We now evaluate the 3-layer aggregation strategies introduced in Section (III-D). To have a fair comparison, we choose the number of feature maps N and M in Fig. (9) such that all three strategies have almost the same number of learning parameters. Since all experiments use HEALPix sampling, we only consider WS-PSNR as our objective quality metric, which evaluates the performance in the sampling domain. Results are presented in Fig. (14) We observe that, for our spherical convolution, the addition aggregation \[5\] outperforms the concatenation \[3\] and max aggregations \[4\]. This justifies the study of aggregation methods, as for graph convolution with regular structure instead, concatenation is shown to be the best aggregation method \[35\].

E. Filter visualization

In this experiment, we compare our learned filters to those generated from the DeepSphere solution (using graph convolution). We recall that both use the same HEALPix sampling. We randomly select filters at different layers of the network and visualize them in Fig. (15) Graph convolution results isotropic filters where each pixel at the same distance from the central one is filtered with the same weight. Such a filter shape obviously limits the expressiveness of the feature maps, which is especially important in image compression. On the contrary, OSLO provides anisotropic filters and can thus be more expressive. To evaluate the impact of this filter’s expressiveness on the reconstructed image, we show in Fig. (16) the decoded image with both DeepSphere and OSLO-based solutions. It is clear that our solution preserves the details of the image and requires a much lower number of bits.

V. CONCLUSION

We proposed a new representation learning framework for omnidirectional images. The efficient learning operators of 2D CNN models for regular images are redefined on-the-sphere, exploiting the benefits of HEALPix sampling. The proposed OSLO solution allows reaching the expressiveness of a 2D filter while having the advantage of uniform sampling on the sphere, which preserves a low level of complexity. We have finally applied the OSLO solution to the omnidirectional image compression problem by adapting state-of-the-art end-to-end image compression architectures to work on the sphere. Our experiments have shown that our on-the-sphere strategy leads to impressive coding gains when compared with mapping-based or graph-based solutions and demonstrate the promising potential of our OSLO framework for the representation of spherical data, which goes beyond the compression application. Future work includes instantiating OSLO in other contexts for deep learning-based processing of omnidirectional images.
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Fig. 10. Rate-distortion curves aggregated over the test images. The solid, dashed, dotted, and dash-dotted lines represent OSLO implementation, 2D deep learning architectures on Equirectangular projections, Deepsphere architectures, and Equirectangular JPEG compression. Red color refers to the architecture of [17], blue color indicates [16] architecture, and green color indicates JPEG compression. (a) S-PSNR. (b) WS-PSNR.


Fig. 11. A viewport at a specific direction of spherical images compressed almost at the same rate. A zoom version of each colored rectangular region is shown on the right. (a) Equirectangular image compressed with [16] in 1980.89 KB. (b) The same image compressed with OSLO in 1920.86 KB.


Fig. 12. A viewport at a specific direction of spherical images compressed almost at the same rate. A zoom version of each colored rectangular region is shown on the right. (a) Equirectangular image compressed with [10] in 1766.94 KB. (b) The same image compressed with OSLO in 1613.62 KB.
Fig. 13. Frequency histogram for BD-rate gains of OSLO over 2D learning in ERP. Top row represents SPSNR and WSPSNR BD-rate gains for the architecture of [16]. Bottom row represents the results for [17].

Fig. 14. Rate-distortion curves of different aggregation strategies to increase the local support of convolution.

Fig. 15. Random selection of learned filters at different layers of $e$ and $s$. The weight corresponding to the central pixels is not shown in the filter for better visibility. Left column represents filters learned with DeepSphere that results in isotropic filters. Right column represents the filters learned with OSLO solution. Two filters on the same row are taken from the exact same position in the architecture.
Fig. 16. Decompressed images in Mollweide projection. The zoomed versions of red, green, and blue rectangular regions are shown in the bottom row. (a) DeepSphere result stored in 2408.43 KB with 29.54 dB and 29.51 dB for SPSNR and WSPSNR respectively. (b) OSLO result stored in 936.65 KB with 40.91 dB and 41.65 dB for SPSNR and WSPSNR respectively.