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Abstract

The main objective of this work is to study the expressivity transfer in a speaker’s voice for which no expressive speech data is available in non-autoregressive end-to-end TTS systems. We investigated the expressivity transfer capability of probability density estimation based on deep generative models, namely Generative Flow (Glow) and diffusion probabilistic models (DPM). The usage of deep generative models provides better log likelihood estimates and tractability of the system, subsequently providing high-quality speech synthesis with faster inference speed. Furthermore, we propose the usage of various expressivity encoder architectures, which assist in expressivity transfer in the text-to-speech (TTS) system. More precisely, we used self-attention statistical pooling and multi-scale expressivity encoder architectures for creating a meaningful representation of expressivity.

In addition to traditional subjective metrics used for speech synthesis evaluation, we incorporated cosine-similarity to measure the strength of attributes associated with speaker and expressivity. The performance of a non-autoregressive TTS system with a multi-scale expressivity encoder showed better expressivity transfer on Glow and DPM-based decoders. Thus, illustrating the ability of multi-scale architecture to apprehend the underlying attributes of expressivity from multiple acoustic features.

Index Terms: expressivity, generative models, text-to-speech

1. Introduction

The main objective of the proposed work is to transfer the expressive attributes to synthesize expressive speech without explicit recordings of expressive speech for the target speaker’s voice. Throughout this paper, we consider only the emotional attributes of expressivity in speech with well-defined emotional classes.

Abundant research has been conducted for expressivity transfer in the context of the end-to-end (E2E) text-to-speech (TTS) system, mainly developed using E2E autoregressive TTS systems [1, 2, 3, 4]. Besides expressivity transfer, many approaches have been proposed in the context of style transfer and prosody transfer, where audiobooks, films, dialogues are used to control the style or prosody [5, 6, 7, 8]. The labeling of styles in audiobooks is an arduous task due to a large number of possible variations in a single emotion or style. This creates difficulty in the development of expressive TTS with predefined emotions. The expressivity transfer plays a vital role in creating expressive TTS for a new speaker, to avoid creating an expressive speech corpus every time a new speaker’s voice is added to the TTS system. The creation of an expressive speech corpus is an expensive process in terms of the time required as well as the cost involved in the recording.

Since the introduction of Fastspeech [3], Fastspeech 2 [9], and ParaNet [10], non-autoregressive end-to-end TTS approaches have enabled faster inference speed. On the contrary to the frame-by-frame prediction of Mel spectrogram, non-autoregressive models generate Mel spectrogram parallelly, thus avoiding the error propagation through previously predicted frames. There has been limited research conducted on expressivity in non-autoregressive TTS [11, 12]. Moreover in [13], authors proposed to leverage the normalizing Flow approach conditioned by the speaker identity. They compared several encodings of speakers and used particularly a Glow-TTS approach for decoding the latent representation obtained by the text encoder.

In this paper, we propose expressivity encoder extension to non-autoregressive TTS systems based on deep generative models and compare the Generative Flow model (Glow) with another generative model based on Diffusion probabilistic model (DPM) approach [14, 15]. The usage of Glow and DPM provides better log-likelihood estimates, thus providing flexible sampling, inference speed, and high-quality synthesis [16, 17]. Glow has recently been used as a non-autoregressive model to synthesize speech waveform conditioned on acoustic features [18, 19]. The Glow architecture has shown state-of-art results in a neural vocoding task providing Mel spectrogram as additional input to affine coupling layer. After that, [15, 20] presented non-autoregressive TTS systems, where Glow architecture was used as a decoder network to generate Mel spectrogram from simple distribution.

In 2015 diffusion probabilistic models were first introduced to model complex data distributions using stochastic calculus [17]. The diffusion probabilistic models are inspired by non-equilibrium thermodynamics for systematically and slowly deconstructing the structure in a data distribution through an iterative forward diffusion process. After that, the reverse diffusion process learns to reconstruct the structure in data, creating a flexible and tractable generative model with an exact sampling scheme. Scoring-based DPM architectures have been proposed for speech synthesis, such as neural vocoders [21, 22, 23] with performance matching to state-of-art models. Grad-TTS [14], and Diff-TTS [24] were recently published for the TTS task where decoders are designed using diffusion probabilistic models. These proposed TTS architectures provided a flexible inference scheme with the trade-off in terms of the quality of synthesized speech and inference speed.

In this paper, we propose to compare different architectures for transferring the expressivity for analyzing the effect of several encodings of expressivity, leveraging two deep generative models (Glow and DPM) as decoder networks and training on small-size corpora. Section 2 presents the proposed architectures: global architectures and several encoders. Section 3 and 4 describe data preparation and experiment setup. Finally, Section 5 presents and discusses the results.
2. Proposed Architectures

The presented non-autoregressive TTS systems use a framework similar to Glow-based [15] and DPM-based [14] systems, as a text encoder, a duration predictor, a monotonic alignment, and a decoder. Our architecture of non-autoregressive TTS systems is illustrated in Fig. 1. We propose to add a speaker encoder and an expressivity encoder to our proposed TTS systems to enable a multispeaker expressive TTS configuration. The embeddings acquired from the expressivity encoder $Z_e$, and the speaker encoder $Z_s$ are lengthwise concatenated to the text embedding $Z_t$. By doing so, the single speaker TTS system is adapted to the multispeaker expressive setting. For the decoder step, we used two variants of networks, namely Generative Flow (Glow) and Diffusion probabilistic models (DPM). During the training of the decoder network, change in distributions from input to output is learned from the provided training data of phoneme sequence and Mel spectrogram.

In the proposed work, the Glow decoder is conditioned with $Z_e$ and $Z_s$ in the affine coupling layer as additional channel inputs. For the DPM decoder, $Z_e$ and $Z_s$ are given to the decoder as additional channels along with the output from the duration predictor and alignment step. For the duration predictor and alignment step (dashed block in Fig. 1), we used the same implementation as stated in Glow-based [15] and DPM-based [14] systems. We use a monotonic alignment search based on the Viterbi method [25] to find alignment between phoneme sequence and Mel spectrogram. This step is also conditioned on speaker embedding and expressivity embedding. For the alignment, $Z_{enc}$ which contains statistics from $Z_{enc}$ ($\mu_{enc}$ and $\sigma_{enc}$ on the text length) is aligned with $Z_{mel}$ ($\mu_{mel}$ and $\sigma_{mel}$ on the Mel spectrogram frame length) which represents the prior distribution for the input of decoder.

The use of monotonic alignment assures monotonicity and surjectivity, ensuring that spoken text is synthesized in the correct order without skipping any input phoneme sequence. In the inference phase, the alignment is predicted by the duration predictor, and the latent variables are sampled from the prior distribution $Z_{mel}$ (obtained from $Z_{enc}$). (Ceil block in Fig. 1 is to convert predicted duration value in integer). For the Glow-based TTS system, we used log-likelihood loss and duration loss as described in [15]. For the DPM-based TTS system, we used diffusion loss, log-likelihood loss on $Z_{enc}$ and duration loss as detailed in [14].

### 2.1. Speaker encoder

For enabling a multispeaker setting, we created a speaker embedding by providing a one-hot representation to the speaker encoder network. We assigned each speaker identity a unique integer value, which is converted to one-hot encoding. We used nn.Embedding() from PyTorch library to implement speaker encoder network. We derived a speaker embedding $Z_s$ of size 80. Unlike Casanova et al. work [13] for which the speaker embedding is pre-trained independently, our speaker encoder is trained with the whole system.

### 2.2. Expressivity encoder

We implemented three techniques to create expressivity embedding. In the first technique, we assigned an integer value to each expressivity class and derived expressivity embedding similar to speaker embedding. This identity-based expressivity encoder is termed one-hot embedding.

The second technique involves providing reference Mel spectrogram to expressivity encoder, with a model based on convolutional recurrent neural network (CRNN) and self-attentive statistical pooling (SASP). We termed this reference Mel spectrogram based network as CRNN SASP. Using self-attentive statistical pooling allows assigning different attention weights to different frames and generating weighted means and weighted standard deviations. Thus, self-attention allows deriving long-term variations in expressivity more efficiently. The CRNN is constructed using a single 2-D convolutional layer with single-channel input-output, kernel size of 3x3, along with a single BLSTM layer of 256 hidden units. After the SASP step, we used 1024 and 512 as hidden units to implement feedforward layers (with Selu activation function), which are mapped to 80-dimensional expressivity embedding $Z_e$ as an output of the last feedforward layer.

For the third technique, we first extract four sets of emotional acoustic features for describing: articulation, prosody, phonation, and WORLD [26] vocoder features. This kind of sets are traditionally used in emotion recognition systems [27, 28] as an input to a DNN [29]. Features sets are described in section 3. For each feature set, we use a CRNN SASP network similar to the previously described CRNN SASP network. The outputs of 4 CRNN SASP networks are concatenated together and given to two feedforward layers (same as above) to obtain the expressivity embedding, $Z_e$. We termed this expres-
sivity encoder as multiscale CRNN SASP because the encoder is designed to encompass a variety of traditional emotional features computed at different frame lengths. The usage of explicitly providing various emotional features assists the expressivity encoder in learning better variations across the frames and underlining the principle factors in defining expressivity classes.

2.3. Text encoder

For each text sentence, we used the Soja grapheme to phoneme converter developed internally in our team to obtain a sequence of phonemes that is given as input to the text encoder. Text encoder is composed of transformer network with similar implementation as used in Transformer TTS [4] with the exclusion of positional encoding.

3. Data preparation

We have used 2 French female speech synthesis corpora for implementing an end-to-end multispeaker expressive TTS system: SIWIS, neutral speech corpus (approx. 5 hrs) [32] and Caroline expressive speech corpus (in house speech synthesis corpus) [33]. Caroline’s expressive speech corpus consists of 6 emotions namely joy, surprise, fear, anger, sadness, and disgust (approx. 1 hr for each emotion). Besides expressive speech, Caroline speech corpus also has neutral speech recorded for approximately 3 hrs. We have used a sampling rate of 22050 Hz and extracted Mel spectrograms as acoustic features to be predicted by the end-to-end TTS system. We have applied STFT with an FFT length of 1024, hop length of 256, a window size of 1024, and extracted Mel spectrograms using 80 Mel filters.

For the multiscale CRNN SASP expressive encoder, we used DisVoice1 python library to compute features representing articulation, prosody, and phonation. 58 Articulation features are computed using frames of 40 ms duration every 20 ms in onset transitions. These features are mainly computed using Bark band energies, and Mel frequency cepstrum coefficient with derivatives. Prosody features are 13: Lagrange polynomial to model F0 contour, Lagrange polynomial to model energy contour, and duration of the voiced segment. Phonation features include 7 features computed for a frame length of 40 ms (first and second F0 derivatives, jitter, shimmer, amplitude and pitch perturbation quotients, logarithmic energy). For WORLD [26] vocoder features, we used 187 acoustic features, referring to 180 Mel Generalized Cepstrum coefficients, 3 Logarithmic F0 values, 3 Band of Aperiodicity values, and 1 voiced-unvoiced flag extracted over a frame length of 5 ms (computed with pyWorld library).

4. Experimental setup

For transfer of expressivity, we considered two cases: parallel transfer and non-parallel transfer. In the case of parallel transfer, the reference speech utterance given to the expressivity encoder has the same textual content as the input phoneme sequence given to the text encoder (but a different speaker). On the other hand, the non-parallel transfer involves a mismatch of textual content between the input given to the expressivity encoder and the input given to the text encoder (and also a different speaker). For non-parallel transfer, we selected reference acoustic features extracted from long speech utterances of desired expressivity. It is worth noting that the training was done for both cases in a parallel way.

Furthermore, we selected only three distinctive expressivity classes, anger, sadness, and joy, out of six expressivity classes available for Caroline data. After analyzing Ekman’s emotion model [34, 35], these three expressivity classes are selected, because they show significant distinguishing characteristics of expressivity. As the aim is to transfer expressive attributes from Caroline data to the SIWIS speaker’s voice, we decided not to use Caroline neutral speech data in the training process. Each speech corpus is split into train, validation, and test sets in 80:10:10 ratio, respectively. In this work, we compare six different non-autoregressive TTS models for expressivity transfer based on variations in decoder architecture and expressivity encoder. All the non-autoregressive TTS models were trained for 1500 epochs. As vocoder, we used a pretrained HiFi-GAN model trained on the LJS dataset released on the official implementation website2.

5. Results and Discussion

In Table 1, we present the performance of E2E TTS systems for the classical task of TTS (i.e. same speaker for encoders and same linguistic content). E2E-GST N-Pair, E2E-VAE N-Pair [30] and multi-stage-attention [31] illustrate the performance of autoregressive (AR) E2E systems trained with Caroline expressive corpora in the multispeaker setting.

We evaluated E2E TTS systems using Mean Opinion Score (MOS) [36] based listening test. Each listener had to assign a score for synthesized speech utterance on a scale between 1 to 5 considering the intelligibility, naturalness, and quality of speech utterance. A total of 20 French listeners participated in this MOS test and results are displayed in Table 1 with an associated 95% confidence interval. From Table 1, the DPM-multiscale-CRNN-SASP system showed better performance compared to other E2E TTS systems, which also includes the AR E2E TTS systems.

In addition to Mel Cepstrum Distortion, we present cosine similarity scores to measure the strength of speaker attributes and expressivity in synthesized speech. We trained emotion recognition and speaker recognition systems based on the CRNN network (trained using French speech corpora). We computed speaker similarity score by estimating cosine distance between the pre-computed mean of speaker embeddings and embedding extracted from synthesized speech. Similar to the speaker similarity score, we estimated the expressive similarity score with the help of an emotion recognition system for extracting respective embeddings. For TTS task, similarity measures show that the speaker identity and expressivity are preserved for all systems. These values can be seen as a reference (upper limit) when evaluating the systems in the expressivity transfer task.

Table 2 describes the performance of expressivity transfer in a parallel and non-parallel transfer setting with subjective evaluation metrics and objective evaluation metrics. For speaker MOS, we instructed the listeners to assign the score between 1 (bad) and 5 (excellent) to the speech samples based on the speaker similarity between reference speaker speech and synthesized expressive speech. Likewise, for expressive MOS, listeners are directed to provide scores between 1 (bad) and 5 (excellent) depending on how synthesized speech utterance resembles the expressivity given in the reference speech utterance. A total of 14 French listeners performed both listening tests mentioned above, where each listener scored 18 speech utterances.

1https://github.com/jcvasquez/DisVoice

2https://github.com/jik876/hifi-gan
Table 1: Evaluation metrics computed to measure the performance of non-autoregressive end-to-end TTS system in a classical task of TTS. MCD stands for Mel Cepstrum Distortion (between Mel-Generalized Cepstral features computed from the Mel spectrogram).

<table>
<thead>
<tr>
<th>Models</th>
<th>AR/ N-AR</th>
<th>MOS</th>
<th>MCD</th>
<th>Speaker similarity</th>
<th>Expressivity similarity</th>
</tr>
</thead>
<tbody>
<tr>
<td>E2E-GST N-Pair [30]</td>
<td>AR</td>
<td>3.72 ± 0.4</td>
<td>4.33</td>
<td>0.91</td>
<td>0.90</td>
</tr>
<tr>
<td>E2E-VAE N-Pair [30]</td>
<td>AR</td>
<td>3.47 ± 0.3</td>
<td>4.21</td>
<td>0.92</td>
<td>0.91</td>
</tr>
<tr>
<td>Multi-Stage-Attention [31]</td>
<td>AR</td>
<td>3.85 ± 0.2</td>
<td>4.50</td>
<td>0.83</td>
<td>0.94</td>
</tr>
<tr>
<td>Glow-one-hot-embedding</td>
<td>N-AR</td>
<td>3.63 ± 0.1</td>
<td>4.57</td>
<td>0.79</td>
<td>0.81</td>
</tr>
<tr>
<td>Glow-CRNN-SASP</td>
<td>N-AR</td>
<td>3.72 ± 0.2</td>
<td>4.56</td>
<td>0.81</td>
<td>0.79</td>
</tr>
<tr>
<td>Glow-multiscale-CRNN-SASP</td>
<td>N-AR</td>
<td>3.86 ± 0.1</td>
<td>4.53</td>
<td>0.80</td>
<td>0.76</td>
</tr>
<tr>
<td>DPM-one-hot-embedding</td>
<td>N-AR</td>
<td>3.68 ± 0.1</td>
<td>4.61</td>
<td>0.77</td>
<td>0.82</td>
</tr>
<tr>
<td>DPM-CRNN-SASP</td>
<td>N-AR</td>
<td>3.85 ± 0.2</td>
<td>4.54</td>
<td>0.79</td>
<td>0.83</td>
</tr>
<tr>
<td>DPM-multiscale-CRNN-SASP</td>
<td>N-AR</td>
<td>3.94 ± 0.2</td>
<td>4.51</td>
<td>0.71</td>
<td>0.78</td>
</tr>
</tbody>
</table>

Table 2: Evaluation metrics computed to measure the performance of expressivity transfer in parallel and non-parallel setting: several autoregressive (AR) are displayed as comparison point and best results are in bold for Glow- and for DPM-based non-autoregressive (N-AR) systems regarding expressivity encoding architectures.

<table>
<thead>
<tr>
<th>Models</th>
<th>AR/ N-AR</th>
<th>parallel setting</th>
<th>non-parallel setting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Speaker MOS</td>
<td>Expressive MOS</td>
<td>Speaker similarity</td>
<td>Expressivity similarity</td>
</tr>
<tr>
<td>E2E-GST N-Pair [30]</td>
<td>AR</td>
<td>2.65 ± 0.2</td>
<td>3.15 ± 0.4</td>
</tr>
<tr>
<td>E2E-VAE N-Pair [30]</td>
<td>AR</td>
<td>2.90 ± 0.3</td>
<td>3.33 ± 0.4</td>
</tr>
<tr>
<td>Multi-Stage-Attention [31]</td>
<td>AR</td>
<td>2.83 ± 0.3</td>
<td>3.58 ± 0.2</td>
</tr>
<tr>
<td>Glow-one-hot-embedding</td>
<td>N-AR</td>
<td>3.12 ± 0.1</td>
<td>2.81 ± 0.2</td>
</tr>
<tr>
<td>Glow-CRNN-SASP</td>
<td>N-AR</td>
<td>3.20 ± 0.1</td>
<td>2.73 ± 0.1</td>
</tr>
<tr>
<td>Glow-multiscale-CRNN-SASP</td>
<td>N-AR</td>
<td>3.34 ± 0.2</td>
<td>2.87 ± 0.1</td>
</tr>
<tr>
<td>DPM-one-hot-embedding</td>
<td>N-AR</td>
<td>3.13 ± 0.3</td>
<td>2.78 ± 0.2</td>
</tr>
<tr>
<td>DPM-CRNN-SASP</td>
<td>N-AR</td>
<td>3.06 ± 0.2</td>
<td>2.73 ± 0.1</td>
</tr>
<tr>
<td>DPM-multiscale-CRNN-SASP</td>
<td>N-AR</td>
<td>3.15 ± 0.1</td>
<td>2.81 ± 0.2</td>
</tr>
</tbody>
</table>

for each speaker-emotion pair and model. The results obtained through expressive MOS and speaker MOS are presented in Table 2 with associated 95% confidence intervals1. Speaker MOS and expressive MOS scores indicate that usage of CRNN SASP based expressivity encoder with multiscale improve the overall performance in expressivity transfer. Specifically, performance using Glow decoder demonstrates slightly better expressivity transfer in comparison to DPM decoder, thus indicating normalizing Flows were able to understand latent semantic attributes such as speaker and expressivity and disentangle in latent space representation. Out of three presented approaches for expressivity representation and for both decoder networks, usage of multi-scale emotional features provided better insight in capturing emotion as expressive information. In a parallel transfer setting, the AR E2E approaches were better at transferring expressivity compared to non-autoregressive TTS systems, but AR also showed reduced speaker MOS. Hence there is a trade-off between speaker and expressivity attributes. The similarity measures show the same trend (slightly less marked for speaker).

For non-parallel settings, we noticed reduced expressive similarity scores in the AR E2E system than the non-autoregressive TTS systems. Furthermore, we observed degraded performance in a non-parallel expressivity transfer setting. Thus, usage of small size expressive speech corpora limits E2E TTS systems to apprehend expressivity irrespective of textual content.

6. Conclusion

We presented various multispeaker expressive E2E TTS systems developed for the expressivity transfer task. The paper details the effect of decoder and expressivity encoder on expressivity transfer in a non-autoregressive E2E TTS systems. The obtained results indicate that the multiscale architecture of the expressivity encoder assists in apprehending better expressivity representation using various acoustic features ranging from the pitch, aperiodicity, Mel spectrogram, energy, jitter, shimmer, etc. Therefore, an multiscale expressivity encoder creates the embedding containing information associated with various prosodic factors.

We proposes to condition deep generative models on expressivity and speaker embeddings to synthesize expressive speech in a multispeaker setting. The presented work provides an analysis regarding the effect of two deep generative models, Glow and DPM on disentangling expressive and speaker attributes in expressivity transfer. We also studied two expressivity transfer settings, parallel transfer, and non-parallel transfer. The E2E systems encounter difficulty to transfer expressivity in a non-parallel setting. But the presented non-autoregressive TTS systems were able to transfer expressivity in a parallel setting with limited available expressive speech corpora.
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