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A B S T R A C T

In application domains ranging from social networks to e-commerce, it is important to cluster
users with respect to both their relationships (e.g., friendship or trust) and their actions (e.g.,
visited locations or rated products). Motivated by these applications, we introduce here the
task of clustering the nodes of a sequence graph, i.e., a graph whose nodes are labeled with
strings (e.g., sequences of users’ visited locations or rated products). Both string clustering
algorithms and graph clustering algorithms are inappropriate to deal with this task, as they
do not consider the structure of strings and graph simultaneously. Moreover, attributed graph
clustering algorithms generally construct poor solutions because they need to represent a string
as a vector of attributes, which inevitably loses information and may harm clustering quality.
We thus introduce the problem of clustering a sequence graph. We first propose two pairwise
distance measures for sequence graphs, one based on edit distance and shortest path distance
and another one based on SimRank. We then formalize the problem under each measure,
showing also that it is NP-hard. In addition, we design a polynomial-time 2-approximation
algorithm, as well as a heuristic for the problem. Experiments using real datasets and a case
study demonstrate the effectiveness and efficiency of our methods.

1. Introduction

Graph clustering [1] is a fundamental data mining task, which seeks to partition the nodes of an input graph, so that similar
odes form a group, referred to as cluster. The task is important in application domains such as social networks, where nodes
epresent users, edges represent friendship relationships between users and clustering aims to detect user communities [2]; or e-
ommerce, where nodes represent consumers, edges represent trust relationships between consumers and clustering aims to identify
roups of consumers with bonds of trust among them [3]. The task is also important in medicine, as clustering patient similarity
etworks (i.e., graphs whose nodes represent patients and edges connect similar patients according to demographics or genetic
utations) allows identifying clinically homogeneous patient groups [4].

However, often in these application domains, the similarity among users does not depend only on user relationships but also
n actions or events associated to users. Take for example a geo-social network, such as Foursquare, where users are associated
ith their history of visited locations. Two connected users may naturally be regarded as more similar in the network, if they have
similar history of visited locations [5,6]. For example, similarity with respect to both the sequence of visited locations and the

ocial network structure is considered in recommendation [5] and location prediction [6]. Likewise, in e-commerce, two connected
sers may be regarded as more similar in a trust network, if they have a similar history of rated products [7]. Also, in medicine,
wo connected users may be regarded as more similar (e.g., with respect to disease progression), if they have a similar history of
iagnoses [8].
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Thus, motivated by these application domains, we introduce the problem of clustering a graph whose nodes are labeled with
equences of letters (i.e., strings). We refer to such graphs as sequence graphs. In the aforementioned application domains, an edge
odels a relationship between users. Alternatively, an edge in a sequence graph can model a relationship between strings (e.g., two
odes are connected, if their associated genomic sequences share sufficiently many substrings [9,10]).

While natural, the problem of clustering a sequence graph has not been considered before, to the best of our knowledge, although
raphs with sequence-labeled nodes are being used extensively in bioinformatics [9]. In addition, existing clustering methods are not
ppropriate to address the problem. For example, algorithms for clustering an attributed graph [11–18], in which nodes are labeled
ith a vector of attribute values, are not appropriate for clustering a sequence graph. This is because to apply these algorithms one
eeds to convert a string into a vector of attribute values, which inevitably loses information and severely harms clustering quality,
s we discuss in more detail in Section 2.

ontributions. Our work makes the following specific contributions:

. We propose two measures to quantify the distance between a pair of nodes in a sequence graph. Both our measures take into
ccount the similarity between node labels (strings) and the structural similarity of nodes; however, in different ways. Our first
easure is a product metric [19], based on edit distance and shortest path distance, while our second measure is based on edit
istance and SimRank [20]. Shortest path distance is efficient to compute but is based on a single path between two nodes. SimRank
s less efficient to compute but takes into account all tours (paths that may have cycles) between two nodes 𝑢 and 𝑣, and it aggregates
imilarities of multi-hop neighbors of 𝑢 and 𝑣, which helps producing high-quality clustering results. We propose a fixed-point
teration algorithm for computing our SimRank-based measure. We also consider a proxy measure for each of our measures, which
pproximates edit distance between strings by efficiently embedding them into a Hamming distance space. This allows distance
omputation in linear time in the length of the two strings.

. We formalize the problem of clustering a sequence graph under either of our measures, in the context of prototype-based
lustering [1], where clusters are built around representative nodes. We consider two versions of our problem. The first is based
n the 𝑘-center problem [21,22], in which the goal is to minimize the maximum distance between any node and its closest cluster
epresentative. The second is based on the 𝑘-median problem [21,23], in which the goal is to minimize the sum of distances between
ach node and its closest representative. We show that both versions of our problem are NP-hard. For the first version, we design a
-approximation algorithm and show that no polynomial-time algorithm achieves a better approximation guarantee. For the second
ersion, we design a heuristic.

. We compare our algorithms against four state-of-the-art attributed graph clustering algorithms [12,16–18], using two datasets
rom trust-aware e-commerce websites. Our results show that, unlike the competitors, our algorithms create high-quality clusters
ontaining structurally similar nodes with similar strings (e.g., users with trust bonds who are similar with respect to their history
f reviewed products). Our results also show that the proxy measures we introduce do not substantially affect quality, while greatly
mproving runtime efficiency. For instance, our algorithm that utilizes the proxy of the product metric was up to 8 times faster than
he most efficient competitor.

. We present a case study on phylogenetic trees [24]. A phylogenetic tree is often constructed from a set of strings, each representing
he genomic sequence of an organism. It is a hierarchical representation of all clusterings of the genomic sequences of the organisms
nd is often modeled as a binary tree whose leaf nodes are labeled with the strings. Such a tree can thus be seen as a special type
f a sequence graph. Given a phylogenetic tree and a positive integer 𝑘, the computational task we consider is to cluster the leaf
odes of the tree into 𝑘 clusters, by taking into account both the tree topology and the sequences corresponding to leaf nodes. We
an then evaluate how accurate this clustering is by comparing it to a ground truth clustering. If these two clusterings are similar,
hen the phylogenetic tree is meaningful. Our results indeed show that the measures we introduce (and the corresponding clustering
lgorithms) are a reliable way to evaluate whether a given phylogenetic tree is in accordance with a given ground truth clustering
onsisting of 𝑘 clusters. On the other hand, we show that four state-of-the-art attributed graph clustering algorithms [12,16–18]
re not suitable for this task. The results of the case study also indicate that our methods could potentially be useful in other
ioinformatics applications, such as evaluating phylogenetic networks [25].

aper Organization. The remaining of the paper is organized as follows. In Section 2, we review related work. In Section 3, we
efine some preliminary concepts. In Section 4 we present our distance measures for sequence graph clustering. In Section 5, we
efine two sequence clustering problems that we aim to solve and study their hardness. In Section 6, we present our algorithms for
ddressing these problems. In Section 7, we present an experimental evaluation of our algorithms. In Section 8, we present a case
tudy to showcase the applicability of our algorithms. In Section 9, we conclude the paper.

. Related work

Our work is related to sequence clustering and graph clustering, two data mining tasks with several applications [8,26–28].
herefore, in the following, we briefly review algorithms for clustering a collection of sequences (strings), as well as algorithms for
lustering a (non-attributed) graph (see [29,30] for surveys). Our work is also related to attributed graph clustering. In an attributed
raph, each node is labeled with a vector of attribute values. We therefore review some recent works on attribute graph clustering
nd refer the reader to [31] for a survey. Last, we discuss the use of string-labeled graphs in bioinformatics.

equence Clustering and Graph Clustering. Algorithms for clustering a collection of sequences (strings) measure distance between
equences directly [32], or first project the sequences into a set of patterns (e.g., 𝑞-grams) and then measure distances on the
2
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projected space [10,33]. Alternatively, they employ generative models for the input collection of sequences, which are used to
obtain likelihood-based distances between sequences [34]. In any case, the distance measures are given as input to a clustering
algorithm for vector data [30] to obtain clusters.

Algorithms for clustering a graph employ graph partitioning (e.g., they solve a minimum cut problem [35]), spectral cluster-
ing [36,37], or cohesive subgraph detection techniques [38]. Alternatively, the algorithms in [39,40] learn a node embedding into
a vector space, which is then fed into a clustering algorithm for vector data.

Algorithms for clustering a collection of sequences [10,33,34], or for clustering a graph [1,38,39] are not appropriate for
clustering sequence graphs, as we show in our experiments (Section 7). This is because they utilize either only the strings (i.e., they
cluster the collection of labels in a sequence graph while ignoring the graph structure) or only the graph structure (i.e., they cluster
a sequence graph while ignoring its labels), although both the strings and graph structure determine clustering quality. Also, we
cannot convert a sequence graph to a graph with string distances as edge weights and then cluster the weighted graph. This is
because our clustering problem needs distances between strings of nodes that are not connected, and it is generally not possible to
compute these distances exactly by combining edge weights.

Attributed Graph Clustering. Algorithms for clustering an attributed graph utilize both the graph structure and the attribute values
of nodes [11–18]. They employ, for example, graph convolution [18], matrix factorization [12,13], or attributed graph embedding
into a vector space [16,17].

An example of a graph-convolution-based algorithm is Adaptive Graph Convolution (AGC) [18]. The AGC algorithm uses
graph convolution to obtain smooth feature representations of node attributes and spectral clustering. The underlying assumption
of AGC is that nodes that are close in the graph will be clustered together [18]. An example of a matrix-factorization-based
algorithm is Text-Associated DeepWalk (TADW) [12]. This algorithm is based on DeepWalk [39], which uses textual attributes to
supervise random walks on graphs. Examples of embedding-based algorithms are Text Enhanced Network Embedding (TENE) [16]
and Binarized Attributed Network Embedding (BANE) [17]. Both of these algorithms aim at learning a low-dimensional vector
representation for each node and its associated attributes in the attributed graph. BANE uses Weisfeiler–Lehman graph kernels [41]
to encode dependencies between node edges and attributes into a binary code representation. This representation encodes first-
order proximities [42] between nodes. TENE aims to jointly learn vector representations based on both first-order and second-order
proximities [42], as well as on the text cluster membership matrix.

Although one can represent string labels as attribute vectors (e.g., by representing a string as a vector of 𝑞-grams and their
frequencies [10] or their tf-idf scores [16]) and then apply an attributed graph clustering algorithm to our problem, such a
representation inevitably loses information and thus severely degrades the quality of clustering, as we show in our experiments
(Section 7). The reason it loses information is because one needs to assume a single order for the 𝑞-grams of all sequences to
construct the vector representations of all sequences. However, the 𝑞-grams do not appear in the same order in all sequences. To
illustrate this point, we provide the following example.

Example 1. Let 𝑇1 = aba and 𝑇2 = bab be two sequences. The 2-grams of both of these sequences are ab and ba and each
of these 2-grams appears only once in 𝑇1 or in 𝑇2. Thus, 𝑇1 and 𝑇2 have the same vector representation (1, 1) where the first 1
denotes the frequency of ab and the second 1 denotes the frequency of ba, assuming a lexicographic order of 𝑞-grams. Since 𝑇1
and 𝑇2 have the same vector representation, they are treated as equal by attributed graph clustering algorithms, although they are
not. Similarly, consider a dataset {𝑇1, 𝑇2, 𝑇3} with 𝑇3 = ccc. The vector representation of both 𝑇1 and 𝑇2 when using td-idf scores
instead of frequencies is (log2(3∕2), log2(3∕2)), so again 𝑇1 and 𝑇2 are treated as equal in similarity computation. Thus, the similarity
nformation of sequences is not captured well after they are represented based on 𝑞-grams.

equence-labeled Graphs in Bioinformatics. In bioinformatics, graphs with sequence-labeled nodes have been used extensively
n the following context: the nodes represent (short) DNA fragments read by sequencing technologies; and a weighted (directed)
dge (𝑢, 𝑣) represents the length of the suffix-prefix overlap between sequence 𝑢 and sequence 𝑣. The goal is then to assemble these
ragments into a candidate genome represented by some trail in the graph [9]. Let us stress that this task is not related to clustering.

. Background

An alphabet 𝛴 is a finite non-empty set of elements called letters; we denote its size by |𝛴|. A string 𝑇 = 𝑇 [0]𝑇 [1]… 𝑇 [𝑛 − 1] is
sequence of letters of length |𝑇 | = 𝑛 over 𝛴. For two positions 𝑖 and 𝑗 on 𝑇 , we denote by 𝑇 [𝑖 . . 𝑗] = 𝑇 [𝑖]… 𝑇 [𝑗] the substring of 𝑇

hat starts at position 𝑖 and ends at position 𝑗 of 𝑇 . By 𝜀 we denote the empty string of length 0. We refer to a length-𝑞 substring of
string 𝑇 as a 𝑞-gram (e.g., in Fig. 1, aab is a 3-gram of string aaab).

Let 𝐺 = (𝑉 ,𝐸) be a simple graph,1 where 𝑉 is a set of nodes and 𝐸 ⊆ 𝑉 × 𝑉 is a set of edges. The set of neighbors of a node
𝑢 ∈ 𝑉 is 𝑛(𝑢) = {𝑣 ∈ 𝑉 ∣ (𝑢, 𝑣) ∈ 𝐸}. The size |𝑛(𝑢)| of 𝑛(𝑢) is the degree of 𝑢. A path 𝑝 between two nodes 𝑢 and 𝑣 in 𝐺 is a sequence
of edges 𝑒1,… , 𝑒

|𝑝| that joins a sequence of distinct nodes (𝑢, 𝑢1,… , 𝑢
|𝑝|−1, 𝑣) such that 𝑒1 = (𝑢, 𝑢1), 𝑒2 = (𝑢1, 𝑢2),… , 𝑒

|𝑝| = (𝑢
|𝑝|−1, 𝑣).

Since the nodes are distinct, 𝑝 has no cycles. A tour is a path that may have cycles.
A sequence graph  = (𝑉 ,𝐸, , ) is a tuple, where 𝑉 is a set of nodes, 𝐸 ⊆ 𝑉 × 𝑉 is a set of edges,  is a set of strings drawn

from an alphabet 𝛴 , and  ∶ 𝑉 →  ∪ {𝜀} is a function that outputs a possibly empty string. In particular, each node 𝑢 ∈ 𝑉 is
associated with a string  (𝑢) ∈  ∪ {𝜀}. For example, in Fig. 1,  = {𝚊𝚊𝚊, 𝚊𝚊𝚊𝚋, 𝚊𝚊𝚋𝚋, 𝚋𝚋𝚋, 𝚋𝚋𝚋𝚌}, 𝛴 = {𝚊, 𝚋, 𝚌}, and  (𝑢1) = 𝚊𝚊𝚊𝚋.

1 A simple graph is an unweighted, undirected graph with no loops or multiple edges.
3
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Fig. 1. A sequence graph.

A 𝑘-clustering of  for 𝑘 ∈ [1, |𝑉 |] is a partition of 𝑉 into 𝑘 subsets, called clusters. We may omit 𝑘 from 𝑘-clustering when it is
clear from the context.

The edit distance 𝑑𝐸 (𝑈, 𝑉 ) between two strings 𝑈 and 𝑉 is defined as the minimum number of elementary edit operations (letter
insertion, deletion, or substitution) to transform 𝑈 to 𝑉 . For 𝑈 and 𝑉 of equal length, the Hamming distance 𝑑𝐻 (𝑈, 𝑉 ) is defined as
the minimum number of substitutions to transform 𝑈 to 𝑉 . For example, 𝑑𝐸 (𝚊𝚊𝚊𝚋, 𝚊𝚊𝚋𝚋) = 𝑑𝐻 (𝚊𝚊𝚊𝚋, 𝚊𝚊𝚋𝚋) = 1. If 𝑈 and 𝑉 are not
of the same length, we set 𝑑𝐻 (𝑈, 𝑉 ) = ∞, for completeness.

The shortest path distance 𝑑𝑆𝑃 (𝑢, 𝑣) for two nodes 𝑢 and 𝑣 of a graph is defined as the length of the shortest path between 𝑢 and
𝑣. For completeness, we set 𝑑𝑆𝑃 (𝑢, 𝑣) = ∞, if there is no path between 𝑢 and 𝑣. For example, in Fig. 1, 𝑑𝑆𝑃 (𝑢1, 𝑢3) = 1.

Given a constant 𝑐 ∈ (0, 1), referred to as decay factor, the SimRank score 𝑆𝑅(𝑢, 𝑣) between 𝑢 and 𝑣 is defined as follows [20]:

𝑆𝑅(𝑢, 𝑣) =

⎧

⎪

⎨

⎪

⎩

1, if 𝑢 = 𝑣
0, if 𝑛(𝑢) = ∅ or 𝑛(𝑣) = ∅

𝑐
|𝑛(𝑢)||𝑛(𝑣)|

∑

𝑢′∈𝑛(𝑢)

∑

𝑣′∈𝑛(𝑣)
𝑆𝑅

(

𝑢′, 𝑣′
)

, otherwise.
(1)

The intuition behind SimRank is that two nodes are similar if they are reachable by similar nodes. SimRank aggregates similarities
ased on paths.

A metric space (𝑋, 𝑑) is an ordered pair, where 𝑋 is a set and 𝑑 is a metric (also referred to as distance function) on 𝑋. For
xample, the set of strings  of a sequence graph  together with the edit distance 𝑑𝐸 , which is a metric [43], define the metric
pace ( , 𝑑𝐸 ).

. Distance measures for sequence graphs

In the following, we discuss our distance measures for sequence graphs.

.1. The 𝑑𝐸𝑆𝑃 measure

Given a sequence graph  = (𝑉 ,𝐸, , ), metric spaces ( , 𝑑𝐸 ) and (𝑉 , 𝑑𝑆𝑃 ), nodes 𝑢, 𝑣 ∈ 𝑉 and strings  (𝑢), (𝑣), the 𝑑𝐸𝑆𝑃 (E is
or Edit distance and SP for Shortest Path distance) measure is defined as:

𝑑𝐸𝑆𝑃 (( (𝑢), (𝑣)), (𝑢, 𝑣)) =
√

(𝑑𝐸 ( (𝑢), (𝑣)))2 + (𝑑𝑆𝑃 (𝑢, 𝑣))2.

The 𝑑𝐸𝑆𝑃 measure considers the distance between two nodes based on the edit distance between the strings of the nodes and the
shortest path distance between the nodes. For example, in Fig. 1, 𝑑𝐸𝑆𝑃 (𝑢1, 𝑢3) =

√

2 because 𝑑𝐸 (𝚊𝚊𝚊𝚋, 𝚊𝚊𝚋𝚋) = 1 and 𝑑𝑆𝑃 (𝑢1, 𝑢3) = 1.
hat is, 𝑑𝐸𝑆𝑃 combines the two metric spaces ( , 𝑑𝐸 ) and (𝑉 , 𝑑𝑆𝑃 ) into a metric space which measures similarity among string-labeled

nodes, as if they were points in a 2D space. Note that 𝑑𝐸𝑆𝑃 is a metric. This is because both edit distance and shortest path distance
are metrics [43,44] and 𝑑𝐸𝑆𝑃 is a 2-product metric [19] on the Cartesian product of the set of strings  and the set of nodes 𝑉 in

sequence graph  = (𝑉 ,𝐸, , ).

.2. The 𝑑𝐸𝑆𝑅 measure

Our 𝑑𝐸𝑆𝑅 (E is for Edit distance and SR is for SimRank) measure captures the intuition of SimRank, according to which 𝑢 and 𝑣
re similar when they are reachable by similar nodes. However, 𝑑𝐸𝑆𝑅 differs from SimRank in that it also considers the similarity
f the strings of 𝑢 and 𝑣 and the strings of their reachable nodes. For example, among two node pairs with the same SimRank score
e.g., 𝑢1, 𝑢5 and 𝑢1, 𝑢6 in Fig. 1), 𝑑𝐸𝑆𝑅 treats the node pair having more similar strings with respect to edit distance as more similar
e.g., in Fig. 1, 𝑑𝐸𝑆𝑅(𝑢1, 𝑢5) < 𝑑𝐸𝑆𝑅(𝑢1, 𝑢6)).

𝑑𝐸𝑆𝑅 is based on ESR, a similarity score over a pair of nodes 𝑢 and 𝑣, defined in Eq. (2). Specifically, we then define
𝐸𝑆𝑅(𝑢, 𝑣) = 1 − 𝐸𝑆𝑅(𝑢, 𝑣).

𝐸𝑆𝑅(𝑢, 𝑣) =

⎧

⎪

⎪

⎨

⎪

⎪

1, if 𝑢 = 𝑣
0, if 𝑛(𝑢) = ∅ or 𝑛(𝑣) = ∅

𝜎(𝑢,𝑣)
|𝑛(𝑢)||𝑛(𝑣)|

∑

𝑢′∈𝑛(𝑢)

∑

𝑣′∈𝑛(𝑣)
𝐸𝑆𝑅

(

𝑢′, 𝑣′
)

, otherwise,
(2)
⎩

4
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where 𝜎(𝑢, 𝑣) = (1 − 𝑑𝐸 ( (𝑢), (𝑣))
max(| (𝑢)|,| (𝑣)|) ) ⋅ (1 − 𝛾) is a similarity score between strings, which is computed by subtracting the normalized

dit distance from 1 and multiplying by (1 − 𝛾) for a small real number 𝛾 > 0. This ensures that 𝜎(𝑢, 𝑣) < 1 for any pair of nodes
𝑢, 𝑣), which is required for the iterative computation of ESR (see Theorem 1). Importantly, it also ensures that the multiplication
oes not substantially change similarity (i.e., the values of 𝜎(𝑢, 𝑣) and of (1 − 𝑑𝐸 ( (𝑢), (𝑣))

max(| (𝑢)|,| (𝑣)|) ) are nearly equal).
Note that ESR cannot be derived from SimRank by setting 𝑐 = 𝜎(𝑢, 𝑣) in Eq. (1), since in SimRank 𝑐 > 0 [20] while 𝜎(𝑢, 𝑣) may

e 0. Furthermore, ESR is not a simple weighted version of SimRank with 𝑐 = 1 and weight 𝜎(𝑢, 𝑣), since 𝑐 < 1 in Eq. (1). ESR
s also different from SemSim [45], which was developed for attributed graphs and assumes a large value of normalized semantic
imilarity between any pair of values.2 Also, it is easy to see that ESR differs from 𝑑𝐸𝑆𝑃 in that it considers all reachable nodes from
and 𝑣 as well as their strings, while 𝑑𝐸𝑆𝑃 considers only the strings of 𝑢 and 𝑣.

In the following, we show that a fixed-point iteration method, similar to that developed for SimRank [20], can compute ESR.
pecifically, in Theorem 1, we define a function 𝑅𝓁(𝑢, 𝑣), for a node pair 𝑢, 𝑣 and an integer 𝓁 ≥ 0, which quantifies the similarity
f 𝑢 and 𝑣. Next we prove that 𝑅𝓁(𝑢, 𝑣) can be computed iteratively and that the values of 𝑅𝓁(𝑢, 𝑣) converge to 𝐸𝑆𝑅(𝑢, 𝑣). Clearly,
ur measure can also benefit from efficiency optimizations of SimRank (e.g., [46]) and be extended to address the ‘‘zero-similarity’’
roblem [47].

heorem 1. Let 𝑢, 𝑣 ∈ 𝑉 be a pair of nodes in  and 𝑅𝓁(𝑢, 𝑣) be a recursive function, defined as follows for some integer 𝓁 ≥ 0:

𝑅𝓁+1(𝑢, 𝑣) =

⎧

⎪

⎨

⎪

⎩

1, 𝑢 = 𝑣
0, 𝑛(𝑢) = ∅ or 𝑛(𝑣) = ∅

𝜎(𝑢,𝑣)
|𝑛(𝑢)||𝑛(𝑣)|

∑

𝑢′∈𝑛(𝑢)

∑

𝑣′∈𝑛(𝑣)
𝑅𝓁

(

𝑢′, 𝑣′
)

, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(3)

ith 𝑅0(𝑢, 𝑣) =

{

1, for 𝑢 = 𝑣
0, otherwise

. Then, for each 𝑢, 𝑣 ∈ 𝑉 , there exists a unique solution to Eq. (3) such that lim𝓁→∞ 𝑅𝓁(𝑢, 𝑣) = 𝐸𝑆𝑅(𝑢, 𝑣).

roof. We first show the following three properties for 𝑅𝓁 :

I Symmetry: 𝑅𝓁(𝑢, 𝑣) = 𝑅𝓁(𝑣, 𝑢).
II Maximum self similarity: 𝑅𝓁(𝑢, 𝑢) = 1.

III Monotonicity: 0 ≤ 𝑅𝓁(𝑢, 𝑣) ≤ 𝑅𝓁+1(𝑢, 𝑣)≤1.

Then, we will use these properties for proving that the solution of 𝑅𝓁 always exists and is unique to complete the proof.
Symmetry and Maximum self similarity: Properties I and II hold due to the definition of 𝑅𝓁 .
Monotonicity: For 𝑢 = 𝑣, 𝑅0(𝑢, 𝑣) = 𝑅1(𝑢, 𝑣) = ⋯ = 1, so clearly Property III holds. For 𝑢 ≠ 𝑣 with 𝑛(𝑢) = ∅ or 𝑛(𝑣) = ∅, Property III

olds due to the definition of 𝑅𝓁 . In any other case, we show that Property III also holds by induction. (Induction base) For 𝓁 = 0,
the definition of 𝑅𝓁 implies:

0 ≤ 𝑅0(𝑢, 𝑣) ≤ 𝑅1(𝑢, 𝑣)≤ 1. (4)

(Induction hypothesis) For an integer 𝓁 > 0, 0 ≤ 𝑅𝓁−1(𝑢, 𝑣) ≤ 𝑅𝓁(𝑢, 𝑣)≤ 1 holds.
From the induction hypothesis, it holds that:
𝑅𝓁+1(𝑢, 𝑣) − 𝑅𝓁(𝑢, 𝑣) =

𝜎(𝑢,𝑣)
|𝑛(𝑢)||𝑛(𝑣)| ⋅

∑

𝑢′∈𝑛(𝑢)

∑

𝑣′∈𝑛(𝑣)

(

𝑅𝓁(𝑢′, 𝑣′) − 𝑅𝓁−1(𝑢′, 𝑣′)
)

.

𝑅𝓁(𝑢′, 𝑣′) ≥ 𝑅𝓁−1(𝑢′, 𝑣′) holds for any integer 𝓁 > 0 and any 𝑢′, 𝑣′ ∈ 𝑉 . Specifically, for 𝑢′ = 𝑣′, as well as for 𝑢′, 𝑣′ such that
(𝑢′) = ∅ or 𝑛(𝑣′) = ∅, 𝑅𝓁(𝑢′, 𝑣′) ≥ 𝑅𝓁−1(𝑢′, 𝑣′) holds from the definition of 𝑅𝓁 . In any other case, 𝑅𝓁(𝑢′, 𝑣′) ≥ 𝑅𝓁−1(𝑢′, 𝑣′) holds from

the inductive hypothesis. Also, 𝜎(𝑢,𝑣)
|𝑛(𝑢)||𝑛(𝑣)| ≥ 0 holds by the definition of normalized edit similarity. Thus, 𝑅𝓁+1(𝑢, 𝑣) − 𝑅𝓁(𝑢, 𝑣) ≥ 0 ⇒

𝑅𝓁+1(𝑢, 𝑣) ≥ 𝑅𝓁(𝑢, 𝑣) holds for 𝓁 > 0. Therefore, it suffices to show that 0 ≤ 𝑅𝓁(𝑢, 𝑣) and 𝑅𝓁+1(𝑢, 𝑣)≤ 1 hold, for 𝓁 > 0. The first
inequality holds, due to the induction hypothesis. For the second inequality, we have:

𝑅𝓁+1(𝑢, 𝑣) =
𝜎(𝑢, 𝑣)

|𝑛(𝑢)||𝑛(𝑣)|
∑

𝑢′∈𝑛(𝑢)

∑

𝑣′∈𝑛(𝑣)
𝑅𝓁

(

𝑢′, 𝑣′
)

(5)

≤ 𝜎(𝑎, 𝑏)
|𝑛(𝑎)||𝑛(𝑏)|

⋅ |𝑛(𝑎)||𝑛(𝑏)| ⋅ 1 (6)

≤ 1. (7)

Eq. (5) is due to Eq. (3). Eq. (6) is due to the induction hypothesis. Eq. (7) is due to the definition of 𝜎(⋅, ⋅). Therefore,
0 ≤ 𝑅𝓁(𝑢, 𝑣) ≤ 𝑅𝓁+1(𝑢, 𝑣)≤ 1 holds for 𝓁 > 0, and thus we have shown by induction that 0 ≤ 𝑅𝓁(𝑢, 𝑣) ≤ 𝑅𝓁(𝑢, 𝑣)≤ 1 holds for
ny 𝓁 ≥ 0.
Existence: For 𝑢 = 𝑣, or for 𝑢 ≠ 𝑣 such that 𝑛(𝑢) = ∅ or 𝑛(𝑣) = ∅, it is clear that lim𝓁→∞ 𝑅𝓁+1(𝑢, 𝑣) = 𝐸𝑆𝑅(𝑢, 𝑣). In any other case, by

he Monotone Convergence Theorem [48, Section 2.5.1, Theorem 1], we know that the series {𝑅𝓁(𝑢, 𝑣)} for any 𝑢, 𝑣 converges, since

2 Specifically, SemSim uses a decay factor (alike 𝑐 in SimRank) that must be smaller than the semantic similarity between the attribute vectors of any two
nodes. The latter is zero, or near-zero, in sequence graphs, as they contain empty strings, or strings that are largely different, which makes SemSim inapplicable
to our setting.
5
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it is non-decreasing and bounded due to Property III. Furthermore, by Corollary 1 in [48, Section 2.5.1], we know that {𝑅𝓁(𝑢, 𝑣)}
ends to its least upper bound. Thus, it holds lim𝓁→∞ 𝑅𝓁+1(𝑢, 𝑣) = lim𝓁→∞ 𝑅𝓁(𝑢, 𝑣). Therefore,

lim
𝓁→∞

𝑅𝓁+1(𝑢, 𝑣) =
𝜎(𝑢, 𝑣)

|𝑛(𝑢)||𝑛(𝑣)|
⋅ lim
𝓁→∞

∑

𝑢′∈𝑛(𝑢)

∑

𝑣′∈𝑛(𝑣)
𝑅𝓁(𝑢′, 𝑣′) (8)

=
𝜎(𝑢, 𝑣)

|𝑛(𝑢)||𝑛(𝑣)|
⋅

∑

𝑢′∈𝑛(𝑢)

∑

𝑣′∈𝑛(𝑣)
lim
𝓁→∞

𝑅𝓁(𝑢′, 𝑣′). (9)

Eq. (8) is due to the Sum Rule of limits [48, Section 5.1.3, Theorem 3]. Let 𝑅(𝑢, 𝑣) = lim𝓁→∞ 𝑅𝓁+1(𝑢, 𝑣). Then, from Eq. (9), we have
𝑅(𝑢, 𝑣) = 𝜎(𝑢,𝑣)

|𝑛(𝑢)||𝑛(𝑣)| ⋅
∑

𝑢′∈𝑛(𝑢)
∑

𝑣′∈𝑛(𝑣) 𝑅(𝑢′, 𝑣′). This shows that the limit of 𝑅𝓁(⋅, ⋅) with respect to 𝓁 satisfies the ESR equation for 𝑢 ≠ 𝑣
with 𝑛(𝑢) ≠ ∅ and 𝑛(𝑣) ≠ ∅. Thus, we have shown existence.

Uniqueness: let 𝑀 = max(𝑢,𝑣) |𝑠(𝑢, 𝑣) − 𝑠′(𝑢, 𝑣)|, where 𝑠(𝑢, 𝑣) and 𝑠′(𝑢, 𝑣) are two solutions to the ESR, for some pair 𝑢, 𝑣 ∈ 𝑉 . It
uffices to show 𝑀 = 0, as this means 𝑠(𝑢, 𝑣) and 𝑠′(𝑢, 𝑣) are the same (i.e., the solution is unique). Let 𝑀 = |𝑠(𝑎, 𝑏) − 𝑠′(𝑎, 𝑏)| for
ome 𝑎, 𝑏 ∈ 𝑉 . For 𝑎 = 𝑏, 𝑀 = |1 − 1| = 0 due to Property II. For 𝑎 ≠ 𝑏 such that 𝑛(𝑢) = ∅ or 𝑛(𝑣) = ∅, 𝑀 = 0. For 𝑎, 𝑏 such that
(𝑎) ≠ ∅ and 𝑛(𝑏) ≠ ∅, we distinguish two cases for 𝜎(𝑎, 𝑏). For 𝜎(𝑎, 𝑏) = 0, clearly 𝑀 = 0. For 𝜎(𝑎, 𝑏) > 0, we have:

𝑀 = |𝑠(𝑎, 𝑏) − 𝑠′(𝑎, 𝑏)| (10)

= |

𝜎(𝑎, 𝑏)
|𝑛(𝑎)||𝑛(𝑏)|

⋅
∑

𝑢′∈𝑛(𝑎)

∑

𝑣′∈𝑛(𝑏)
(𝑠(𝑢′, 𝑣′) − 𝑠′(𝑢′, 𝑣′))| (11)

= |

𝜎(𝑎, 𝑏)
|𝑛(𝑎)||𝑛(𝑏)|

| ⋅ |
∑

𝑢′∈𝑛(𝑎)

∑

𝑣′∈𝑛(𝑏)
(𝑠(𝑢′, 𝑣′) − 𝑠′(𝑢′, 𝑣′))| (12)

≤ 𝜎(𝑎, 𝑏)
|𝑛(𝑎)||𝑛(𝑏)|

⋅
∑

𝑢′∈𝑛(𝑎)

∑

𝑣′∈𝑛(𝑏)
|𝑠(𝑢′, 𝑣′) − 𝑠′(𝑢′, 𝑣′)| (13)

≤ 𝜎(𝑎, 𝑏)
|𝑛(𝑎)||𝑛(𝑏)|

⋅ |𝑛(𝑎)||𝑛(𝑏)|𝑀 (14)

≤ 𝜎(𝑎, 𝑏) ⋅𝑀. (15)

Eq. (10) is by the definition of 𝑀 . Eq. (11) is by Eq. (2). Eq. (12) is by the multiplicativity of absolute value. Eq. (13) is by the
triangle inequality of absolute value. Eq. (14) is because each |𝑠(𝑢′, 𝑣′) − 𝑠′(𝑢′, 𝑣′)| ≤ 𝑀 by the definition of 𝑀 . Since 𝜎(𝑎, 𝑏) > 0 in
the case we examine, 𝜎(𝑎, 𝑏) < 1 by definition, and 𝑀 ≥ 0 by definition, Eq. (15) (i.e., 𝑀 ≤ 𝜎(𝑎, 𝑏) ⋅𝑀) holds if and only if 𝑀 = 0.
To see this, let 𝑀 > 0. Then, 𝑀

𝑀 = 1 ≤ 𝜎(𝑎, 𝑏), which does not hold by the definition of 𝜎(⋅, ⋅). □

4.3. Proxy measures for 𝑑𝐸𝑆𝑃 and 𝑑𝐸𝑆𝑅

Since exact edit distance computation requires quadratic time (assuming the Strong Exponential Time Hypothesis (SETH) is
true [49]), 𝑑𝐸𝑆𝑃 and 𝑑𝐸𝑆𝑅 are expensive to compute. Therefore, we propose a proxy 𝑑𝐸𝑆𝑃 and 𝑑𝐸𝑆𝑅 for 𝑑𝐸𝑆𝑃 and 𝑑𝐸𝑆𝑅, respectively.
nstead of considering the strings of a pair of nodes, the proxies consider embeddings of these strings into Hamming distance space.
n embedding from a metric space 𝑀1 to a metric space 𝑀2 is a map of points from 𝑀1 to 𝑀2 such that distances are preserved

up to some factor 𝐷 known as the distortion. We employ the CGK algorithm [50], which provides a probabilistic embedding with
linear distortion. The CGK algorithm runs in linear time, and if the edit distance between two input strings is 𝐾, then the Hamming
distance between their embeddings is between 𝐾∕2 and 𝑂(𝐾2) with good probability [50]. By incorporating CGK instead of edit
distance in our algorithms, we substantially improve their efficiency without substantially degrading effectiveness, as it will be
shown in Section 7.

5. Sequence graph 𝒌-Center and 𝒌-Median

We present two clustering problems for sequence graphs inspired by the 𝑘-Center and the 𝑘-Median problems [21–23].

5.1. Sequence graph 𝑘-Center (SGC)

The SGC problem, defined in Problem 1 below, requires finding 𝑘 nodes, referred to as centers, such that the maximum distance
of any node to a closest center with respect to 𝑑𝐸𝑆𝑃 is minimized.

Problem 1 (Sequence Graph 𝑘-Center (SGC)). Given a sequence graph  = (𝑉 ,𝐸, , ) and an integer 𝑘 ∈ [1, |𝑉 |], find a subset  ⊆ 𝑉
of 𝑘 nodes such that max𝑢∈𝑉 min𝑐∈ 𝑑𝐸𝑆𝑃 (𝑢, 𝑐) is minimized.

A clustering {𝑉1,… , 𝑉𝑘} of  is obtained from a solution  to SGC, by assigning into each cluster 𝑉𝑖, 𝑖 ∈ [1, 𝑘], a center 𝑐𝑖 ∈ 
and also every node 𝑢 ∉  that is closer to this center compared to other centers (i.e., every 𝑢 such that 𝑑𝐸𝑆𝑃 (𝑢, 𝑐𝑖) < 𝑑𝐸𝑆𝑃 (𝑢, 𝑐𝑗 ), for
each 𝑗 ≠ 𝑖). If a node is in equal distance from multiple clusters, it is assigned into an arbitrarily selected cluster containing one of

these centers.

6
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The decision version of SGC asks whether there exists a subset  ⊆ 𝑉 of 𝑘 nodes such that

max
𝑢∈𝑉

min
𝑐∈

𝑑𝐸𝑆𝑃 (𝑢, 𝑐) ≤ 𝐵,

for a given real number 𝐵.
We show that SGC is NP-hard by showing that its decision version is NP-complete. We prove this result via a reduction from the

decision version of metric 𝑘-Center [22], which is known to be NP-complete [22].

Problem 2 (Metric 𝑘-Center (Decision Version) [22]). Given a metric space (𝑃 , 𝑑), where 𝑃 is a set of 𝑛 points and 𝑑 ∶ 𝑃 × 𝑃 → R+

s a distance function, an integer 𝑘 ∈ [1, 𝑛], and a real number 𝐵, decide whether there exists a subset 𝐶 ⊆ 𝑃 of 𝑘 points such that
ax𝑝∈𝑃 min𝑐∈𝐶 𝑑(𝑝, 𝑐) ≤ 𝐵.

emma 1. The decision version of SGC is NP-complete.

roof. The decision version of SGC is clearly in NP. In the following, we show that it can be reduced from the decision version of
etric 𝑘-Center. Given any instance 𝑘𝐶 of the decision version of metric 𝑘-Center, we construct an instance 𝑆𝐺𝐶 of the decision

ersion of SGC in polynomial time, by creating a sequence graph  = (𝑉 ,𝐸, , ) as follows: (I) We add a node 𝑢 into 𝑉 , for each
point 𝑝 ∈ 𝑃 , where 𝑃 is the set of points in 𝑘𝐶 . (II) We set 𝐸 = ∅. (III) We set  = {𝜀}. (IV) We define  such that  (𝑢) = 𝜀, for each
∈ 𝑉 . We also set 𝑘 and 𝐵 in 𝑆𝐺𝐶 to 𝑘 and 𝐵 in 𝑘𝐶 , respectively, and 𝑑𝐸𝑆𝑃 (( (𝑢), (𝑣)), (𝑢, 𝑣)) = 𝑑(𝑝, 𝑝′), for every pair (𝑝, 𝑝′) ∈ 𝑃
orresponding to pair (𝑢, 𝑣) ∈ 𝑉 . This completes the construction of 𝑆𝐺𝐶 .

In the following, we prove that 𝑆𝐺𝐶 has a positive answer if and only if 𝑘𝐶 has a positive answer.
(⇒) If 𝑆𝐺𝐶 has a positive answer, there is a subset  ⊆ 𝑉 of 𝑘 nodes such that max𝑢∈𝑉 min𝑐∈ 𝑑𝐸𝑆𝑃 (𝑢, 𝑐) ≤ 𝐵. These nodes correspond
to a subset 𝐶 ⊆ 𝑃 of 𝑘 points such that max𝑝∈𝑃 min𝑐∈𝐶 𝑑(𝑝, 𝑐) ≤ 𝐵. Thus, 𝑘𝐶 has a positive answer.
(⇐) If 𝑘𝐶 has a positive answer, then there is a subset 𝐶 ⊆ 𝑃 of 𝑘 points such that max𝑝∈𝑃 min𝑐∈𝐶 𝑑(𝑝, 𝑐) ≤ 𝐵. These points correspond
to a subset  ⊆ 𝑉 of 𝑘 nodes such that max𝑢∈𝑉 min𝑐∈ 𝑑𝐸𝑆𝑃 (𝑢, 𝑐) ≤ 𝐵. Thus, 𝑆𝐺𝐶 has a positive answer. □

Due to Lemma 1, we obtain Theorem 2 directly.

Theorem 2. SGC is NP-hard.

Proof. The statement follows from Lemma 1. □

We also consider the following variant of SGC which uses 𝑑𝐸𝑆𝑅 instead of 𝑑𝐸𝑆𝑃 :

Problem 3 (Sequence Graph 𝑘-Center (SGC) with 𝑑𝐸𝑆𝑅). Given a sequence graph  = (𝑉 ,𝐸, , ) and an integer 𝑘 ∈ [1, |𝑉 |], find a
subset  ⊆ 𝑉 of 𝑘 nodes such that max𝑢∈𝑉 min𝑐∈ 𝑑𝐸𝑆𝑅(𝑢, 𝑐) is minimized.

The NP-hardness of the variant follows from a similar reduction to that of Lemma 1. The main change is that we reduce from
he decision version of the 𝑘-center problem in which 𝑑 is a dissimilarity function (not necessarily a metric) [21] and that we use
𝐸𝑆𝑅 instead of 𝑑𝐸𝑆𝑃 .

.2. Sequence graph 𝑘-Median (SGM)

The Sequence Graph 𝑘-Median (SGM) problem requires finding 𝑘 nodes, referred to as representatives, such that the sum of
distances between nodes and their closest representative with respect to 𝑑𝐸𝑆𝑃 is minimized.

Problem 4 (Sequence Graph 𝑘-Median (SGM)). Given a sequence graph  = (𝑉 ,𝐸, , ) and an integer 𝑘 ∈ [1, |𝑉 |], find a set  ⊆ 𝑉
of 𝑘 nodes such that ∑𝑢∈𝑉 min𝑐∈ 𝑑𝐸𝑆𝑃 (𝑢, 𝑐) is minimized.

Then, a clustering {𝑉1,… , 𝑉𝑘} is obtained from  as in the SGC problem.
We prove that SGM is NP-hard by reducing the decision version of SGM from the decision version of the metric 𝑘-Median

problem, which is NP-complete [23]. The decision version of SGM asks whether there exists a subset  ⊆ 𝑉 of 𝑘 nodes such that
∑

𝑢∈𝑉 min𝑐∈ 𝑑𝐸𝑆𝑃 (𝑢, 𝑐) ≤ 𝐵, for a given real number 𝐵.

Problem 5 (Metric 𝑘-Median (Decision Version) [23]). Given a metric space (𝑃 , 𝑑), where 𝑃 is a set of 𝑛 points and 𝑑 ∶ 𝑃 × 𝑃 → R+

is a distance function, an integer 𝑘 ∈ [1, 𝑛], and a real number 𝑇 , decide whether there exists a subset 𝐶 ⊆ 𝑃 such that
∑

𝑝∈𝑃 min𝑐∈𝐶 𝑑(𝑝, 𝑐) ≤ 𝑇 .

Lemma 2. The decision version of SGM is NP-complete.

Proof. Given any instance 𝑘𝑀 of the decision version of 𝑘-Median, we construct an instance 𝑆𝐺𝑀 of the decision version of SGM
in polynomial time, by creating a sequence graph  = (𝑉 ,𝐸, , ) as follows: (I) We add a node 𝑢 into 𝑉 , for each point 𝑝 ∈ 𝑃 ,
where 𝑃 is the set of points in  . (II) We set 𝐸 = ∅. (III) We set  = {𝜀}. (IV) We define  such that  (𝑢) = 𝜀 for each 𝑢 ∈ 𝑉 . We
𝑘𝑀
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also set 𝑘 in 𝑆𝐺𝑀 to 𝑘 in 𝑘𝑀 , and 𝑑𝐸𝑆𝑃 (𝑢, 𝑣) = 𝑑(𝑝, 𝑝′), for every pair (𝑝, 𝑝′) ∈ 𝑃 corresponding to pair (𝑢, 𝑣) ∈ 𝑉 . Last, we set 𝐵 in
𝑆𝐺𝑀 to 𝑇 . This completes the construction.

In the following, we prove that 𝑆𝐺𝑀 has a positive answer if and only if 𝑘𝑀 has a positive answer.
(⇒) If 𝑆𝐺𝑀 has a positive answer, then there is a subset  ⊆ 𝑉 of 𝑘 nodes such that ∑

𝑢∈𝑉 min𝑐∈ 𝑑𝐸𝑆𝑃 (𝑢, 𝑐) ≤ 𝐵. These nodes
correspond to a subset 𝐶 ⊆ 𝑃 of 𝑘 points such that ∑𝑝∈𝑃 min𝑐∈𝐶 𝑑(𝑝, 𝑐) ≤ 𝑇 . Thus, 𝑘𝑀 has a positive answer.
(⇐) If 𝑘𝑀 has a positive answer, then there is a subset 𝐶 ⊆ 𝑃 of 𝑘 points such that ∑𝑝∈𝑃 min𝑐∈𝐶 𝑑(𝑝, 𝑐) ≤ 𝑇 . These points correspond
to a subset  ⊆ 𝑉 of 𝑘 nodes such that ∑𝑢∈𝑉 min𝑐∈ 𝑑𝐸𝑆𝑃 (𝑢, 𝑐) ≤ 𝐵. Thus, 𝑆𝐺𝑀 has a positive answer. □

Due to Lemma 2, we obtain Theorem 3 directly.

Theorem 3. SGM is NP-hard.

Proof. The statement follows from Lemma 2.

We also consider a variant of SGM which uses 𝑑𝐸𝑆𝑅 instead of 𝑑𝐸𝑆𝑃 :

Problem 6 (Sequence Graph 𝑘-Median (SGM) with 𝑑𝐸𝑆𝑅). Given a sequence graph  = (𝑉 ,𝐸, , ) and an integer 𝑘 ∈ [1, |𝑉 |], find a
set  ⊆ 𝑉 of 𝑘 nodes such that ∑𝑢∈𝑉 min𝑐∈ 𝑑𝐸𝑆𝑅(𝑢, 𝑐) is minimized.

The decision version of Problem 6 asks whether there exists a subset  ⊆ 𝑉 of 𝑘 nodes such that ∑𝑢∈𝑉 min𝑐∈ 𝑑𝐸𝑆𝑅(𝑢, 𝑐) ≤ 𝐵, for
a given real number 𝐵. Below, we provide a reduction from the decision version of 𝑘-Median [21], which implies that Problem 6
is NP-hard.

Lemma 3. The decision version of Problem 6 is NP-complete.

Proof. Given any instance 𝑘𝑀 of the decision version of 𝑘-Median, we construct an instance 𝑃2 of the decision version of Problem 6
in polynomial time, by creating a sequence graph  = (𝑉 ,𝐸, , ) as follows: (I) We add a node 𝑢 into 𝑉 , for each point 𝑝 ∈ 𝑃 ,
where 𝑃 is the set of points in the decision version of 𝑘-Median. (II) We set 𝐸 = ∅. (III) We set  = {𝜀}. (IV) We define  such
that  (𝑢) = 𝜀 for each 𝑢 ∈ 𝑉 . We also set 𝑘 in 𝑃2 to 𝑘 in 𝑘𝑀 , and set 𝑑𝐸𝑆𝑅(𝑢, 𝑣) = 𝑑(𝑝, 𝑝′)∕(max(𝑝,𝑝′)∈𝑃 𝑑(𝑝, 𝑝′) + 1), for every pair
(𝑝, 𝑝′) ∈ 𝑃 corresponding to pair (𝑢, 𝑣) ∈ 𝑉 , where 𝑑 ∶ 𝑃 × 𝑃 → R+ is the dissimilarity function in the decision version of 𝑘-Median.
For brevity, we denote max(𝑝,𝑝′)∈𝑃 𝑑(𝑝, 𝑝′)+1 by 𝜇. The division with 𝜇 ensures that a value in [0, 1] is assigned to 𝑑𝐸𝑆𝑅 and is needed
because 𝑑𝐸𝑆𝑅 takes values in [0, 1], whereas 𝑑 takes values in R+. Clearly, 𝜇 can be computed in polynomial time. Last, we set 𝐵 in
𝑃2 to 𝑇

𝜇 . This completes the construction.
In the following, we prove that 𝑃2 has a positive answer if and only if 𝑘𝑀 has a positive answer.

(⇒) If 𝑃2 has a positive answer, then there is a subset  ⊆ 𝑉 of 𝑘 nodes such that ∑

𝑢∈𝑉 min𝑐∈ 𝑑𝐸𝑆𝑅(𝑢, 𝑐) ≤ 𝐵. These nodes
orrespond to a subset 𝐶 ⊆ 𝑃 of 𝑘 points such that ∑

𝑝∈𝑃 min𝑐′∈𝐶 𝑑(𝑝, 𝑐′) ≤ 𝑇 , since 𝑑𝐸𝑆𝑅(𝑢, 𝑐) = 𝑑(𝑝,𝑐′)
𝜇 , for every pair of nodes

(𝑢, 𝑐) ∈  corresponding to a pair of points (𝑝, 𝑐′) ∈ 𝐶, and 𝐵 = 𝑇
𝜇 . Thus, 𝑘𝑀 has a positive answer.

⇐) If 𝑘𝑀 has a positive answer, then there is a subset 𝐶 ⊆ 𝑃 of 𝑘 points such that ∑𝑝∈𝑃 min𝑐′∈𝐶 𝑑(𝑝, 𝑐′) ≤ 𝑇 . These points correspond
o a subset  ⊆ 𝑉 of 𝑘 nodes such that ∑𝑢∈𝑉 min𝑐∈ 𝑑𝐸𝑆𝑅(𝑢, 𝑐) ≤ 𝐵, since 𝑑(𝑝, 𝑐′) = 𝑑𝐸𝑆𝑅(𝑢, 𝑐) ⋅ 𝜇, for every pair of points (𝑝, 𝑐′) ∈ 𝐶
orresponding to a pair of nodes (𝑢, 𝑐) ∈ , and 𝑇 = 𝐵 ⋅ 𝜇. Thus, 𝑃2 has a positive answer. □

. Algorithms for clustering sequence graphs

We present algorithms for the SGC and SGM problems. These algorithms are presented with 𝑑𝐸𝑆𝑃 but they can also use 𝑑𝐸𝑆𝑅,
r the proxies of these measures, instead (see Section 7).

.1. Approximation algorithm for SGC

We begin by showing a polynomial-time approximation-preserving reduction from SGC to (the optimization version of) metric
-Center [22] defined below. This allows approximating SGC within a 2-factor.

roblem 7 (Metric 𝑘-Center [22]). Given a metric space (𝑃 , 𝑑), where 𝑃 is a set of 𝑛 points and 𝑑 ∶ 𝑃 ×𝑃 → R+ is a distance function,
nd an integer 𝑘 ∈ [1, 𝑛], find a subset 𝐶 ⊆ 𝑃 of 𝑘 points such that max𝑝∈𝑃 min𝑐∈𝐶 𝑑(𝑝, 𝑐) is minimized.

emma 4. SGC can be reduced to metric 𝑘-Center.

roof. Given any instance 𝑆𝐺𝐶 of SGC, we construct an instance 𝑘𝐶 of metric 𝑘-Center in polynomial time, as follows: (I) We
onstruct a set 𝑃 of points by adding into an initially empty set 𝑃 a point 𝑝, for each node 𝑢 ∈ 𝑉 in the graph of 𝑆𝐺𝐶 . (II) We set
and 𝐵 in 𝑘𝐶 to 𝑘 and 𝐵 in 𝑆𝐺𝐶 , respectively. (III) We set 𝑑(𝑝, 𝑝′) = 𝑑𝐸𝑆𝑃 (( (𝑢), (𝑣)), (𝑢, 𝑣)), for every pair of nodes (𝑢, 𝑣) ∈ 𝑉

orresponding to a pair of points (𝑝, 𝑝′) ∈ 𝑃 . This completes the construction of 𝑘𝐶 .
In the following, we prove the correspondence between a solution  to  and a solution  to  .
𝑘𝐶 𝑘𝐶 𝑆𝐺𝐶 𝑆𝐺𝐶

8
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(⇒) If 𝑘𝐶 is a solution to 𝑘𝐶 , then there is a subset 𝐶 ⊆ 𝑃 of 𝑘 points such that max𝑝∈𝑃 min𝑐∈𝐶 𝑑(𝑝, 𝑐) is minimum. These points
correspond to a subset  ⊆ 𝑉 of 𝑘 nodes such that max𝑢∈𝑉 min𝑐∈ 𝑑𝐸𝑆𝑃 (𝑢, 𝑐) is minimum. Thus, 𝑆𝐺𝐶 is a solution to 𝑆𝐺𝐶 .
(⇐) If 𝑆𝐺𝐶 is a solution to 𝑆𝐺𝐶 , then there is a subset  ⊆ 𝑉 of 𝑘 nodes such that max𝑢∈𝑉 min𝑐∈ 𝑑𝐸𝑆𝑃 (𝑢, 𝑐) is minimum. These
nodes correspond a subset 𝐶 ⊆ 𝑃 of 𝑘 points such that max𝑝∈𝑃 min𝑐∈𝐶 𝑑(𝑝, 𝑐) is minimum. Thus, 𝑘𝐶 is a solution to 𝑘𝐶 . □

Theorem 4. SGC can be approximated within a factor of 2, for any 𝜖 > 0.

Proof. The statement follows from Lemma 4.

We also show that SGC cannot be approximated within a 2 − 𝜖 factor, for any 𝜖 > 0, by reducing metric 𝑘-Center to SGC.

Theorem 5. SGC cannot be approximated within a 2 − 𝜖 factor, for any 𝜖 > 0.

roof. Metric 𝑘-Center cannot be approximated within a 2− 𝜖 factor for any 𝜖 > 0 [22]. Thus, it suffices to reduce 𝑘-Center to SGC.
Given any instance 𝑘𝐶 of metric 𝑘-Center, we construct an instance 𝑆𝐺𝐶 of SGC in polynomial time, as follows. First, we create

a sequence graph  = (𝑉 ,𝐸, , ) as follows: (I) We add a node 𝑢 into 𝑉 , for each point 𝑝∈ 𝑃 , where 𝑃 is the set of points in 𝑘𝐶 .
II) We set 𝐸 = ∅. (III) We set  = {𝜀}. (IV) We define  such that  (𝑢) = 𝜀, for each 𝑢 ∈ 𝑉 . We also set 𝑘 in 𝑆𝐺𝐶 to 𝑘 in 𝑘𝐶 , and
𝑑𝐸𝑆𝑃 (( (𝑢), (𝑣))) = 𝑑(𝑝, 𝑝′), for every pair (𝑝, 𝑝′) ∈ 𝑃 corresponding to pair (𝑢, 𝑣) ∈ 𝑉 . This completes the construction of 𝑆𝐺𝐶 .

The correspondence between a solution 𝑆𝐺𝐶 to 𝑆𝐺𝐶 and a solution 𝑘𝐶 to 𝑘𝐶 holds due to Lemma 4. □

Therefore, we develop SGC-APPROX, a 2-approximation algorithm for SGC which is based on the algorithm of Gonzalez [51]
for metric 𝑘-Center. Note that, by Theorem 5, it is not possible to design a polynomial-time approximation algorithm for SGC with
better approximation ratio than that of SGC-APPROX.

Algorithm 1 SGC-APPROX(, 𝑘)
Input: Sequence graph (𝑉 ,𝐸, , ) and the number of clusters 𝑘
Output: a set of clusters 

1: Select an arbitrary node 𝑐 from 𝑉
2: Add cluster {𝑐} into an empty set of clusters 
3: Add node 𝑐 into an empty set 𝐶
4: while |𝐶| < 𝑘 do
5: Select node 𝑢 such that min𝑢∈𝑉 ⧵𝐶,𝑐∈𝐶 𝑑𝐸𝑆𝑃 (𝑢, 𝑐) is maximized
6: Add cluster {𝑢} into set of clusters 
7: Add node 𝑢 into set 𝐶
8: end while
9: for each node 𝑢 ∈ 𝑉 ⧵ 𝐶 do

10: Add 𝑢 into the cluster in  whose center 𝑐 has minimum 𝑑𝐸𝑆𝑃 (𝑢, 𝑐)
11: end for
12: return 

Our algorithm works as follows (see Algorithm 1 for the pseudocode). It adds an arbitrary node 𝑐 into an initially empty set of
clusters  and into an auxiliary set 𝐶 that will contain the selected centers (Lines 1 to 3). Then, it performs 𝑘−1 iterations (Lines 4
to 8). In each iteration, it finds a node that is as far as possible from its closest node in 𝐶 with respect to 𝑑𝐸𝑆𝑃 . This node is selected
as a center and is added into  and into 𝐶. After that, SGC-APPROX constructs and returns a clustering comprised of a center and
its closest nodes with respect to 𝑑𝐸𝑆𝑃 , breaking ties arbitrarily (Lines 9 to 12).

The approximation guarantee of SGC-APPROX is given below:

Theorem 6. SGC-APPROX finds a solution  to SGC with

max
𝑢∈𝑉

min
𝑐∈

𝑑𝐸𝑆𝑃 (𝑢, 𝑐) ≤ 2 ⋅max
𝑢∈𝑉

min
𝑐∈∗

𝑑𝐸𝑆𝑃 (𝑢, 𝑐),

where ∗ is an optimal solution to SGC, in 𝑂(((max𝑠∈ |𝑠|)2 + |𝐸|)𝑘|𝑉 |) time.

Proof. The approximation guarantee of SGC-APPROX follows from that the algorithm of Gonzalez [51] has an approximation factor
of 2 for the metric 𝑘-Center problem and from Theorem 4.

The time complexity of SGC-APPROX is 𝑂(((max𝑠∈ |𝑠|)2+ |𝐸|)𝑘|𝑉 |). This is because, in each of the 𝑂(𝑘) iterations, the algorithm
omputes 𝑑𝐸𝑆𝑃 between 𝑢 and 𝑣, where 𝑢 is one of the 𝑂(𝑘) nodes in  and 𝑣 is one of the 𝑂(|𝑉 |) nodes that are not contained in
, and each such computation takes 𝑂((max𝑠∈ |𝑠|)2 + |𝐸|) time: 𝑂((max𝑠∈ |𝑠|)2) for computing 𝑑𝐸 [52]; and 𝑂(|𝐸|) for computing
𝑆𝑃 using the algorithm of Thorup [53]. □

.2. Heuristic for SGM

We propose SGM-HEUR (see Algorithm 2 for the pseudocode), a heuristic based on an efficient and effective version of the 𝑘-
edoids algorithm [54]. Our heuristic selects 𝑘 nodes with a smallest score ∑ 𝑑𝐸𝑆𝑃 (𝑢,𝑣)

∑ , treats each such node as a cluster
𝑣∈𝑉
𝑣′∈𝑉 𝑑𝐸𝑆𝑃 (𝑣,𝑣′)

9
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representative (medoid), and adds each other node into the cluster of its closest representative (Lines 1 to 8). After that, it updates
the representatives and the clusters, as 𝑘-medoids does, until the clusters do not change or 𝑀 iterations are performed (Lines 9 to
21). Last, it returns the set of clusters (Line 22). SGM-HEUR requires 𝑂([|𝑉 |

2 ⋅ ((max𝑠∈ |𝑠|)2 + |𝐸|)] + [|𝑉 |𝑘𝑀]) time. The term in
he first (respectively, second) pair of square brackets is the time for computing 𝑑𝐸𝑆𝑃 for all node pairs (respectively, the time for
eriving the clustering).

Algorithm 2 SGM-HEUR(, 𝑀 , 𝑘)
Input: Sequence graph (𝑉 ,𝐸, , ), maximum number of iterations 𝑀 , and the number of clusters 𝑘
utput: a set  of 𝑘 clusters

/* Select initial medoids */
1: Create empty set 
2: 𝐶 ← set of 𝑘 nodes in 𝑉 with a smallest ∑𝑣∈𝑉 ′

𝑑𝐸𝑆𝑃 (𝑣,𝑣′)
∑

𝑣′∈𝑉 𝑑𝐸𝑆𝑃 (𝑣,𝑣′)
/* Construct initial clusters */

3: while 𝐶 ≠ ∅ do
4: Select a node 𝑢 ∈ 𝐶 arbitrarily
5: Create a cluster 𝑐 = {𝑢} with medoid 𝜇(𝑐) = 𝑢
6: Add 𝑐 into 
7: Remove 𝑐 from 𝐶
8: end while
9: Add each 𝑢 ∈ 𝑉 into a cluster 𝑐 ∈  such that 𝑑𝐸𝑆𝑃 (𝑢, 𝜇(𝑐)) is minimum

10: 𝑆0 ←
∑

𝑢∈𝑐∶𝑐∈ 𝑑𝐸𝑆𝑃 (𝑢, 𝜇(𝑐))
11: 𝑆𝑚 ← 0, for each 𝑚 ∈ [1,𝑀]
12: for each 𝑚 ∈ [1,𝑀] do

/* Update medoids */
13: for each 𝑐 ∈  do
14: 𝜇(𝑐) ← node 𝑢 ∈ 𝑐 with a minimum ∑

𝑢′∈𝑐 𝑑𝐸𝑆𝑃 (𝑢, 𝑢′)
15: end for

/* Assign nodes into clusters */
16: Add each 𝑢 ∈ 𝑉 into a cluster 𝑐 ∈  such that 𝑑𝐸𝑆𝑃 (𝑢, 𝜇(𝑐)) is minimum
17: 𝑆𝑚 ←

∑

𝑢∈𝑐∶𝑐∈ 𝑑𝐸𝑆𝑃 (𝑢, 𝜇(𝑐))
18: if 𝑆𝑚 = 𝑆𝑚−1 then
19: break
20: end if
21: end for
22: return 

7. Experimental evaluation

In this section, we evaluate our algorithms with respect to effectiveness and efficiency. We also demonstrate that ESR and 𝐸𝑆𝑅
nd hence 𝑑𝐸𝑆𝑅 and 𝑑𝐸𝑆𝑅 converge fast.

valuated Methods. We tested SGC-APPROX and SGM-HEUR with 𝑑𝐸𝑆𝑃 , 𝑑𝐸𝑆𝑃 , 𝑑𝐸𝑆𝑅, or 𝑑𝐸𝑆𝑅. We report results for SGC-APPROX
ith 𝑑𝐸𝑆𝑃 (referred to as CA) and with 𝑑𝐸𝑆𝑃 (referred to as CA𝐸), as well as for SGM-HEUR with 𝑑𝐸𝑆𝑅 (referred to as MH) and with
𝐸𝑆𝑅 (referred to as MH𝐸). The use of 𝑑𝐸𝑆𝑅 and 𝑑𝐸𝑆𝑅 in SGC-APPROX did not substantially help quality but reduced efficiency,
hile the use of 𝑑𝐸𝑆𝑃 and 𝑑𝐸𝑆𝑃 in SGM-HEUR did not substantially help efficiency but reduced quality; thus we omit these results.

n all our algorithms, we used a normalized version of 𝑑𝐸𝑆𝑃 , where 𝑑𝐸 and 𝑑𝑆𝑃 is divided by its maximum value, and a similarly
ormalized version of 𝑑𝐸𝑆𝑃 . We compared our algorithms against four state-of-the-art attributed graph clustering methods which
mploy different techniques (see Section 2): (I) Text-Associated DeepWalk (TADW) [12], (II) Text Enhanced Network Embedding
TENE) [16], (III) Binarized Attributed Network Embedding (BANE) [17], and (IV) Adaptive Graph Convolution (AGC) [18].

To use these methods, we first constructed the set  = ∪𝑠∈𝑄𝑠, where 𝑄𝑠 is the set of 𝑞-grams of a string 𝑠 ∈ , and then
mbedded the string  (𝑢) of each node 𝑢 ∈ 𝑉 into an attribute vector 𝑢 such that 𝑢[𝑖] is equal to: (I) 1, if  (𝑢) contains the
-gram with lexicographic rank3 𝑖 in , and 0 otherwise, (II) the frequency in  (𝑢) of the 𝑞-gram with lexicographic rank 𝑖 in , or
III) the tf-idf score in  of the 𝑞-gram with lexicographic rank 𝑖 in . Note that such embeddings have already been used in the
iterature, for instance, in [10,16,33]. We report results for the best embedding method for each competitor and 𝑞. The real-valued
mbedding constructed by TADW or TENE was fed into 𝑘-means, following [55], while the binary embedding of BANE was fed into
-medoids [54] (with Hamming distance). We also implemented variants of CA and MH that represent a string using a vector of
-grams, as TADW and TENE do, reporting results for the best embedding method and 𝑞. We refer to the variant of CA (respectively,
H) as CAvec (respectively, MHvec). Methods for clustering strings (𝑘-medoids [54], 𝑘-means [1]) or graphs (spectral clustering [1])

erformed worse than [12,16,17]; thus we omit their results. We summarize all tested methods in Table 1, for ease of reference.

3 The lexicographic rank of a string in a set of strings is the rank of the string in the lexicographically sorted list of all the strings in the set.
10
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Table 1
Summary of the methods used in experiments.
Acronym Description

CA SGC-APPROX with 𝑑𝐸𝑆𝑃
CA𝐸 SGC-APPROX with 𝑑𝐸𝑆𝑃
MH SGM-HEUR with 𝑑𝐸𝑆𝑅
MH𝐸 SGM-HEUR with 𝑑𝐸𝑆𝑅
CAvec Variant of CA with vector of 𝑞-grams
MHvec Variant of MH with vector of 𝑞-grams

TADW Text-Associated DeepWalk [12]

TENE Text Enhanced Network Embedding [16]
BANE Binarized Attributed Network Embedding [17]
AGC Adaptive Graph Convolution [18]

Table 2
Datasets characteristics.
Dataset # nodes # edges Avg., max.

degree
Alphabet size
|𝛴 |

Avg., max. string
length

CIAO 2,375 43,690 36.792, 453 6 15.185, 868
EPIN 22,165 286,822 25.881, 2,032 27 41.609, 5,357

Fig. 2. Comparison of our algorithms against variants that represent strings as attribute vectors: (a) ASPE vs. 𝑘 for CIAO. (b) Modularity vs. 𝑘 for CIAO. (c)
ASPE vs. 𝑘 for EPIN. (d) Modularity vs. 𝑘 for EPIN.

Datasets and Setup. We used the Ciao (CIAO) and Epinions (EPIN) datasets from https://www.cse.msu.edu/~tangjili/datasetcode/
ruststudy.htm.

In these datasets, each user (node) is associated with a (potentially empty) sequence of reviewed products (string), and an edge
onnects users who trust each other. Table 2 summarizes the characteristics of the datasets we used.

Clustering quality was quantified using: (I) the Average Sum of Pairwise Edit distances (ASPE), defined as
1
𝑘
∑

𝑐∈
∑

𝑢,𝑣∈𝑐 𝑑𝐸 ( (𝑢), (𝑣)); and (II) Modularity [2], a well-established measure of network (graph) clustering quality, expressed
s the fraction of the edges that fall within the given clusters minus the expected fraction if edges were distributed at random.
mall ASPE and large Modularity values are preferred. The speed of convergence of ESR (see Theorem 1) was measured using
verage Relative Difference (ARD) [45], defined as 1

|𝑉 |

2
∑

𝑢,𝑣∈𝑉
𝑅𝓁+1(𝑢,𝑣)−𝑅𝓁 (𝑢,𝑣)

𝑅𝓁 (𝑢,𝑣)
, where 𝓁 and 𝓁 + 1 are two consecutive iterations of

the fixed-point iteration algorithm. ARD was also used with 𝐸𝑆𝑅 (defined as 𝐸𝑆𝑅(𝑢, 𝑣) = 1 − 𝑑𝐸𝑆𝑅(𝑢, 𝑣)) and SimRank.
By default, we used 𝑘 = 15, 𝑞 = 2, 𝛾 = 10−9, and 𝓁 = 5. We also used the default value 𝑀 = 300 [54] and default

arameter values for competitors. The proxy measures were implemented following [56]. All results are averaged over 10 runs.
ll algorithms were implemented in Python and executed on an Intel i9 at 3.70 GHz with 64 GB RAM. Our source code is available
t https://rebrand.ly/SGcode.

tring vs. Vector Representation. We show that representing strings as attribute vectors has a negative impact on clustering quality
ia comparing our algorithms to the variants CAvec and MHvec. As can be seen in Figs. 2 and 3, CAvec resulted in higher (worse)
SPE than both CA and CA𝐸 . For example, the average ASPE for CAvec was higher than that of CA (respectively, CA𝐸) by 104%

respectively, 56%) on average (over the two datasets). Also, CAvec resulted in lower (worse) Modularity than both CA and CA𝐸 .
or example, the average Modularity for CAvec was lower than that of CA (respectively, CA𝐸) by 18% (respectively, 33%) (over the
wo datasets). These results show the benefit of measuring similarity by using strings directly as our algorithms do. Since CAvec and
Hvec performed worse than CA and MH, we do not report results for them in the remaining of this section.

lustering Quality. We show that our algorithms created clusters containing nodes with similar strings, as ASPE is lower than
hat of most competitors (see Fig. 4(a)), which are also structurally similar, as Modularity is higher than that of most competitors
11
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https://rebrand.ly/SGcode


H. Zhong, G. Loukides and S.P. Pissis Data & Knowledge Engineering 138 (2022) 101981

a

(
a
a
i
p
A
e

t
I
t
r
B
o
g

Fig. 3. Comparison of our algorithms against variants that represent strings as attribute vectors: (a) ASPE vs. 𝑘 for CIAO. (b) Modularity vs. 𝑘 for CIAO. (c)
ASPE vs. 𝑘 for EPIN. (d) Modularity vs. 𝑘 for EPIN.

Fig. 4. Comparison of our algorithms against state-of-the-art algorithms for attributed graph clustering: (a) ASPE and (b) Modularity vs. 𝑘 for CIAO. (c) ASPE
nd (d) Modularity vs. 𝑘 for EPIN.

see Fig. 4(b)). In addition, the use of proxy measures by our algorithms did not substantially affect clustering quality, as CA𝐸
nd MH𝐸 performed very similarly to CA and MH, respectively (see Fig. A.8 in Appendix A). On the other hand, the competitors
chieved a worse clustering than our algorithms, when considering both ASPE and Modularity together, and some were worse
n both of these measures. For example, TENE performed poorly in terms of both ASPE and Modularity, while BANE and TADW
erformed the worst in terms of Modularity and worse than MH and MH𝐸 in terms of ASPE. AGC performed the worst in terms of
SPE but the best in terms of Modularity for 𝑘 < 36. For 𝑘 ≥ 36, AGC did not terminate because the eigenvalue decomposition it
mploys to find the convolution failed. Similar results were obtained for the EPIN dataset (see Figs. 4(c) and 4(d)).

The reason that AGC performed poorly with respect to ASPE is that it favors Modularity by design, since it assumes that nodes
hat are close in the graph will likely be clustered together, as mentioned in Section 2. This assumption is not necessarily true.
n fact, in our setting, AGC created clusters comprised of nodes that are close in the graph but have quite dissimilar strings and
his led to poor clusters in terms of ASPE. The reason that TADW performed poorly with respect to Modularity is that it supervises
andom walks based on attribute vectors, which resulted in clusters with nodes that are far apart in the graph. The reason that
ANE (respectively, TENE) performed poorly in terms of Modularity is that it does not use higher than first (respectively, second)
rder proximities to capture the distance of nodes in the graph. However, such proximities are important to consider [42] because
ood clusters may be constructed based on higher than second order proximities.
12
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Fig. 5. Impact of 𝑞 on clustering quality for competitors: (a) ASPE and (b) Modularity vs. 𝑞 for CIAO. (c) ASPE and (d) Modularity vs. 𝑞 for EPIN.

Fig. 6. Convergence speed for our measures and SimRank: ARD vs. 𝓁 (number of iterations of fixed-point iteration algorithm) for: (a) CIAO and (b) EPIN.

The good performance of our methods is due to three factors: (I) 𝑑𝐸𝑆𝑅 and 𝑑𝐸𝑆𝑃 can capture graph distance and string distance in
a unified manner. (II) Unlike the competitors, our methods use the strings directly in similarity measurements instead of representing
strings as attribute vectors, which may lose similarity information. (III) Unlike TENE and BANE, which only use first or first and
second order proximities, our methods employ measures that capture distance between two nodes based also on longer paths.

Note that the values of ASPE and Modularity depend on the similarity between strings and the similarity between nodes,
respectively. Thus, it may not be possible to create a clustering with both low ASPE and high Modularity, when close nodes have
different strings and vice versa.

Besides, we also examined the impact of 𝑞 (length of 𝑞-gram used in the vector representation of a string by the competitors).
Figs. 5 (c)–(d) show that cluster quality in EPIN became worse as 𝑞 increased. This is because the number of distinct 𝑞-grams
(i.e., ||) increases and thus ASPE increased as well. Thus, the default value 𝑞 = 2 we used is a fair choice. The results for CIAO

ere similar (see Figs. 5 (a)–(b)).

onvergence. We show that ESR and 𝐸𝑆𝑅 converge faster than SimRank, which helps efficiency (see Fig. 6) This is attributed to
he impact of string similarity (e.g., 𝜎(𝑢, 𝑣) = 0 implies 𝑅𝓁+1(𝑢, 𝑣) = 0 in Eq. (3)). In fact, the ARD scores for ESR and 𝐸𝑆𝑅 were

smaller than 10−3 after 5 iterations, while those for SimRank were an order of magnitude larger even after 20 iterations.

Runtime. We examined the runtime of all methods for varying number of nodes (see Fig. 7) CA𝐸 and MH𝐸 were much more
efficient than all competitors. For instance, CA𝐸 was up to 8 and 3 times faster than TENE, the fastest competitor, in the experiment
of Fig. 7(a) and 7(b), respectively. As expected, CA𝐸 and MH𝐸 were faster than CA and MH, since the last two algorithms need to
compute edit distance instead of the more efficient to compute proxy measures. For example, MH𝐸 was two orders of magnitude
faster than MH in the case of clustering CIAO and even faster in the case of clustering EPIN. In addition, CA𝐸 was approximately
two times faster than CA. The impact of using the proxy measure in the algorithms for SGC was less significant compared to the
algorithms for SGM, because in the former there are fewer edit distance computations, as in SGC there is no need to compute all
pairwise distances between strings. CA was faster than MH, as expected by the complexity analysis (see Section 6). For example,
A was more than 50 times faster than MH in the case of the CIAO dataset and more than two order of magnitudes faster in the

ase of the EPIN dataset.

13
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Fig. 7. Efficiency for our methods and the competitors: Runtime vs. % of nodes for: (a) CIAO and (b) EPIN.

8. Case study: Clustering phylogenetic trees

As discussed in Introduction, an edge in a sequence graph can model a relationship between users or a relationship between
strings. In Section 7, we demonstrated the effectiveness of our approach in applications where edges represent relationships between
users and the input data are modeled as a graph. We now proceed to presenting a case study that highlights the effectiveness of our
approach when edges represent relationships between strings and the input data are modeled as a phylogenetic tree [24].

In particular, we consider the domain of bioinformatics and the application of evaluating the quality of a phylogenetic tree [24].
A phylogenetic tree is a rooted or unrooted leaf-labeled bifurcating (binary) tree that represents evolutionary relationships among
biological organisms [24]. A phylogenetic tree can be inferred from a set of strings, each representing the genomic sequence of an
organism. Each leaf of the tree corresponds to a different organism and is labeled with a string representing the genomic sequence of
the organism, while each non-leaf node 𝑢 corresponds to a cluster comprised of all strings associated with the leaves of the subtree
rooted at 𝑢. Thus, a phylogenetic tree is a hierarchical representation of all clusterings of the strings of its leaves.

A phylogenetic tree 𝑇 whose leaves correspond to a set of strings 𝑆 can be constructed by different methods (e.g., by
agglomerative hierarchical clustering methods [24]). To evaluate the quality of 𝑇 , one can compare it with a ground truth clustering

of 𝑆. Let 𝑘 be the number of clusters in . Clearly, 𝑇 cannot be compared with  directly, since the former is a binary tree (i.e., a
2D structure), whereas the latter is a partition of 𝑆 into 𝑘 clusters (i.e., a 1D structure). Therefore, one needs to first ‘‘flatten’’ 𝑇 , by
creating a clustering ′ of its leaves that has 𝑘 clusters, and then compare ′ with . If these two clusterings are similar, 𝑇 is of high
uality, as it accurately reflects the evolutionary relationships between the organisms corresponding to the strings of 𝑆 according
o the ground truth clustering.

It is easy to see that 𝑇 can be modeled as a sequence graph  = (𝑉 ,𝐸, , ) with 𝑉 (respectively, 𝐸) being the set of nodes
(respectively, edges) of 𝑇 ,  being the set of strings 𝑆 corresponding to the leaves of 𝑇 (i.e., the leaf labels), and  being a function
that associates each leaf of 𝑇 with is corresponding string in 𝑆 and each non-leaf node in 𝑇 with the empty string. Thus, we can
construct ′ by first clustering the sequence graph corresponding to 𝑇 with 𝑘 equal to the number of clusters in the ground truth
clustering, and then creating, for each resultant cluster 𝑐, a cluster 𝑐′ in ′ that is comprised of the non-empty strings corresponding
to the nodes in 𝑐. After that, we can compare ′ with the ground truth clustering  using measures that compare clusterings (e.g., the
measures in [57–59]).

In what follows, we first discuss the data and setup we used and then the results of our case study.

Data and Setup. We used three datasets, referred to as Ebolavirus (EBOL), Influenza (INFL), and Coronavirus (COR). The
characteristics of these datasets are summarized in Table 3. In these datasets, each record is a genomic sequence of a different virus
type (e.g., in EBOL, there are 59 records and each record corresponds to a different type of Ebolavirus). All genomic sequences were
downloaded from the NCBI GenBank [60] based on their accession numbers provided in [61].

For each dataset, we obtained the phylogenetic tree from [62], and the ground truth clustering from the NCBI GenBank [60]
using the BioPython library [63]. Specifically, each cluster in the ground truth clustering is comprised of all sequences with the
same value in the Organism field, for EBOL and INFL, or all sequences with the same value in the last element of the Taxonomy field
for COR (since all sequences in this dataset had the same value in Organism). It can be readily verified from Figs. B.9, B.10, and
B.11 in Appendix B that the phylogenetic trees we used are in accordance with the ground truth clustering. That is, each ground
truth cluster contains leaves that are close together in the phylogenetic tree.
14
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Table 3
Datasets characteristics.
Dataset # of leaves # of edges Avg., max. Alphabet size Avg., max. Ground truth

degree |𝛴 | string length clusters

EBOL 59 116 1.98, 3 4 18,932, 18,961 5
INFL 38 74 1.97, 3 4 1,406, 1,467 5
COR 34 66 1.97, 3 4 27,567, 31,357 9

Table 4
ACC for different methods applied with 𝑘 = 5 on EBOL and INFL, and with 𝑘 = 9 on COR.
A × denotes that a method did not produce a score, because it did not produce 𝑘 clusters. The
values for the best performing method are in bold.
Methods EBOL INFL COR

CA 0.904 0.947 0.941
CA𝐸 0.805 0.894 0.882
MH 0.814 0.845 0.756
MH𝐸 0.712 0.753 0.729
TADW 0.627 0.447 0.382
TENE 0.576 0.394 0.352
BANE × 0.368 ×
AGC 0.423 0.317 0.352

Table 5
NMI for different methods applied with 𝑘 = 5 on EBOL and INFL, and with 𝑘 = 9
on COR. A × denotes that a method did not produce a score, because it did not
produce 𝑘 clusters. The values for the best performing method are in bold.
Methods EBOL INFL COR

CA 0.894 0.962 0.957
CA𝐸 0.880 0.857 0.918
MH 0.837 0.884 0.720
MH𝐸 0.701 0.835 0.701
TADW 0.426 0.269 0.389
TENE 0.317 0.255 0.434
BANE × 0.313 ×
AGC 0.435 0.322 0.376

Table 6
Macro-𝐹1 for different methods applied with 𝑘 = 5 on EBOL and INFL, and with
𝑘 = 9 on COR. A × denotes that a method did not produce a score, because it
did not produce 𝑘 clusters. The values for the best performing method are in
bold.
Methods EBOL INFL COR

CA 0.901 0.943 0.886
CA𝐸 0.717 0.889 0.848
MH 0.751 0.840 0.762
MH𝐸 0.693 0.708 0.709
TADW 0.483 0.376 0.375
TENE 0.371 0.401 0.317
BANE × 0.321 ×
AGC 0.401 0.345 0.286

We constructed a clustering ′ from the sequence graph corresponding to a phylogenetic tree 𝑇 by applying one of our methods
(CA, CA𝐸 , MH, and MH𝐸) or a competitor (TADW, TENE, BANE, AGC), configured as in Section 7.

To measure similarity between ′ and the ground truth clustering, we used three well-established measures that compare similar-
ty between two clusterings based on their labels: Clustering Accuracy (ACC) [57], Normalized Mutual Information (NMI) [58], and
acro-𝐹1 score [59]. These measures take values in [0, 1] with larger values indicating a more accurate (i.e., closer to the ground

truth) clustering.
15
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ACC is computed based on Eq. (16):

ACC(′,) =
∑

|𝑆|
𝑖=1 𝟏

(

𝑙𝑖 = 𝑚
(

𝑐𝑖
))

|𝑆|
, (16)

here 𝑆 is the set of strings in the input sequence graph, 𝑙𝑖 is the ground truth label of the 𝑖th string in the input sequence graph,
𝑖 is the id of the cluster where this string belongs in ′ that is used as clustering label, 𝑚() is the optimal mapping function that
ermutes clustering labels to match the ground truth labels,4 and 𝟏() outputs 1 if its argument is true and 0 otherwise.

NMI is computed based on Eq. (17):

NMI(,′) =

∑𝑘
𝑖=1

∑𝑘
𝑗=1 𝑛𝑖𝑗 log2

𝑛𝑖𝑗
𝑛𝑖 𝑛̂𝑗

√

(

∑𝑘
𝑖=1 𝑛𝑖 log2

𝑛𝑖
𝑛

)(

∑𝑘
𝑗=1 𝑛̂𝑗 log2

𝑛̂𝑗
𝑛

)

, (17)

here 𝑛𝑖 denotes the number of strings in the 𝑖th cluster in ′, 𝑛̂𝑗 denotes the number of strings belonging to the 𝑗th cluster in the
ground truth clustering , 𝑛𝑖𝑗 is the number of strings belonging both in the 𝑖th cluster in ′ and in the 𝑗th ground truth cluster,
nd 𝑘 is the number of clusters.

The macro-𝐹1 measure is based on the 𝐹1 measure. 𝐹1 assumes a setting where there are only two different labels, namely 0 and
, in the ground truth clustering, and it is computed based on Eq. (18):

𝐹1 = 2 ⋅ Prec ⋅ Rec
Prec + Rec ,

(18)

where Prec = 𝑇𝑃
𝑇𝑃+𝐹𝑃 and Rec = 𝑇𝑃

𝑇𝑃+𝐹𝑁 . In turn, 𝑇𝑃 denotes the number of strings with label 1 in both the ground truth clustering
and ′, while 𝐹𝑁 (respectively, 𝐹𝑃 ) denotes the number of strings with label 1 (respectively, 0) in the ground truth clustering and

(respectively, 1) in ′. When the ground truth clustering contains 𝐿 labels, the macro-𝐹1 measure is defined based on Eq. (19):
𝐿
∑

𝑐=1
𝐹1(𝑐)∕𝐿, (19)

here 𝐹1(𝑐) is the 𝐹1 score obtained for a two-label setting, in which 1 is the label of cluster 𝑐 and 0 is the label of any other cluster.
We used the default parameters of Section 7 for all methods. All experiments ran on the PC mentioned in Section 7.

Clustering Quality. Since the phylogenetic trees we used are in accordance with the ground truth (see Figs. B.9, B.10, and B.11 in
Appendix B), we expect that a good clustering method for evaluating a phylogenetic tree would have a high value (close to 1) in
ACC, NMI, and macro-𝐹1. The higher the value, the better the clustering method, as the clustering it constructs is more similar to
the ground truth clustering.

Tables 4, 5, and 6 show that the clusterings created by our methods are substantially more similar to the ground truth clustering
compared to those created by the competitors. CA was the best performing method, outperforming MH in all tested cases, due to its
objective function. Specifically, its ACC, NMI, and macro-𝐹1 scores were 15.6%, 15.2%, and 16% larger on average (over all datasets)
than those of MH, respectively. In addition, the use of proxy measures in our methods did not substantially affect clustering quality.
This is encouraging as our methods using proxy measures, namely CA𝐸 and MH𝐸 , are more efficient, as discussed in Section 7.

On the other hand, the competitors did not perform well. For example, the ACC, NMI, and macro-𝐹1 scores for CA were 91.8%,
159.5%, and 121.2% larger on average (over all datasets) than the best competitor TADW. The main reason for the poor performance
of competitors is that, in the application we consider, only the leaves of a phylogenetic tree have non-empty strings associated with
them, while a large number of non-leaf nodes are associated with the empty string. This leads the competitors to construct clusters
with leaf nodes associated with different strings, as their assumptions (close nodes in the tree should be clustered together for AGC,
and low order proximities are sufficient to cluster nodes in the tree for BANE and TENE) are invalidated. Last, note that in the case
of EBOL and COR, BANE did not produce 𝑘 clusters, since it learned fewer than 𝑘 binary code representations.

9. Conclusion

This work introduced the problem of clustering sequence graphs and studied variants of the problem based on the 𝑘-center and
𝑘-median problems. We first proposed a product metric and a SimRank-based measure to capture distance between two nodes of a
sequence graph, as well as a proxy for each measure. We then proposed an approximation algorithm and a heuristic, which generally
outperform attribute-based graph clustering methods, as shown experimentally. Last, we proposed a methodology that successfully
applies our measures (and the corresponding clustering algorithms) to evaluate whether a given phylogenetic tree is in accordance
with a given ground truth clustering.
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Appendix A. The impact of proxy measures on clustering quality

See Fig. A.8.

Fig. A.8. Comparison of MH and CA against 𝑀𝐻𝐸 and 𝐶𝐴𝐸 : (a) ASPE and (b) Modularity vs. 𝑘 for CIAO. (c) ASPE and (d) Modularity vs. 𝑘 for EPIN.
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Appendix B. Phylogenetic trees with the ground truth

See Figs. B.9–B.11.

Fig. B.9. Phylogenetic tree of INFL with the ground truth. The sequences are shown as leaves. Each cluster in the ground truth clustering is represented with
a differently colored rectangle.
18



H. Zhong, G. Loukides and S.P. Pissis Data & Knowledge Engineering 138 (2022) 101981

a

Fig. B.10. Phylogenetic tree of EBOL with the ground truth. The sequences are shown as leaves. Each cluster in the ground truth clustering is represented with

differently colored rectangle.
19
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Fig. B.11. Phylogenetic tree of COR with the ground truth. The sequences are shown as leaves. Each cluster in the ground truth clustering is represented with
a differently colored rectangle.
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