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Abstract

Several Active Queue Management (AQM) techniques for routers in the Internet have been proposed and studied during the past few years. One of the widely studied proposals, Random Early Detection (RED), involves dropping an incoming packet with some probability based on the estimated average queue length at the router. The analytical approaches to obtaining average drop probabilities in a RED enabled queue have been either based on using the instantaneous queue size for calculating the drop probability or have considered averaging with a fluid approximation. In this paper, we use a singular perturbation based approach to analyse a RED enabled queue with drop probabilities based on the estimated average queue size as has been proposed in the standard RED. The singular perturbation approach is motivated by the fact that the instantaneous and the estimated average queue lengths evolve at two different time scales. We present an analytical method to calculate the average queue size and the average drop probability for the non responsive flows. We also provide analytical expressions for the Poisson arrivals and exponential service times case. Our model is derived under several approximations, and is validated through simulations.

\footnote{This work was partially supported by the EURO NGI network of Excellence, by the INRIA’s TCP ARC collaboration project and by the Indo-French Center for Promotion of Advanced Research (IFCPAR) under research contract number 2900–IT. The work of the third author was carried out while he was with INRIA Sophia-Antipolis.}
1 Introduction

Congestion control algorithms are end-to-end algorithms designed to fully utilize the available bandwidth on the links. When used in conjunction with drop tail queues in the routers, oscillatory behaviour and synchronised packet drops have been observed at the queues in the routers [1]. Synchronized increase and decrease of the window of different sources leads to inefficient use of the outgoing link. Active Queue Management (AQM) schemes seek to improve the link utilization by sending congestion signals in anticipation of congestion [2]-[4].

To overcome the synchronised window evolution, the Random Early Detection (RED) algorithm proposes to drop packets at random before congestion actually sets in [2]. Two of the design aims of RED are to accept occasional bursts and to maintain a reasonable average queue length when the system is heavily loaded with the objective of efficient use of the system capacity. Towards this end, the routers maintain a variable corresponding to the exponentially weighted moving average of the instantaneous queue length. An incoming packet is dropped with some probability which is a function of this estimated average queue length. The performance of the RED algorithm depends on the setting of parameters and the traffic characteristics [5]. Several alternatives and modifications have been proposed [4], [6] and [7].

The aim of our study is to use singular perturbation techniques [8]-[9] to provide an analytical expression for computing the drop probabilities and average queue length in a RED enabled queue with averaging as has been proposed in RED. Furthermore, we make use of the transition probability matrices in order to preserve the stochastic nature of the system as opposed to a fluid approximation which is deterministic. The dynamics of the average and the instantaneous queue lengths is modelled as a two dimensional Markov chain, which is then approximated by a non-homogeneous (or level dependent) Quasi-Birth-Death (QBD) process [10]. This model then permits us to obtain the joint steady state distribution of the average and instantaneous queue lengths.

The use of singular perturbation technique is motivated by the fact that two different time scales are involved in the evolution of the instantaneous and the average queue length. Indeed, for very small values of the averaging parameter, the average queue length can be assumed to vary much more slowly compared to the instantaneous queue length. The use of this decomposition allows us to compute the steady state distribution and the desired performance metrics at a reduced complexity. Next, we mention the techniques which have been previously used to analyse RED, and mention the differences with our work.
Various authors have studied the behaviour of RED, both through analysis and through simulations. In [11], the authors analyse the performance of a RED queue using the instantaneous queue length, instead of the average queue length, to compute the drop probabilities. In [12] and [13], a fluid approximation is used to study the effect of the exponential averaging. In [14], the authors compute the joint distribution of the instantaneous and the averaged queue length of an $M/M/1/K$ queue as a solution of a set of differential equations. An analytical expression for the case of buffer size 1 and 2 is also provided. However, they consider packet drops only due to buffer overflow. The study of [15] uses a time scale decomposition to obtain in the limit a differential equation for the exponentially averaged queue length. They also provide a diffusion approximation to quantify the error due to the ODE approximation. Our method is also based on noting that average and the instantaneous queue lengths evolve at different time scales. However, unlike the ODE approximation obtained in [15], we use a discretized version of that fluid dynamics which has a simple probabilistic interpretation, which allows us then to obtain the joint distribution of the average and the instantaneous queue length (using non-homogeneous QBD). We note that this type of discretization is very frequent in numerical solutions of fluid models and of diffusions, including controlled ones and there is a huge literature that provides conditions under which the stochastic processes related to the discrete model converge (in various senses) to the original fluid model as the discretization step goes to zero, see e.g. Theorems 2.7 and 4.2 in [16] (or the Appendix of [17] as well as [18]).

The rest of the paper is organized as follows. In Section 2 we describe the RED algorithm and present the system model. In Section 3 we present key elements of singular perturbation approach to Markov chains. In Section 4 we apply the singular perturbation approach to compute the joint distribution of the average and instantaneous queue length, and to compute other performance metrics. In Section 5 we compare the results obtained using the analysis and with simulations. Finally, in Section 6 we present the conclusions.

2 System Model

2.1 The RED algorithm

The basic algorithm of RED was proposed in [2] and can be summarized as follows. The router updates an exponentially averaged queue length variable ($q_n$, where the subscript $n$ denotes the $n$th packet arrival) at every packet arrival.
In addition to $q_n$, the router also keeps a count ($c_n$) of the number of packets accepted since the last dropped packet. The incoming packet is dropped with a probability, $p_d$, which is computed according to the following algorithm.

\[
\text{if } q_n < \text{min}_th \text{ then} \\
p_d = 0, \ c_n = -1, \\
\text{else if } \text{min}_th \leq q_n \leq \text{max}_th \text{ then} \\
p_b = \text{max}_p(q_n - \text{min}_th)/((\text{max}_th - \text{min}_th)), \\
p_d = \min(1, p_b/(1 - c_n p_b)), \\
\text{else} \\
p_d = 1,
\]

where $\text{max}_p$ (maximum drop probability), $\text{min}_th$ (minimum threshold for queue), and $\text{max}_th$ (maximum threshold for queue) are given constants. The variable $c_n$ is set to zero each time an incoming packet is dropped. The estimated average queue length, $q_n$, is an exponentially weighted moving average of the instantaneous queue length, $Q_n$, and is computed as follows.

\[
\text{if } Q_n == 0 \text{ then} \\
q_{n+1} = (1 - \alpha)^w q_n, \\
\text{else} \\
q_{n+1} = (1 - \alpha)q_n + \alpha Q_{n+1}, \tag{1}
\]

where $\alpha$ is the queue weight, and $w$ is the average number of packets the router could have transmitted during the previous idle period. Figure 1 shows the drop function associated with the basic RED algorithm.
2.2 The System Model

Packets arrive to a RED enabled router with a buffer of size $K$ packets. Let $T_n$ denote the sequence of the interarrival arrival time between the $(n-1)$th and $n$th arrival. The sequence ${T_n, n \geq 1}$ is assumed to be independent and identically distributed with mean $\lambda^{-1}$, distribution function $T(x)$, and Laplace-Stieltjes transform $T^*(s)$. The packet service times are assumed to be exponentially distributed with mean $\mu^{-1}$. In the notation of queueing theory, the model corresponds to a $G/M/1/K$ queue with RED queue management scheme.

**Assumption 1** For $\min_{th} \leq q_n \leq \max_{th}$, an incoming packet is dropped with a probability $p_d$ equal to $p_b$.

**Remark.** In [2], the authors compare two methods of calculating the drop probability, $p_d$. In the first method, $p_d$ is taken to be equal to $p_b$, and in the second method $p_d$ is computed as in the algorithm described in Section 2.1. They conclude that, for the same number of average dropped packet, the losses are more spread out when the second method is used. Therefore, by assuming $p_d = p_b$ we can expect to obtain an upper bound on the probability of more than $j$ successive packet losses.

Let $Q_n$ and $q_n$ be the instantaneous and estimated average queue lengths, respectively, just before the $n$th arrival. The recursive equations for the evolution of the state $(q_n, Q_n)$ are given by

\begin{align*}
Q_{n+1} &= \begin{cases} 
\max(Q_n - D_n, 0) & \text{w.p. } h(q_n) \text{ or if } Q_n = B; \\
\max(Q_n + 1 - D_n, 0) & \text{w.p. } 1 - h(q_n),
\end{cases} \\
q_{n+1} &= (1 - \alpha)q_n + \alpha Q_{n+1},
\end{align*}

where $D_n$ is the number of packet departures during the interarrival time $T_{n+1}$, and $h(\cdot)$ denotes the RED packet drop probability function, i.e., $p_d = h(q_n)$.

With this formulation, the process $\{(q_n, Q_n), n \geq 0\}$ is a Markov chain. Its analysis is difficult, partly because the support of $q$ is a countable subset of the interval $[0, B]$ where $B$ is the maximum queue size.

We propose an approximation that reduces the support of $q$ to a finite set denoted by $V_m = \{0, ..., mB\}$, where $m$ is some integer. In the following discussion, $\hat{q}_n$ will refer to the discretized estimated average queue length. We assume below that $\alpha$ is sufficiently small such that $\alpha m B < 1$. The recursive
equation for \( \hat{q}_n \) is given by
\[
\hat{q}_{n+1} = (1 - \alpha)\hat{q}_n + \alpha m Q_{n+1}, \quad \hat{q}_n \in \{0, 1, \ldots, mB\}. \tag{4}
\]

Then we replace equation (4) by the following approximation
\[
\hat{q}_{n+1} = \hat{q}_n + C_n, \tag{5}
\]
where
\[
C_n = \begin{cases} 
1 & \text{w.p. } \alpha(m Q_{n+1} - \hat{q}_n)^+; \\
-1 & \text{w.p. } \alpha(\hat{q}_n - m Q_{n+1})^+; \\
0 & \text{otherwise,}
\end{cases}
\]
with \( x^+ = \max(x, 0) \).

We note that with this definition, we obtain
\[
E[\hat{q}_{n+1} - \hat{q}_n | \hat{q}_n, Q_{n+1}] = 1 \cdot \alpha(m Q_{n+1} - \hat{q}_n)^+ + (-1) \cdot \alpha(\hat{q}_n - m Q_{n+1})^+
= \alpha(m Q_{n+1} - \hat{q}_n), \tag{6}
\]
so that (4) becomes the mean field of (5). With this approximation the transitions of \( \hat{q}_n \) conditioned on \( Q_n \) become stochastic as opposed to the deterministic transitions in the original system.

The motivation for such an approximation is that we are interested in obtaining the steady state distribution of the couple \((\hat{q}_n, Q_n)\) which will allow us to study the various performance measures (e.g., average queue length, average drop probability, etc.) of the system. With this approximation we can model the \((\hat{q}_n, Q_n)\) process as a non-homogeneous QBD process for which algorithms are available to efficiently compute the steady state distributions.

In order to model the process \((\hat{q}_n, Q_n)\) as a QBD process, we first obtain the transition matrix of \( Q_n \) for a given value of \( \hat{q}_n \). That is,
\[
A_i = \{a_{jk}\}_i = P(Q_{n+1} = k|Q_n = j, \hat{q}_n = i), \quad \forall i \in 0, 1, \ldots, mB. \tag{7}
\]

The matrix \( A_i \) is a \((B+1) \times (B+1)\) matrix. Using equation (2), the probability \( a_{jk} \) can be obtained as follows.
\[
a_{jk} = \begin{cases} 
(1 - h(i))d_0 & k = \min(j + 1, B); \\
(1 - h(i))d_{j-k+1} + h(i)d_{j-k} & 0 < k \leq j; \\
(1 - h(i)) \sum_{l=\min(j+1,B)}^{\infty} d_l + h(i) \sum_{l=\min(j,B)}^{\infty} d_l & k = 0,
\end{cases}
\tag{8}
\]
where
\[ d_t = \int_0^\infty \exp(-\mu x) \frac{(\mu x)^t}{t!} dT(x) \]  
(9)
is the average probability of \( t \) departures between two arrivals.

Next, we obtain the transition matrix for \( \hat{q}_n \) conditioned on given values of \( Q_{n+1} \) and \( \hat{q}_n \). Let \( C_i^+, C_i^-, C_i^0 \) denote matrices given by

\[
C_i^+ := \{ c_{jj} \} = p(\hat{q}_{n+1} = i + 1 | Q_{n+1} = j, \hat{q}_n = i) \\
= \alpha (m \cdot j - i)^+, \\
C_i^- := \{ c_{jj} \} = p(\hat{q}_{n+1} = i - 1 | Q_{n+1} = j, \hat{q}_n = i) \\
= \alpha (i - m \cdot j)^+, \\
C_i^0 := \{ c_{jj} \} = p(\hat{q}_{n+1} = i | Q_{n+1} = j, \hat{q}_n = i) \\
= 1 - \alpha (m \cdot j - i)^+ - \alpha (i - m \cdot j)^+,
\forall i \in \{0, 1, \ldots, mB\} \quad \forall j \in \{0, 1, \ldots, B\}.
\]

\( C_i^+, C_i^-, \) and \( C_i^0 \) are \((B + 1) \times (B + 1)\) matrices which denote the transition probability of \( \hat{q}_{n+1} = \hat{q}_n + 1, \hat{q}_{n+1} = \hat{q}_n - 1, \) and \( \hat{q}_{n+1} = \hat{q}_n \), respectively, when \( Q_{n+1} = j \). We note that \( C_i \)'s are diagonal matrices which satisfy the equality

\[ C_i^+ + C_i^- + C_i^0 = I. \]  
(10)

Let \( \hat{P} \) denote the transition probability matrix for the two dimensional Markov chain \( (\hat{q}_n, Q_n) \) with \( \bar{\pi}(\alpha) \) as its stationary distribution. Using the identity

\[
p(\hat{q}_{n+1}, Q_{n+1} | \hat{q}_n, Q_n) = p(\hat{q}_{n+1} | \hat{q}_n, Q_n, Q_{n+1}) \cdot p(Q_{n+1} | \hat{q}_n, Q_n) \\
= p(\hat{q}_{n+1} | \hat{q}_n, Q_{n+1}) \cdot p(Q_{n+1} | \hat{q}_n, Q_n),
\]

we can write \( \hat{P} \) as

\[
\hat{P} = \begin{bmatrix}
A_0 (C_0^- + C_0^0) & A_0 C_0^+ & 0 & \ldots & \ldots \\
\ & A_1 C_1^- & A_1 C_1^0 & A_1 C_1^+ & 0 & \ldots \\
\ & \ & \ & \ & \ & \ldots \\
\ & \ & \ & \ & \ & \ldots \\
\ & \ & \ & \ & \ & \ldots \\
\ & \ & \ & \ & \ & \ldots \\
\ & \ & \ & \ & \ & \ldots \\
0 & \ldots & \ldots & \ldots & \ldots & A_m B C_{mB}^- & A_m B (C_{mB}^0 + C_{mB}^+) \\
\end{bmatrix}.
\]  
(11)

The diagonal rows entries of \( \hat{P} \) are matrices which give the transition probability matrix of \( Q \) for a given value of \( \hat{q}_n \), and \( \hat{q}_{n+1} = \hat{q}_n \) whereas the off-diagonal
entries give the transition probability matrix of $Q$ for a given value of $\hat{q}_n$ and $\hat{q}_{n+1} = \hat{q}_n + 1$, or $\hat{q}_{n+1} = \hat{q}_n - 1$. Using equation(10), we can rewrite $\tilde{P}$ as

$$\tilde{P} = P + PC, \quad (12)$$

where $P$ is given by

$$P = \begin{bmatrix} A_0 & 0 & \cdots & 0 \\ 0 & A_1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & 0 & A_{mB} \end{bmatrix},$$

and $C$ is given by

$$C = \begin{bmatrix} -C_0^+ & C_0^+ & 0 & \cdots \\ C_1^- - (C_1^- + C_1^+) & C_1^+ & \cdots \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \cdots & C_{mB}^- - C_{mB}^+ \end{bmatrix}.$$ 

We note that $\tilde{P}$ is a function of the averaging parameter $\alpha$. In [19], the recommended value of $\alpha$ is of the order of 0.002. This suggests that the averaging parameter is, in general, small. This assumption on $\alpha$ allows us to obtain the steady state probabilities of $\tilde{P}$ using a singular perturbation approach which we outline below and which is computationally less expensive than algorithms to compute the invariant vectors of matrices.

### 3 Review of Singular Perturbation Approach

Let $P \in \mathbb{R}^{n \times n}$ be a transition stochastic matrix representing transition probabilities in a Markov chain. Suppose that the structure of the underlying Markov chain is aperiodic. Let $P^* = \lim_{t \to \infty} P^t$ which is well-known to exist for aperiodic process. The matrix $P^*$ is called ergodic projection. In the case when the process is also ergodic, $P^*$ has identical rows, each of which is the stationary distribution of $P$, denoted by $\pi$. Let $Y$ be the deviation matrix of $P$ which is defined by $Y = (I - P + P^*)^{-1} - P^*$. It is well known that $Y$ exists and it is the unique matrix satisfying

$$Y(I - P) = (I - P)Y = I - P^*,$$

and

$$P^*Y = YE = 0,$$
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(where \( E \) is a matrix full of 1’s) making it the group inverse of \( I - P \). Finally, \( Y = \lim_{T \to \infty} \sum_{t=0}^{T} (P^t - P^n) \).

We consider (linear) perturbations of the matrix \( P \) and their impact on the structure of the process. Specifically, for a scalar \( \varepsilon, 0 < \varepsilon < \varepsilon_{\max} \), and for some zero rowsum matrix \( Q \), we look at the set of perturbed stochastic matrices \( P(\varepsilon) = P + \varepsilon Q \), which are assumed to be unichain for any \( \varepsilon \) in the above mention region. A unichain Markov chain is a Markov chain which has a unique stationary distribution. We emphasize that unichain assumption is not assumed with regard to \( P = P(0) \). Actually, the case when \( P(0) \) contains some unrelated chains (with or without transient states) is our main focus. Here we survey some results on series expansions for \( \pi(\varepsilon) \) and \( Y(\varepsilon) \), which denote the stationary distribution and the deviation matrix, respectively, of \( P(\varepsilon) \) for \( 0 < \varepsilon < \varepsilon_{\max} \) and consider their relationship to the corresponding entities in the unperturbed Markov chain for \( P = P(0) \).

Let us concentrate on so-called Nearly Completely Decomposable (NCD) case, in which the state space under the unperturbed process is decomposed into a number of unichain Markov chains. Specifically, let \( P(0) \in \mathbb{R}^{n \times n} \) be a stochastic matrix representing transition probabilities in a completely decomposable Markov chain. By the latter we mean that there exists a partition \( \Omega \) of state space into \( p \geq 2 \) subsets \( \Omega = \{I_1, ..., I_p\} \) each of which being an ergodic class. We assume that the order of the rows and of the columns of \( P \) is compatible with \( \Omega \), i.e., for \( p \) stochastic matrices, \( P_{I_1}, ..., P_{I_p} \),

\[
P = \begin{pmatrix}
P_{I_1} & 0 & \cdots & 0 \\
0 & P_{I_2} & \cdots & 0 \\
\vdots & \vdots & \ddots & 0 \\
0 & 0 & \cdots & P_{I_p}
\end{pmatrix}.
\]

Note that we assume above that \( P_{I_k} \) represents a unichain Markov chain.

For small values of \( \varepsilon \), \( P(\varepsilon) = P + \varepsilon Q \) is called nearly completely decomposable or sometimes nearly uncoupled.

Let us define the limiting stationary distribution \( \pi^{(0)} \) as

\[
\pi^{(0)} = \lim_{\varepsilon \to 0} \pi(\varepsilon).
\]

For any subset \( I \subset \Omega \), let

\[
\kappa_I = \sum_{i \in I} \pi_i^{(0)}.
\]

Also, let \( \gamma_I \) be the subvector of \( \pi^{(0)} \) corresponding to subset \( I \) rescaled so as its entry-sum is now one. Then, \( \gamma_I \) is the unique stationary distribution of
Note that computing $\gamma_I$ is relatively easy as only the knowledge of $P_I$ is needed.

Next we define the matrix $S \in \mathbb{R}^{p \times p}$ which is usually referred to as the aggregate transition matrix. Each row, and likewise each column in $S$ corresponds to a subset in $\Omega$. Then, for subsets $I$ and $J$, $I \neq J$, let

$$S_{IJ} = \sum_{i \in I} (\gamma_I)_i \sum_{j \in J} Q_{ij},$$

and let

$$S_{II} = 1 + \sum_{i \in I} (\gamma_I)_i \sum_{j \in J} Q_{ij} = 1 - \sum_{J \neq I} S_{IJ}.$$

Without loss of generality, assume that $S_{II}$ is non-negative for all subsets $I$ and hence $S$ is easily seen to be a stochastic matrix. Note that the matrix $S$ can be divided by any constant and $\varepsilon$ can be multiplied by this constant leading to the same $n \times n$ transition matrix. Taking this constant small enough guarantees the stochasticity of $S$ and hence this is assumed without loss of generality. In particular, the stationary distribution of $S$ is invariant with respect to the choice of this constant. Moreover, by assumption $S$ is a unichain matrix.

Often it is convenient to express the aggregate transition matrix $S$ in matrix terms. Namely, let $V \in \mathbb{R}^{p \times n}$ be such that its $i$-th row is full of zeros except for $\gamma_I$ at the entries corresponding to subset $I_i$, and where $W \in \mathbb{R}^{n \times p}$ is such that its $j$-th column is full of zeros except for 1’s in the entries corresponding to subset $I_j$. Note that $VW \in \mathbb{R}^{p \times p}$ is the identity matrix. Moreover, $V$ and $W$ correspond to bi-orthonormal sets of eigenvectors of $P(0)$ belonging to the eigenvalue 1, $V$ as left eigenvectors and $W$ as right eigenvectors. Then, we can write

$$S = I + VQW.$$

The aggregate stochastic matrix $S$ represents transition probabilities between subsets which in this context are sometimes referred to as macro-states. However, although the original process among states is Markovian, this is not necessarily the case with the process among macro-states. Yet, as the following Theorem indicates, much can be learned about the original process from the analysis of the aggregate matrix.

**Theorem 1** Let the perturbed Markov chain be nearly completely decomposable. The stationary distribution $\pi(\varepsilon)$ admits a Maclaurin series expansion in a punctured neighborhood of zero. Namely, for some vectors $\{\pi^{(m)}\}_{m=0}^{\infty}$ with $\pi^{(0)}$ being a probability vector satisfying $\pi^{(0)} = \pi^{(0)} P(0)$, and for some zerosum vectors $\pi^{(m)}$, $m \geq 1$,

$$\pi(\varepsilon) = \sum_{m=0}^{\infty} \varepsilon^m \pi^{(m)}.$$

Moreover, for $I \in \Omega$, $\pi_I^{(0)} = \kappa_I \gamma_I$. Also, the sequence $\{\pi^{(m)}\}_{m=0}^{\infty}$ is geometric,
i.e., for some square matrix \( U \), \( \pi^{(m)} = \pi^{(0)} U \) for any \( m \geq 0 \). Actually,

\[
U = QY(0)(I + QWDV),
\]

where \( D \) is the deviation matrix of the aggregate transition matrix \( S \). Alternatively,

\[
U = QY^{(0)},
\]

where \( Y^{(0)} \) is the first regular term of the Laurent series expansion for \( Y(\varepsilon) \) (see also the next theorem). Finally, the validity of the series expansion holds for any \( \varepsilon, 0 \leq \varepsilon < \min\{\varepsilon_{\text{max}}, \rho^{-1}(U)\} \) where \( \rho(U) \) is the spectral radius of \( U \).

Recall that for \( \varepsilon, 0 \leq \varepsilon < \varepsilon_{\text{max}} \), we denote by \( Y(\varepsilon) \) the deviation matrix of \( P(\varepsilon) \). This matrix is uniquely defined and the case \( \varepsilon = 0 \) is no exception. Yet, as we see shortly, there is no continuity of \( Y(\varepsilon) \) at \( \varepsilon = 0 \). We note that \( Y(0) \) has the same shape as \( P \) has, namely

\[
Y(0) = \\
\begin{pmatrix}
Y_1 & 0 & \cdots & 0 \\
0 & Y_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & Y_p
\end{pmatrix},
\]

where \( Y_i \) is the deviation matrix of \( P_i, 1 \leq i \leq p \).

**Theorem 2** In the case of NCD Markov chains, the matrix \( Y(\varepsilon) \) admits a Laurent series expansion in a punctured neighborhood of zero with the order of the pole being exactly one. Namely, for some matrices \( \{Y^{(m)}\}_{m=-1}^{\infty} \) with \( Y^{-1} \neq 0 \), we have

\[
Y(\varepsilon) = \frac{1}{\varepsilon}Y^{(-1)} + Y^{(0)} + \varepsilon Y^{(1)} + \varepsilon^2 Y^{(2)} + \ldots
\]

for \( 0 < \varepsilon < \varepsilon_{\text{max}} \). Moreover,

\[
Y^{-1} = WDV,
\]

and in a component form,

\[
Y_{ij}^{(-1)} = D_{ij}(\gamma_{ij}), \quad i \in I, \quad j \in J.
\]

An interested reader can find more details and references on singularly perturbed Markov chains in the survey [9].
4 Analysis

To use the singular perturbation approach outlined in the previous section, we first note that $P$ is the matrix containing the transition probability matrices of the instantaneous queue length for a given value of the estimated average queue length when the averaging parameter $\alpha = 0$. Thus, $P$ has $mB$ ergodic classes each corresponding to a particular value of $\hat{q}$. The stationary distribution of each of these classes can be computed separately. This system of decomposable Markov chains is the unperturbed system which can be analyzed separately for different values of $\hat{q}$. As noted in the previous section, in general, the stationary distribution of the unperturbed system (i.e., $\alpha = 0$) is not the same as the stationary distribution of the original system when $\alpha \to 0$ [20]. This motivates us to use singular perturbation technique to determine the stationary distribution of our system when $\alpha \to 0$.

Later, we also show that the distributions of the instantaneous queue length and the average queue length can be computed for the general case (i.e. $\alpha \to 0$). We note that the use of the approximation given in (5) has resulted in a level dependent Quasi-Birth-Death (QBD) type of transition matrix which is as given in (11). We can now use the algorithm, given in [21], for computing the steady state probability vector for level dependent QBD.

4.1 Limiting case

In this subsection we obtain the steady state probability vector of $\hat{P}$ when $\alpha \to 0$. We note that all the elements of the matrices $C_i^+$ and $C_i^-$ have $\alpha$ as a common multiple and thus we can replace $C_i^+$ by $\alpha D_i^+$ and $C_i^-$ by $\alpha D_i^-$ where $D_i^+$ and $D_i^-$ have elements independent of $\alpha$. Thus we can rewrite equation (12) as

$$\hat{P} = P + \alpha PD.$$  \hspace{1cm} (13)

With $\varepsilon = \alpha$ and $Q = PD$ we recover the standard formulation for the singularly perturbed Markov chains. The singular perturbation approach allows us to find the stationary distribution of $\hat{P}$ as $\lim_{\alpha \to 0} \hat{\pi}(\alpha)$.

Let $\pi_i$ denote the stationary distribution of $A_i$, and let $V$ be a $(mB + 1) \times (mB + 1)(B + 1)$ matrix such that in the $i$th row the entries, corresponding to the columns $\hat{q}_n = i$, are given by the rows of $\pi_i$, and is zero elsewhere. $\pi_i$ is the stationary distribution vector of the unperturbed Markov chain corresponding to the instantaneous queue length when packets are dropped with a probability depending on $h(i)$. Let $W$ be a $(mB + 1)(B + 1) \times (mB + 1)$ matrix such that in the $i$th column the entries corresponding to the rows $\hat{q}_n = i$ are 1, and is zero elsewhere.
\[ V = \begin{bmatrix}
\pi_0 & 0 & \ldots & 0 \\
0 & \pi_1 & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \ldots & \ldots & \pi_{m_B}
\end{bmatrix}, \quad W = \begin{bmatrix}
1' & 0 & \ldots & 0 \\
0 & 1' & \ldots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & \ldots & \ldots & 1'
\end{bmatrix}, \]

where 0 and 1 are \((B + 1) \times 1\) vectors of 0 and 1, respectively.

Let \(S\) denote the generator matrix of the aggregated Markov chain. When \(\alpha\) goes to 0, the stochastic sequence \(\hat{q}_n\) converges weakly to a Markov chain induced by the aggregated transition matrix. Then \(S\) is given by

\[ S = V P D W. \]

Since \(\pi_i\) is the stationary distribution of \(A_i\), \(VP\) reduces to \(V\), i.e.,

\[ S = V D W. \quad (14) \]

Denote

\[ f_i^+ = \pi_i D_i^+ \mathbf{1}' \]

\[ = \sum_{j=\left(\frac{i}{m}\right)}^{B} \pi_i(j)(mj - i). \quad (16) \]

\[ f_i^- = \pi_i D_i^- \mathbf{1}' \]

\[ = \sum_{j=0}^{\left\lfloor \frac{i}{m} \right\rfloor} \pi_i(j)(i - mj). \quad (18) \]

where \(\pi_i(j)\) is the \(j^{th}\) element of \(\pi_i\).

Using equations (15) and (17) we can rewrite \(S\) as

\[
S = \begin{bmatrix}
-f_0^+ & f_0^+ & 0 & \ldots \\
f_i^- & -(f_i^- + f_i^+) & f_i^+ & \ldots \\
\vdots & \vdots & \ddots & \vdots \\
0 & \ldots & f_{m_B} & -f_{m_B}
\end{bmatrix}.
\]

The stationary distribution of this generator matrix can be obtained by solving \(\gamma S = 0\). The stationary distribution, \(\gamma\), is given by

\[ \gamma := \{\gamma(i)\} = \gamma(0) \frac{\Pi_{j=0}^{i-1} f_j^+}{\Pi_{j=1}^{i} f_j^-}, \quad i \in \{0, 1, \ldots, mB\}, \quad (20) \]
where
\[
\gamma(0) = \left( \sum_{i=0}^{mB} \prod_{j=0}^{\lfloor \frac{i}{m} \rfloor} f_j^+ \right)^{-1}.
\]

**Proposition 1** Let \( \hat{\pi}(\alpha) \) be the stationary distribution of \( \hat{P} \) for a given value of \( \alpha \), and let \( \pi_i \) denote the stationary distribution of \( A_i \). Then, the limiting stationary distribution of \( \hat{P} \), \( \hat{\pi}(0) \) is given by

\[
\hat{\pi}(0) = \begin{bmatrix}
\gamma_1 \pi_1 & \gamma_2 \pi_2 & \ldots & \gamma_{mB} \pi_{mB}
\end{bmatrix},
\]

where \( \gamma_i \) is given in (20).

**Proof:** Follows from Theorem 1.

We note that the states \( q > m \cdot \max_{th} \) are transient and the steady state probability of \( q > m \cdot \max_{th} \) is 0. This can be shown as follows. From equation (16) we have

\[
f_i^+ = \sum_{j=\lceil \frac{i}{m} \rceil}^{B} \pi_i(j)(mj - i).
\]

Since the packet drop probability is 1 for \( q \geq m \cdot \max_{th} \), the steady state probability, \( \pi_i(j) \), becomes

\[
\pi_i(j) = \begin{cases}
1 & j = 0; \\
0 & j > 0.
\end{cases} \quad \forall i \geq m \cdot \max_{th}.
\]

This is true since all the packets arriving at the queue would be dropped and the queue would be empty. Since, \( \pi_i(j) \) is as given in equation (22), and \( i \geq m \cdot \max_{th} > 0 \), we get that \( f_i^+ = 0, \quad \forall i \geq m \cdot \max_{th} \). From equation (18) we get \( f_i^- > 0 \quad \forall i \). From equation (20) it follows that \( \gamma(i) = 0 \quad \forall i \geq m \cdot \max_{th} \).

**Remark.** The stationary probability \( \pi_i(j) \) is the steady state probability of an arrival finding \( j \) customers in a \( G/M/1/K \) queue. These probabilities can be computed recursively. We note that in the limit \( \alpha \to 0 \), the instantaneous queue moves on a much faster time scale than the estimated average queue length, and hence approaches stationarity. Therefore, if we had exponential interarrival times and general service times (i.e., \( M/G/1/K \)) instead of general interarrival times and exponential interarrival times (i.e., \( G/M/1/K \)) we could use the steady state distribution of the \( M/G/1/K \) system to compute the performance measures. In the limiting case, the performance measures of both \( G/M/1/K \) and \( M/G/1/K \) queues with RED queue management scheme could be obtained using this approach. However, for the general case \( (\alpha \to 0) \), using our method, we can only obtain the performance measures of the \( G/M/1/K \) queue with RED queue management scheme.
If the arrival process to the queue is Poisson with rate $\lambda$ and the service times are exponentially distributed with mean $\mu^{-1}$, then the stationary distribution of $A_i$, $\pi_i$, is given by

$$\pi_i := \{\pi_i(j)\} = \pi_i(0)\rho_i^j,$$

where

$$\pi_i(0) = \left(\sum_{j=0}^{B} \rho_i^j\right)^{-1},$$

and $\rho_i = \lambda \cdot (1 - h(\hat{q}_n = i)) \cdot \mu^{-1}$. Here $h(\cdot)$ is the given drop function.

From the above analysis, using equation (20), we are able to obtain the stationary distribution of the average queue length variable, $q$. We use the PASTA property which states that the arrivals see this average queue length distribution. Hence, we can calculate the average packet drop probability as

$$P_{avg} = \sum_{i=0}^{mB} \gamma(i)h(i),$$

(24)

For batch arrivals, we make the assumption that every packet in a batch is dropped with same drop probability. With this assumption, we can write the probability of dropping at least one packet in batch as

$$P_{avg} = \sum_{i=0}^{m(B-1)} (1 - (1 - \gamma(i))^N) \cdot h(i) + \sum_{i=m(B-1)+1}^{mB} h(i),$$

(25)

4.2 Approximate analysis

We present an approximate analysis which allows us to obtain the mean value of $q$ without having to find the distribution.

The equilibrium value of $q$, $q^*$, can be obtained by solving

$$q^* = mE(Q(q^*)),$$

(26)

where $E(Q(q^*))$ is the expected queue length when we drop with constant probability corresponding to $q^*$.

Using equations (16) and (18) we get

$$f_i^+ - f_i^- = m \sum_{j=0}^{B} j\pi_i(j) - i = mE(Q_i) - i,$$

(27)

where $E(Q_i)$ is the expected queue length in the unperturbed Markov chain with $\hat{q}_n = i$. The term $f_i^+ - f_i^-$ can be thought of as an indicator for transitions
of the average queue length, $q$. We note that in states where $mE(Q_i) > i$, $f_i^+ - f_i^-$ is positive, hence indicating a tendency to increase $q$. Similarly, when $mE(Q_i) > i$, $f_i^+ - f_i^-$ is negative, hence indicating a tendency to decrease $q$. The equilibrium value of $q$ will then occur at the point where $f_i^+ - f_i^- = 0$. Hence, $q^*$ can be obtained by solving (26). For the existence and uniqueness of the solution, we assume that the drop probability function (this is the case in the gentle variant of RED [22]) is a continuous non-decreasing function, $h(\hat{q})$, on the estimated average queue length. The effective offered load, $\rho^*$, for a given equilibrium value of $q^*$ is then given by

$$\rho^* = \rho(1 - h(q^*)).$$

Since $\rho^*$ is a continuous non-increasing function on $q^*$, we can express $q^*$ as

$$q^* = h^{-1}(1 - \frac{\rho^*}{\rho}) := g(\rho^*).$$

We note that $g$ is continuous non-increasing function on $\rho^*$. Since the average queue length, $E(Q(\rho^*))$, in the stationary regime is a continuous non-decreasing function of the offered load, then we can say that $E(Q(\rho^*))$, is a continuous non-increasing function of $q^*$. As $q^*$ and $EQ(\cdot)$ the map to the same interval i.e., $[0, B]$, we can say that the solution to equation (26) exists and is unique.

**Remark.** The fixed point equation was also obtained in [15] as the stationary solution of an ordinary differential equation.

### 4.3 General Case

In section 4.1 we presented an analysis for the limiting case $\alpha \to 0$. In this section we outline an algorithm with which we can compute the steady state probabilities when $\alpha \to 0$. However, $\alpha$ still has to satisfy the condition $\alpha mB < 1$.

The transition probability matrix of the two dimensional Markov chain $(\hat{q}_n, Q_n)$ given in equation (11) can be written as

$$\tilde{P} = \begin{bmatrix}
L_0 & F_0 & 0 & \ldots & \ldots \\
B_1 & L_1 & F_1 & 0 & \ldots \\
0 & B_2 & L_2 & F_2 & \ldots \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & \ldots & \ldots & B_{mB} & L_{mB}
\end{bmatrix},$$

(30)
where \( B_i, L_i, F_i \) denote the backward, local, and forward transition matrices, respectively. This is the transition matrix for a level dependent \( QBD \) process.

Let the \( \tilde{\pi} \) be stationary distribution of \( \bar{P} \). Let \( \tilde{\pi} = [\tilde{\pi}_0 \tilde{\pi}_1 \ldots \tilde{\pi}_{m_B}] \), where \( \tilde{\pi}_i \)'s are vectors of size \( 1 \times B \). \( \tilde{\pi}_i \) is the steady state probability vector of \( Q \) for \( q = i \). \( \tilde{\pi} \) can be found using the following algorithm [21].

1. Compute the \( S_i \) matrices using the following recursion
   \[
   S_0 = L_0 \\
   S_i = L_i + B_i(I - S_{i-1})^{-1}F_{i-1}, \quad 1 \leq i \leq m_B.
   \]

2. \( \tilde{\pi}_{m_B} \) is computed by solving
   \[
   \tilde{\pi}_{m_B} = \tilde{\pi}_{m_B} S_{m_B}, \\
   \tilde{\pi}_{m_B} \cdot 1 = 1.
   \]

3. \( \tilde{\pi}_i, 0 \leq i \leq m_B \) is computed using the recursion
   \[
   \tilde{\pi}_i = \tilde{\pi}_{i+1} B_{i+1}(I - S_n)^{-1},
   \]

4. \( \tilde{\pi} \) is found by normalization
   \[
   \tilde{\pi} = \frac{\tilde{\pi}}{\tilde{\pi} \cdot 1}.
   \]

5  Numerical results

In this section we present the results obtained through the analysis as described in the previous section and the results obtained through simulations. Our aim to see the effect of the approximations that we made in the model and to verify that these effects are indeed negligible. The arrival process is assumed to be Poisson batch arrival process with rate \( \lambda \) and fixed batch sizes, \( N \). The service times are assumed to be exponential with mean \( 1/\mu \). The offered load, \( \rho \), is defined as \( \rho = \frac{\lambda N}{\mu} \).

Remark. The validity of exponential interarrival time has been widely debated. Various authors have shown that for different scenarios the traffic is self-similar and not Poissonian [23]-[25]. However, in [26], the authors argue that under heavy load conditions the traffic tends towards a Poisson process. In a recent article [27], the main findings suggest that, when the level of multiplexing is large, packet arrivals appear Poisson at small time scales, non-stationary at medium time scales, and long-range dependent at large time scale. Thus, as a preliminary study, we present some results related to the performance of a RED queue when the interarrival time is exponentially distributed.
The analytical results were obtained by numerically calculating the values using MATLAB. The buffer length, $B$, is taken to be 100 whereas the discretization parameter, $m$, is taken to be 5. The drop probability function is taken to be of the form

$$P_{\text{drop}} = \begin{cases} 
0, & \hat{q} < \text{min}_{\text{th}} \\
\frac{\hat{q} - \text{min}_{\text{th}}}{\text{max}_{\text{th}} - \text{min}_{\text{th}}}, & \text{min}_{\text{th}} \leq \hat{q} \leq \text{max}_{\text{th}} \\
1, & \hat{q} > \text{max}_{\text{th}}
\end{cases} \quad (31)$$

We note that all the values of $\text{min}_{\text{th}}$, $\text{max}_{\text{th}}$, and $\hat{q}$ are scaled by a factor $m$ in the analysis in order to discretize the estimated average queue size. The unscaled values for $\text{min}_{\text{th}}$ and $\text{max}_{\text{th}}$ are 15 and 40, respectively, and the drop probability function versus the unscaled estimated average queue length is as shown in figure 2. We shall use the average drop probability and the probability of at least one drop in a burst as performance measures. The simulations were performed using C, and approximately $10^8$ packets were generated during the simulations.

### 5.1 Limiting case

First, we present the results for the limiting case. In the simulations, the averaging parameter, $\alpha$, was taken to be 0.0001. Figures 3 shows the analytical as well as the simulation results for average packet drop probability as a function of the offered load for different values of burst sizes. There is a fairly good correspondence between the analytical and simulation results.

In [11] it has been argued that the number of drops becomes infinite with positive probability as $\alpha \to 0$. However, for the drop function as shown in Figure 1, the number of consecutive drops appears to follow a geometric behaviour for small values of the number of consecutive drops. We plot the probability...
that there are greater than or equal to $n$ consecutive drops as a function of $n$ for a drop tail and a RED queue in Figure 4. The decay rate of the tail is much faster in the case of a RED queue when compared to that of a drop tail queue. For small values of $n$, the decay rate is close to $p^n$, where $p$ is the average packet drop probability. Most of the mass can be seen to be concentrated within small values of $n$ and, so the geometric approximation appears to be a reasonable one. A continuous drop function ensures that the drops are independent and, thus, reduces the synchronisation of drops for different flows. This argument supports using gentle RED. The tail drop probability during this simulation scenario was $2 \times 10^{-4}$ which also suggests that synchronised losses are reduced.

As mentioned above, the probability of dropping consecutive packets becomes independent when the drop function is continuous. This suggests that the probability of drops in a burst is binomially distributed. The probability of at least one drop in a burst can thus be approximated by $1 - (1 - p)^N$, where $p$ is the average drop probability and $N$ is the burst size. This behaviour is seen in Figure 5 in which the probability of dropping at least one packet in a burst
Next, we validate the approximate analysis for obtaining the average queue length. In order to obtain the average queue length we need to solve the fixed point equation as given in equation (26). For example, the average queue length as observed by a incoming packet in a \( M/M/1 \) queue with finite buffer \( B \) is given by

\[
E(Q_q) = \frac{\rho^*}{1 - \rho^*} - (B + 1)\frac{\rho^{B+1}_q}{(1 - \rho^{B+1}_q)},
\]

(32)

where

\[
\rho^* = \rho \left(1 - \frac{q^* - \text{min}_{\text{th}}}{\text{max}_{\text{th}} - \text{min}_{\text{th}}}\right).
\]

We can now obtain the equilibrium value of average queue length by solving

\[
q^* = \frac{\rho^*}{1 - \rho^*} - (B + 1)\frac{\rho^{B+1}_q}{(1 - \rho^{B+1}_q)}.
\]

(33)

Similarly, for the batch arrivals we use the expression for the infinite buffer case as an approximation. The equilibrium value for batch arrivals is obtained by solving

\[
q^* = \frac{\rho^*}{1 - \rho^*} - (B + 1)\frac{\rho^{B+1}_q}{(1 - \rho^{B+1}_q)}.
\]

(34)

For the values of \( \text{min}_{\text{th}}, \text{max}_{\text{th}} \), and \( B \) assumed in this section, we plot in Fig. 6 the average queue as obtained from solving equations (33) and (34) numerically using MATLAB and the results obtained through simulations.

5.2 General Case

Next, we consider the case when \( \alpha \to 0 \). In the rest of this section we assume that the discretization parameter, \( m \), is 1. The drop function is the same as in the previous section. We need that \( \alpha m B \) be less than 1. Thus, \( \alpha \) has to be chosen such that \( \alpha < 0.01 \) in order to use the QBD algorithm. We choose \( \alpha = 0.009 \) which is close to 0.01. In Figure 7 and Figure 8 we plot the average drop probability and the average queue length, respectively, as a function of the offered load. We note that the behaviour is similar to that observed in the limiting case.

In order to see the effect of choosing an averaging parameter which is not necessarily small, we plot in Figure 9 the distribution function of the average queue length, \( q \), using the QBD analysis, simulations, and the singular perturbation (SP) analysis. The offered load was 1.2 and the burst size was taken to be 10. As can be observed from the figure, the effect of increasing \( \alpha \) is to
increase the variance of $q$. We cannot, however, reduce the variance of $q$ by taking the limit. There is a limiting distribution of $q$ (as was seen from the limiting case) and hence a limiting variance which is different from 0.

6 Conclusions

We used a singular perturbation based approach to find the limiting stationary distribution of the average queue length and the packet drop probability in a RED enabled queue. For Poisson arrival and exponential service times the limiting stationary distribution was given as closed form expressions. The equilibrium point of the average queue length was found to be the fixed point solution of a function depending on the average queue length of a system with no averaging. The analytical results were observed to match fairly accurately with results obtained through simulations. We also showed that by using a continuous drop function we can reduce the number of consecutive losses thereby avoiding synchronised losses. We showed that for the case when the averaging parameter is not small, the stationary distribution can be computed using an
algorithm for level dependent QBDs. However, for small values of the averaging parameter, the computational complexity of using this algorithm was much greater than that by using the singular perturbation approach. In this work, we considered scenario in which packet generation process is independent of packet drops. Future work will involve the study of a RED queue with closed loop TCP traffic sources.
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