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Abstract

Several Active Queue Management (AQM) techniques for routers in the Internet
have been proposed and studied during the past few years. One of the widely studied
proposals, Random Early Detection (RED), involves dropping an incoming packet
with some probability based on the estimated average queue length at the router.
The analytical approaches to obtaining average drop probabilities in a RED enabled
queue have been either based on using the instantaneous queue size for calculating
the drop probability or have considered averaging with a fluid approximation. In
this paper, we use a singular perturbation based approach to analyse a RED enabled
queue with drop probabilities based on the estimated average queue size as has been
proposed in the standard RED. The singular perturbation approach is motivated by
the fact that the instantaneous and the estimated average queue lengths evolve at
two different time scales. We present an analytical method to calculate the average
queue size and the average drop probability for the non responsive flows. We also
provide analytical expressions for the Poisson arrivals and exponential service times
case. Our model is derived under several approximations, and is validated through
simulations.
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1 Introduction

Congestion control algorithms are end-to-end algorithms designed to fully uti-
lize the available bandwidth on the links. When used in conjunction with drop
tail queues in the routers, oscillatory behaviour and synchronised packet drops
have been observed at the queues in the routers [1]. Synchronized increase and
decrease of the window of different sources leads to inefficient use of the outgo-
ing link. Active Queue Management (AQM) schemes seek to improve the link
utilization by sending congestion signals in anticipation of congestion [2]-[4].

To overcome the synchronised window evolution, the Random Early Detec-
tion (RED) algorithm proposes to drop packets at random before congestion
actually sets in [2]. Two of the design aims of RED are to accept occasional
bursts and to maintain a reasonable average queue length when the system
is heavily loaded with the objective of efficient use of the system capacity.
Towards this end, the routers maintain a variable corresponding to the ex-
ponentially weighted moving average of the instantaneous queue length. An
incoming packet is dropped with some probability which is a function of this
estimated average queue length. The performance of the RED algorithm de-
pends on the setting of parameters and the traffic characteristics [5]. Several
alternatives and modifications have been proposed [4], [6] and [7].

The aim of our study is to use singular perturbation techniques [8]-[9] to
provide an analytical expression for computing the drop probabilities and
average queue length in a RED enabled queue with averaging as has been
proposed in RED. Furthermore, we make use of the transition probability
matrices in order to preserve the stochastic nature of the system as opposed
to a fluid approximation which is deterministic. The dynamics of the average
and the instantaneous queue lengths is modelled as a two dimensional Markov
chain, which is then approximated by a non-homogeneous (or level dependent)
Quasi-Birth-Death (QBD) process [10]. This model then permits us to obtain
the joint steady state distribution of the average and instantaneous queue
lengths.

The use of singular perturbation technique is motivated by the fact that two
different time scales are involved in the evolution of the instantaneous and the
average queue length. Indeed, for very small values of the averaging parameter,
the average queue length can be assumed to vary much more slowly compared
to the instantaneous queue length. The use of this decomposition allows us
to compute the steady state distribution and the desired performance metrics
at a reduced complexity. Next, we mention the techniques which have been
previously used to analyse RED, and mention the differences with our work.



1.1 Related Literature

Various authors have studied the behaviour of RED, both through analy-
sis and through simulations. In [11], the authors analyse the performance of
a RED queue using the instantaneous queue length, instead of the average
queue length, to compute the drop probabilities. In [12] and [13], a fluid ap-
proximation is used to study the effect of the exponential averaging. In [14],
the authors compute the joint distribution of the instantaneous and the aver-
aged queue length of an M/M/1/K queue as a solution of a set of differential
equations. An analytical expression for the case of buffer size 1 and 2 is also
provided. However, they consider packet drops only due to buffer overflow. The
study of [15] uses a time scale decomposition to obtain in the limit a differen-
tial equation for the exponentially averaged queue length. They also provide
a diffusion approximation to quantify the error due to the ODE approxima-
tion. Our method is also based on noting that average and the instantaneous
queue lengths evolve at different time scales. However, unlike the ODE approx-
imation obtained in [15], we use a discretized version of that fluid dynamics
which has a simple probabilistic interpretation, which allows us then to obtain
the joint distribution of the average and the instantaneous queue length (us-
ing non-homogeneous QBD). We note that this type of discretization is very
frequent in numerical solutions of fluid models and of diffusions, including
controlled ones and there is a huge literature that provides conditions under
which the stochastic processes related to the discrete model converge (in var-
ious senses) to the original fluid model as the discretization step goes to zero,
see e.g. Theorems 2.7 and 4.2 in [16] (or the Appendix of [17] as well as [18]).

The rest of the paper is organized as follows. In Section 2 we describe the RED
algorithm and present the system model. In Section 3 we present key elements
of singular perturbation approach to Markov chains. In Section 4 we apply
the singular perturbation approach to compute the joint distribution of the
average and instantaneous queue length, and to compute other performance
metrics. In Section 5 we compare the results obtained using the analysis and
with simulations. Finally, in Section 6 we present the conclusions.

2 System Model

2.1 The RED algorithm

The basic algorithm of RED was proposed in [2] and can be summarized as fol-
lows. The router updates an exponentially averaged queue length variable (g,,
where the subscript n denotes the nth packet arrival) at every packet arrival.
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Fig. 1. RED drop probability function

In addition to g,, the router also keeps a count (¢,) of the number of pack-
ets accepted since the last dropped packet. The incoming packet is dropped
with a probability, pg, which is computed according to the following algorithm.

if g, < ming, then
Pa = 07 Cn = _17
else if miny, < g, < maxy, then
Po = maz,(q, — ming,)/(maxy, —ming,),
pa = min(1, py/(1 — capy)),
else
pa=1,

where maz, (maximum drop probability), miny, (minimum threshold for
queue), and maxy, (maximum threshold for queue) are given constants. The
variable ¢, is set to zero each time an incoming packet is dropped. The esti-
mated average queue length, q,, is an exponentially weighted moving average
of the instantaneous queue length, @),,, and is computed as follows.

if ), == 0 then
Gn+1 = (1 - Oz)qu,
else

gn+1 = (1 - a)Qn + aQnJrl; (1>

where « is the queue weight, and w is the average number of packets the router
could have transmitted during the previous idle period. Figure 1 shows the
drop function associated with the basic RED algorithm.



2.2 The System Model

Packets arrive to a RED enabled router with a buffer of size K packets. Let T,,
denote the sequence of the interarrival arrival time between the (n — 1)th and
nth arrival. The sequence {T},,n > 1} is assumed to be independent and iden-
tically distributed with mean A~!, distribution function T'(z), and Laplace-
Stieltjes transform 77(s). The packet service times are assumed to be ex-
ponentially distributed with mean p~!. In the notation of queueing theory,
the model corresponds to a G/M/1/K queue with RED queue management
scheme.

Assumption 1 For ming, < q, < maxy,, an incoming packet is dropped with
a probability pg equal to py.

Remark. In [2], the authors compare two methods of calculating the drop
probability, ps. In the first method, p, is taken to be equal to py, and in the
second method py is computed as in the algorithm described in Section 2.1.
They conclude that, for the same number of average dropped packet, the losses
are more spread out when the second method is used. Therefore, by assuming
pa = pp We can expect to obtain an upper bound on the probability of more
than j successive packet losses.

Let @, and ¢, be the instantaneous and estimated average queue lengths, re-
spectively, just before the n** arrival. The recursive equations for the evolution
of the state (¢,, @,) are given by

max(Q, — Dy, 0) w.p. h(g,) orif @, = B;
Qn+1 = (2>
maX(Qn +1- Dna O) W.p. 1- h’(Qn)>

Gn+1 = (1 - a)Qn + &QnJrla (3>

where D, is the number of packet departures during the interarrival time T, 1,
and h(-) denotes the RED packet drop probability function, i.e., ps = h(gy).

With this formulation, the process {(¢,,@n),n > 0} is a Markov chain. Its
analysis is difficult, partly because the support of ¢ is a countable subset of
the interval [0, B] where B is the maximum queue size.

We propose an approximation that reduces the support of ¢ to a finite set
denoted by V;,, = {0, ..., mB}, where m is some integer. In the following dis-
cussion, ¢, will refer to the discretized estimated average queue length. We
assume below that « is sufficiently small such that amB < 1. The recursive



equation for ¢, is given by

Gni1 = (1 — @)dn + amQpi1, 4o € {0,1,..., mB}. (4)

Then we replace equation (4) by the following approximation

(jn-i-l = Cjn + Cm (5)

where
+ .

1 wp. a(mQui —agn)" ;
Co=9 -1 wp. a(Gn —mQpni1)" ;
0 otherwise ,

with 27 = max(z,0).

We note that with this definition, we obtain

E[qAnJrl - qAn‘qu QnJrl] =1- 05<an+1 - (jn)+ + (_1) ' a(én - 77162714&)+
= a(an+1 - dn)a (6>

so that (4) becomes the mean field of (5). With this approximation the transi-
tions of ¢, conditioned on @), become stochastic as opposed to the determin-
istic transitions in the original system.

The motivation for such an approximation is that we are interested in obtain-
ing the steady state distribution of the couple (§,, @,) which will allow us to
study the various performance measures (e.g., average queue length, average
drop probability, etc.) of the system. With this approximation we can model
the (Gn, @n) process as a non-homogeneous QBD process for which algorithms
are available to efficiently compute the steady state distributions.

In order to model the process (§,, @) as a QBD process, we first obtain the
transition matrix of @), for a given value of §,. That is,

A'L:{a]k}z:P(QnJrl :k‘Qn:jadn:Z)> Vi 607177mB (7>

The matrix A4; is a (B+1) x (B+1) matrix. Using equation (2), the probability
a;i, can be obtained as follows.

(1 — h(2))dy k =min(j + 1, B);
Qi = (1 - h(i))dj,]prl + h(Z)dj,k 0<k<y;
(1 - h(l)) Z?imin(j—i-l,B) dl + h(l) Z?imin(j,B) dl k - Oa

(8)



where

ti= [~ exp(-pe) 0L ar (o) )

is the average probability of [ departures between two arrivals.
Next, we obtain the transition matrix for ¢, conditioned on given values of

Qni1 and G,. Let CF, C;, C? denote matrices given by

CH={cj;} =p(Gn+1 =1+ 1Qni1 = J, Gn = 1)
(m-j—1)",
i—

Il
Q

Ci = 1{¢jj} =p(Gnr1 = i — YQni1 = J,Gn = 1)
a(i—m- )",
Czo = {ij} —p(Qn+1 = i|Qni1 = J, Gn = 1)
=l—a(m-j—i)" —ali—m-j),
vie {0,1,..,mB}  Vje{0,1,..,B).

Cifi, C;, and C? are (B + 1) x (B + 1) matrices which denote the transition
probability of ¢,11 = ¢n + 1, §ni1 = Gn — 1, and §,,.1 = ¢y, respectively, when
@n+1 = j. We note that C;’s are diagonal matrices which satisfy the equality

CHr+Cr +C)=1. (10)

Let P denote the transition probability matrix for the two dimensional Markov
chain (g,, @,) with 7(«) as its stationary distribution. Using the identity

<Qn+17 Qn—l-l |Qn7 Qn) = <Qn+1 |Qn7 Qm Qn—i—l) ' p(Qn—H |(jn7 Qn)
=P(Gn+1lGn, Qnt1) - P(Qnt1]Gns Qn),

we can write P as

[ Ay(Cy +C9) ACi 0 _
AlCl_ AlC? A101+ 0
. 0 A0y A AC
p— 22 2“2 2. 2 (11>
L O AmBO;B AmB(OBnB—{_C:’LB)_

The diagonal rows entries of P are matrices which give the transition probabil-
ity matrix of @) for a given value of ¢,,, and ¢,.1 = ¢, whereas the off-diagonal



entries give the transition probability matrix of ) for a given value of ¢, and
Gni1 = Gn + 1, Or ¢ua1 = ¢, — 1. Using equation(10), we can rewrite P as

P=P+ PC, (12)
where P is given by
Ao 0 ... 0
0 A ... O
P = :
0 ... 0 App
and C' is given by
-Gy G 0
Cr —(Cr +¢f) CF
C: .
0 Crp —Cnp

We note that P is a function of the averaging parameter «. In [19], the recom-
mended value of « is of the order of 0.002. This suggests that the averaging
parameter is, in general, small. This assumption on « allows us to obtain the
steady state probabilities of P using a singular perturbation approach which
we outline below and which is computationally less expensive than algorithms
to compute the invariant vectors of matrices.

3 Review of Singular Perturbation Approach

Let P € R™™ be a transition stochastic matrix representing transition prob-
abilities in a Markov chain. Suppose that the structure of the underlying
Markov chain is aperiodic. Let P* = lim,_,o, P* which is well-known to exist
for aperiodic process. The matrix P* is called ergodic projection. In the case
when the process is also ergodic, P* has identical rows, each of which is the
stationary distribution of P, denoted by 7. Let Y be the deviation matrix of
P which is defined by Y = (I — P+ P*)~! — P*. Tt is well known that Y exists
and it is the unique matrix satisfying

YI-P)=(I-P)Y=1-P",

and
PY =YFE =0,



(where E is a matrix full of 1’s) making it the group inverse of I — P. Finally,
Y = limg o0 S (Pt — P¥).

We consider (linear) perturbations of the matrix P and their impact on the
structure of the process. Specifically, for a scalar €, 0 < € < €,,,42, and for some
zero rowsum matrix (), we look at the set of perturbed stochastic matrices
P(e) = P + @, which are assumed to be unichain for any ¢ in the above
mention region. A unichain Markov chain is a Markov chain which has a
unique stationary distribution. We emphasize that unichain assumption is not
assumed with regard to P = P(0). Actually, the case when P(0) contains
some unrelated chains (with or without transient states) is our main focus.
Here we survey some results on series expansions for 7(e) and Y'(¢), which
denote the stationary distribution and the deviation matrix, respectively, of
P(e) for 0 < € < €4, and consider their relationship to the corresponding
entities in the unperturbed Markov chain for P = P(0).

Let us concentrate on so-called Nearly Completely Decomposable (NCD) case,
in which the state space under the unperturbed process is decomposed into a
number of unichain Markov chains. Specifically, let P(0) € R"*™ be a stochas-
tic matrix representing transition probabilities in a completely decomposable
Markov chain. By the latter we mean that there exists a partition 2 of te
state space into p,p > 2, subsets Q = {I;,...,[,} each of which being an er-
godic class. We assume that the order of the rows and of the columns of P is
compatible with €2, i.e., for p stochastic matrices, Py, ..., P,

P, 0 - 0
o Py 0
N 0

0 0 - P

P

Note that we assume above that P, represents a unichain Markov chain.

For small values of ¢, P(e) = P+&Q is called nearly completely decomposable
or sometimes nearly uncoupled.

0)

Let us define the limiting stationary distribution 7(® as

©0) — 1
T ll_r% m(e).

For any subset I C €, let
R = Z 71'2-(0).
iel
Also, let v; be the subvector of 79 corresponding to subset I rescaled so as

its entry-sum is now one. Then, 7; is the unique stationary distribution of



P;. Note that computing 7 is relatively easy as only the knowledge of Pj is
needed.

Next we define the matrix S € RP*P which is usually referred to as the aggre-

gate transition matrix. Each row, and likewise each column in S corresponds
to a subset in ). Then, for subsets [ and J, I # J, let

Srr=>_ ()i Y Qi

iel jeJ

and let
Sr=1+> ()Y Qij=1->_ 5.
iel jeJ JAT

Without loss of generality, assume that S;; is non-negative for all subsets I and
hence S is easily seen to be a stochastic matrix. Note that the matrix S can be
divided by any constant and € can be multiplied by this constant leading to the
same n X n transition matrix. Taking this constant small enough guarantees
the stochasticity of S and hence this is assumed without loss of generality.
In particular, the stationary distribution of S is invariant with respect to the
choice of this constant. Moreover, by assumption S is a unichain matrix.

Often it is convenient to express the aggregate transition matrix S in matrix
terms. Namely, let V' € RP*™ be such that its ¢-th row is full of zeros except
for 7, at the entries corresponding to subset I;, and where W € R™*? is such
that its j-th column is full of zeros except for 1’s in the entries corresponding
to subset I;. Note that VIW € RP*P is the identity matrix. Moreover, V' and
W correspond to bi-orthonormal sets of eigenvectors of P(0) belonging to the
eigenvalue 1, V' as left eigenvectors and W as right eigenvectors. Then, we can
write

S=T1+VQW.

The aggregate stochastic matrix S represents transition probabilities between
subsets which in this context are sometimes referrred to as macro-states. How-
ever, although the original process among states is Markovian, this is not nec-
essarily the case with the process among macro-states. Yet, as the following
Theorem indicates, much can be learned about the original process from the
analysis of the aggregate matrix.

Theorem 1 Let the perturbed Markov chain be nearly completely decompos-
able. The stationary distribution w(e) admits a Maclaurin series expansion in
a punctured neighborhood of zero. Namely, for some vectors {m™}>_ with
7O being a probability vector satisfying m© = 7O P(0), and for some zerosum
vectors 7™, m > 1,

m(e) = > emam.
m=0

Moreover, for I € Q, 7T§O) = k1. Also, the sequence {m(™}2_ is geometric,

10



i.e., for some square matriz U, 7™ = 7OU for any m > 0. Actually,
U=QY(0)(I+QWDV),

where D s the deviation matriz of the aggregate transition matrixz S. Alter-
natively,

U=Qy©,

where Y©) is the first regular term of the Laurent series expansion for Y (e)
(see also the next theorem). Finally, the validity of the series expansion holds
for any e, 0 < & < min{enee, p~(U)} where p(U) is the spectral radius of U.

Recall that for €, 0 < € < £,,42, We denote by Y(g) the deviation matrix of
P(e). This matrix is uniquely defined and the case ¢ = 0 is no exception. Yet,
as we see shortly, there is no continuity of Y (¢) at ¢ = 0. We note that Y (0)
has the same shape as P has, namely

Y, 0 .- 0
0Y; 0
Y (0) = . ,
0
0 0 - Y

where Y7, is the deviation matrix of Pr,, 1 <17 < p.

Theorem 2 [In the case of NCD Markov chains, the matriz Y () admits a
Laurent series expansion in a punctured neighborhood of zero with the order

of the pole being exactly one. Namely, for some matrices {Y(m)};‘fb’:_1 with
Y10, we have

Y@):inU+y@%+d4U+a%4”+”.
for 0 < e < emae. Moreover,
Y =WDV,
and in a component form,
Y5 =Dislyy);, i€l jel.

An interested reader can find more details and references on singularly per-
turbed Markov chains in the survey [9].
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4 Analysis

To use the singular perturbation approach outlined in the previous section,
we first note that P is the matrix containing the transition probability ma-
trices of the instantaneous queue length for a given value of the estimated
average queue length when the averaging parameter a« = 0. Thus, P has mB
ergodic classes each corresponding to a particular value of ¢. The stationary
distribution of each of these classes can be computed separately. This system
of decomposable Markov chains is the unperturbed system which can be ana-
lyzed separately for different values of ¢. As noted in the previous section, in
general, the stationary distribution of the unperturbed system (i.e., & = 0) is
not the same as the stationary distribution of the original system when oo — 0
[20]. This motivates us to use singular perturbation technique to determine
the stationary distribution of our system when o« — 0.

Later, we also show that the distributions of the instantaneous queue length
and the average queue length can be computed for the general case (i.e. a =
0). We note that the use of the approximation given in (5) has resulted in a
level dependent Quasi-Birth-Death (QBD) type of transition matrix which is
as given in (11). We can now use the algorithm, given in [21], for computing
the steady state probability vector for level dependent QBD.

4.1 Limiting case

In this subsection we obtain the steady state probability vector of P when
a — 0. We note that all the elements of the matrices C;" and C; have « as a
common multiple and thus we can replace C;" by aD;" and C; by aD; where
D;f and D; have elements independent of a. Thus we can rewrite equation
(12) as

P=P+aPD. (13)

With € = o and @ = PD we recover the standard formulation for the singu-
larly perturbed Markov chains. The singular perturbation approach allows us
to find the stationary distribution of P as lim,_,o 7(a).

Let m; denote the stationary distribution of A;, and let V' be a (mB + 1) x
(mB+1)(B+ 1) matrix such that in the ith row the entries, corresponding to
the columns ¢, = i, are given by the rows of m;, and is zero elsewhere. 7; is the
stationary distribution vector of the unperturbed Markov chain corresponding
to the instantaneous queue length when packets are dropped with a probability
depending on h(i). Let W be a (mB +1)(B+1) x (mB + 1) matrix such that
in the ¢th column the entries corresponding to the rows ¢, = ¢ are 1, and is
zero elsewhere.

12



(7 0 ... 0 | (170 ...0]

0m ... 0 01 ..0
V= s W = 5

_Q ...... 7TmB_ _Q ...... L_

where 0 and 1 are (B + 1) x 1 vectors of 0 and 1, respectively.

Let S denote the generator matrix of the aggregated Markov chain. When
a goes to 0, the stochastic sequence ¢, converges weakly to a Markov chain
induced by the aggregated transition matrix. Then S is given by

S=VPDW.

Since 7; is the stationary distribution of A;, V P reduces to V, i.e.,

S=VDW. (14)
Denote

B

= Y m()mgi— i) (16)
7=

L%
= > m(i) (i — mj). (18)

j=0
(19)

where 7;(j) is the j' element of ;.
Using equations (15) and (17) we can rewrite S as

A 0
i —(fr+ ) i

0 o o —fan]

The stationary distribution of this generator matrix can be obtained by solving
vS = 0. The stationary distribution, v, is given by
o ff

yi={y()}= V(O)W, i€{0,1,...,mB}, (20)

13



where
mB i) -1
7(0) = (Z - ]> :

=0 1= /i

Proposition 1 Let 7(«) be the stationary distribution of P for a given value
of a, and let m; denote the stationary distribution of A;. Then, the limiting
stationary distribution of P, 7(0) is given by

7?(0) = [’717T1 YTty ... ’ymBTrmB] 5 (21)
where 7y; is given in (20).
Proor: Follows from Theorem 1.

We note that the states ¢ > m - maxy, are transient and the steady state
probability of ¢ > m-maxy, is 0. This can be shown as follows. From equation
(16) we have

B
fir =22 mlg)(mj—1i).
F=l£]
Since the packet drop probability is 1 for ¢ > m - maxy,, the steady state
probability, m;(j), becomes

1 ) = 0;
mi(j) = J Vi > m - maxyy,. (22)
0 j>0:

This is true since all the packets arriving at the queue would be dropped
and the queue would be empty. Since, m;(j) is as given in equation (22), and
i > m-maxy, > 0, we get that f;¥ =0, Vi > m-maxy,. From equation (18) we
get fi7 >0 Vi. From equation (20) it follows that y(i) =0 Vi > m - mazy,.

Remark. The stationary probability m;(7) is the steady state probability of
an arrival finding j customers in a G/M/1/K queue. These probabilities can
be computed recursively. We note that in the limit o — 0, the instantaneous
queue moves on a much faster time scale than the estimated average queue
length, and hence approaches stationarity. Therefore, if we had exponential
interarrival times and general service times (i.e., M /G /1/K) instead of general
interarrival times and exponential interarrival times (i.e., G/M/1/K) we could
use the steady state distribution of the M/G/1/K system to compute the
performance measures. In the limiting case, the performance measures of both
G/M/1/K and M /G/1/K queues with RED queue management scheme could
be obtained using this approach. However, for the general case (o -+ 0), using
our method, we can only obtain the performance measures of the G/M/1/K
queue with RED queue management scheme.

14



If the arrival process to the queue is Poisson with rate A and the service times
are exponentially distributed with mean ;=!, then the stationary distribution
of A;, m;, is given by

o= {mi(4)} = m(0)p], (23)
where .

and p; = X - (1 — h(g, = 1)) - u~*. Here h(-) is the given drop function.

From the above analysis, using equation (20), we are able to obtain the station-
ary distribution of the average queue length variable, g. We use the PASTA
property which states that the arrivals see this average queue length distribu-
tion. Hence, we can calculate the average packet drop probability as

Py = >_2(0)1(0) (24)

For batch arrivals, we make the assumption that every packet in a batch is
dropped with same drop probability. With this assumption, we can write the
probability of dropping at least one packet in batch as

m(B—N) mB
Pug= Y (1=(1—=7@)")-n@H)+ > h), (25)
i=0 i=m(B—N)+1

4.2 Approximate analysis
We present an approximate analysis which allows us to obtain the mean value
of ¢ without having to find the distribution.
The equilibrium value of ¢, ¢*, can be obtained by solving
¢ =mE(Q(q")), (26)

where E(Q(q")) is the expected queue length when we drop with constant
probability corresponding to ¢*.

Using equations (16) and (18) we get
B
fif =1 =m_gm() —i=mB(Q) — i, (27)
=0

where FE(Q);) is the expected queue length in the unperturbed Markov chain
with ¢, = i. The term f;" — f; can be thought of as an indicator for transitions
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of the average queue length, ¢q. We note that in states where mE(Q;) > 1,
f;" — fi is positive, hence indicating a tendency to increase g. Similarly, when
mE(Q;) > i, fi — f is negative, hence indicating a tendency to decrease q.
The equilibrium value of ¢ will then occur at the point where f;" — f; = 0.
Hence, ¢* can be obtained by solving (26). For the existence and uniqueness
of the solution, we assume that the drop probability function (this is the case
in the gentle variant of RED [22]) is a continuous non-decreasing function,
h(q), on the estimated average queue length. The effective offered load, p*, for
a given equilibrium value of ¢* is then given by

p* = p(1—h(q")). (28)

Since p* is a continuous non-increasing function on ¢*, we can express ¢* as

*

=t (1= ) =gl (29)

We note that ¢ is continuous non-increasing function on p*. Since the aver-
age queue length, E(Q(p*)), in the stationary regime is a continuous non-
decreasing function of the offered load, then we can say that E(Q(¢*)), is a
continuous non-increasing function of ¢*. As ¢* and FQ(-) the map to the
same interval i.e., [0, B], we can say that the solution to equation (26) exists
and is unique.

Remark. The fixed point equation was also obtained in [15] as the station-
ary solution of an ordinary differential equation.

4.8 General Case

In section 4.1 we presented an analysis for the limiting case a — 0. In this sec-
tion we outline an algorithm with which we can compute the steady state prob-
abilities when o - 0. However, « still has to satisfy the condition amB < 1.

The transition probability matrix of the two dimensional Markov chain (g, @)
given in equation (11) can be written as

Ly Fy O
By Ly F; 0

]5: 0 B2 L2 FQ s (30>
0 ...... B,.s L..B
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where B;, L;, F; denote the backward, local, and forward transition matrices,
respectively. This is the transition matrix for a level dependent () BD process.
Let the 7 be stationary distribution of P. Let 7 = [ToT1...TmB|, where 7;’s are
vectors of size 1 x B. 7; is the steady state probability vector of @) for ¢ = i.
7 can be found using the following algorithm [21].

(1) Compute the S; matrices using the following recursion

SOZLO
SIILZ + Bz([ — Sifl)ilﬂfl, 1 < 1 < mB.

(2) Tnp is computed by solving

ﬁ—mB = 7A:‘-mBSmBa
7i-mB -1=1.

(3) 7, 0 <i < mB is computed using the recursion
i = T Bisa (I = S,) 7",

(4) 7 is found by normalization

=R

R
I

5 Numerical results

In this section we present the results obtained through the analysis as de-
scribed in the previous section and the results obtained through simulations.
Our aim to see the effect of the approximations that we made in the model
and to verify that these effects are indeed negligible. The arrival process is as-
sumed to be Poisson batch arrival process with rate A and fixed batch sizes, V.
The service times are assumed to be exponential with mean 1/u. The offered
load, p, is defined as p = ATN

Remark. The validity of exponential interarrival time has been widely de-
bated. Various authors have shown that for different scenarios the traffic is self-
similar and not Poissonian [23]-[25]. However, in [26], the authors argue that
under heavy load conditions the traffic tends towards a Poisson process. In a
recent article [27], the main findings suggest that, when the level of multiplex-
ing is large, packet arrivals appear Poisson at small time scales, non-stationary
at medium time scales, and long-range dependent at large time scale. Thus,
as a preliminary study, we present some results related to the performance of
a RED queue when the interarrival time is exponentially distributed.
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Fig. 2. RED drop probability function

The analytical results were obtained by numerically calculating the values
using MATLAB. The buffer length, B, is taken to be 100 whereas the dis-
cretization parameter, m, is taken to be 5. The drop probability function is
taken to be of the form

0, q < ming,

G—mingy

Parop = \ pratih— ming, < § < maxy, (31)

1, q > maxyy,

We note that all the values of min,, maxy,, and ¢ are scaled by a factor m
in the analysis in order to discretize the estimated average queue size. The
unscaled values for ming, and maxyy, are 15 and 40, respectively, and the drop
probability function versus the unscaled estimated average queue length is as
shown in figure 2. We shall use the average drop probability and the probability
of at least one drop in a burst as performance measures. The simulations were
performed using C, and approximately 10® packets were generated during the
simulations.

5.1 Limiting case

First, we present the results for the limiting case. In the simulations, the aver-
aging parameter, o, was taken to be 0.0001. Figures 3 shows the analytical as
well as the simulation results for average packet drop probability as a function
of the offered load for different values of burst sizes. There is a fairly good
correspondence between the analytical and simulation results.

In [11] it has been argued that the number of drops becomes infinite with pos-
itive probability as o — 0. However, for the drop function as shown in Figure
1, the number of consecutive drops appears to follow a geometric behaviour
for small values of the number of consecutive drops. We plot the probability
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that there are greater than or equal to n consecutive drops as a function of
n for a drop tail and a RED queue in Figure 4. The decay rate of the tail is
much faster in the case of a RED queue when compared to that of a drop tail
queue. For small values of n, the decay rate is close to p", where p is the aver-
age packet drop probability. Most of the mass can be seen to be concentrated
within small values of n and, so the geometric approximation appears to be
a reasonable one. A continuous drop function ensures that the drops are in-
dependent and, thus, reduces the synchronisation of drops for different flows.
This argument supports using gentle RED. The tail drop probability during
this simulation scenario was 2 x 10~% which also suggests that synchronised
losses are reduced.

As mentioned above, the probability of dropping consecutive packets becomes
independent when the drop function is continuous. This suggests that the
probability of drops in a burst is binomially distributed. The probability of at
least one drop in a burst can thus be approximated by 1 — (1 — p)¥, where p
is the average drop probability and N is the burst size. This behaviour is seen
in Figure 5 in which the probability of dropping at least one packet in a burst
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is plotted as a function of the offered load.

Next, we validate the approximate analysis for obtaining the average queue
length. In order to obtain the average queue length we need to solve the fixed
point equation as given in equation (26). For example, the average queue
length as observed by a incoming packet in a M /M /1 queue with finite buffer
B is given by

D B+
BE(Qp) ="~ —(B+ )5 (32)
) (1= pgth)
where . .
q* — ming,
Pgx =P (1 - . > .
maxy, — Mming,
We can now obtain the equilibrium value of average queue length by solving
B+1
* Pq~ pq*
¢ =—"———-(B+1)—5. (33)
(1 - pq*) (1 - p£+1)

Similarly, for the batch arrivals we use the expression for the infinite buffer
case as an approximation. The equilibrium value for batch arrivals is obtained
by solving
q* _ Pg* N + 1. (3 4)
(1 —pg) 2
For the values of miny,, maxy, and B assumed in this section, we plot in
Fig. 6 the average queue as obtained from solving equations (33) and (34)

numerically using MATLAB and the results obtained through simulations.

5.2 (General Case

Next, we consider the case when o - 0. In the rest of this section we assume
that the discretization parameter, m, is 1. The drop function is the same as
in the previous section. We need that amB be less than 1. Thus, a has to
be chosen such that o < 0.01 in order to use the QBD algorithm. We choose
a = 0.009 which is close to 0.01. In Figure 7 and Figure 8 we plot the average
drop probability and the average queue length, respectively, as a function of
the offered load. We note that the behaviour is similar to that observed in the
limiting case.

In order to see the effect of choosing an averaging parameter which is not
necessarily small, we plot in Figure 9 the distribution function of the average
queue length, ¢, using the QBD analysis, simulations, and the singular per-
turbation (SP) analysis. The offered load was 1.2 and the burst size was taken
to be 10. As can be observed from the figure, the effect of increasing a is to
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is 1.2. a = 0.009.

increase the variance of q. We cannot, however, reduce the variance of ¢ by
taking the limit. There is a limiting distribution of ¢ (as was seen from the
limiting case) and hence a limiting variance which is different from 0.

6 Conclusions

We used a singular perturbation based approach to find the limiting station-
ary distribution of the average queue length and the packet drop probability
in a RED enabled queue. For Poisson arrival and exponential service times
the limiting stationary distribution was given as closed form expressions. The
equilibrium point of the average queue length was found to be the fixed point
solution of a function depending on the average queue length of a system with
no averaging. The analytical results were observed to match fairly accurately
with results obtained through simulations. We also showed that by using a con-
tinuous drop function we can reduce the number of consecutive losses thereby
avoiding synchronised losses. We showed that for the case when the averaging
parameter is not small, the stationary distribution can be computed using an
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algorithm for level dependent QBDs. However, for small values of the aver-
aging parameter, the computational complexity of using this algorithm was
much greater than that by using the singular perturbation approach. In this
work, we considered scenario in which packet generation process is indepen-
dent of packet drops. Future work will involve the study of a RED queue with
closed loop TCP traffic sources.
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