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ABSTRACT

Clinical data warehouses (CDWs) contain the medical data of millions of patients and represent a great op-
portunity to develop computational tools. MRIs are particularly sensitive to patient movements during image
acquisition, which will result in artefacts (blurring, ghosting and ringing) in the reconstructed image. As a result,
a significant number of MRIs in CDWs are unusable because corrupted by these artefacts. Since their manual
detection is impossible due to the number of scans, it is necessary to develop a tool to automatically exclude
images with motion in order to fully exploit CDWs. In this paper, we propose a CNN for the automatic detection
of motion in 3D T1-weighted brain MRI. Our transfer learning approach, based on synthetic motion generation,
consists of two steps: a pre-training on research data using synthetic motion, followed by a fine-tuning step to
generalise our pre-trained model to clinical data, relying on the manual labelling of 5500 images. The objec-
tives were both (1) to be able to exclude images with severe motion, (2) to detect mild motion artefacts. Our
approach achieved excellent accuracy for the first objective with a balanced accuracy nearly similar to that of
the annotators (balanced accuracy>80%). However, for the second objective, the performance was weaker and
substantially lower than that of human raters. Overall, our framework will be useful to take advantage of CDWs
in medical imaging and to highlight the importance of a clinical validation of models trained on research data.
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1. INTRODUCTION

Recently, hospitals have created clinical data warehouses (CDWs) which gather medical images from thousands
to millions of patients.! These resources represent an exceptional opportunity to develop computational tools.?
In contrast to research datasets where acquisition protocols are well standardised, the quality of CDW images
is highly heterogeneous. Images come from different hospitals over several decades and diverse machines were
used with no homogenisation on the acquisition parameters.® Therefore, quality control (QC) is a fundamental
first step before developing any machine learning project on a CDW. Lately, we have developed a framework for
the automatic QC of T1-weighted (T1w) brain MRIs for a CDW based on noise, motion and contrast labels.
While we obtained good results for the classification of images which are not proper 3D T1w brain MRI and for
recognising low quality images, we encountered difficulties in detecting motion in the images.*

MRIs are sensitive to motion induced by patient movement during the acquisition process. As they require a
long acquisition time, subjects are more likely to move during the examination, which causes artefacts (blurring,
ringing, ghosting or signal loss) in the reconstructed image.® Previously, we found that 25% of MRIs in the CDW
were totally unusable, and almost a third had a very low quality especially due to motion.* A study conducted
in a single hospital showed that the prevalence of repeating an MRI examination due to the presence of motion
was up to 20% of all the acquisitions. Beyond the cost that this represents for hospitals, these studies are
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highlighting the fact that many images present in the PACS are corrupted by motion. Therefore, it is important
to be able to automatically exclude such images before conducting any study on a CDW.

As motion quantification is a complex problem, particularly due to its sensitivity to many cofactors such as
contrast, we suffer from a lack of dataset with reliable quantitative ground truths. Thus, some studies were based
on synthetic motion to detect motion artefacts in a controlled way.” ' Despite the excellent results claimed in
the literature, only few papers have attempted to validate their performance on data with real motion. Even
when they did, their test sets were extremely limited and only composed of research data.® 10 It is thus unclear
how they would perform on clinical routine data.

In this paper, we propose a transfer learning framework for the automatic detection of motion artefacts in
3D Tlw brain MRI using a CDW. We generated synthetic motion in MR images of research databases to train
a CNN classifier which was validated on synthetic and real motion artefacts. Our model was then generalised to
clinical data with an effective transfer learning technique using 5000 manually labelled MRIs from a CDW.

2. MATERIALS AND METHODS
2.1 Dataset description

Three publicly available research datasets were used to train a CNN with synthetic motion artefacts and one
routine clinical dataset was exploited for transfer learning and validation.

The Alzheimer’s Disease Neuroimaging Initiative (ADNI) study is a multisite study of elderly individuals
with normal cognition, mild cognitive impairment, or Alzheimer’s disease.!! The ADNI-1 phase included T1w
MRIs acquired on 1.5 T scanners from different manufacturers (GE, Siemens, and Philips). Part of the metadata,
the IPMOTION score indicates the absence of motion (0), or the presence of mild (1), moderate (2) or severe
(3) motion artefacts in MRIs. This score was used to select motion free T1w MRI. We also created a small test
set with MRI corrupted by severe, moderate or mild motion based on the IPMOTION score and the comments
section. None of the ADNI images were acquired with gadolinium injection. We also used data from the MSSEG
MICCALI challenge, which aim is to segment multiple sclerosis lesions and includes 53 patients across 4 different
sites,'? and from the Montreal Neurological Institute’s Brain Images of Tumors (MNI BITE) database, which
includes pre and postoperative MR, images acquired from 13 brain tumour patients with different subtypes of
gliomas.'® We only considered the 3D T1w with gadolinium injection from these two datasets.

The clinical routine data comes from a large CDW containing all the T1w brain MRIs scanned in hospitals
of the Greater Paris area (Assistance Publique-Hopitaux de Paris). We used the same dataset as in our previous
study, where we randomly selected 5500 images that were acquired on various scanners (Siemens, GE, Philips
and Toshiba).* Motion artefacts were manually annotated as a three-grade level by two annotators. A score of
(0) was given when no motion was seen, (1) when the structures of the brain were distinguishable despite the
presence of motion and (2) when the structures were difficult to distinguish. Some of the 5500 images did not
correspond to T1w brain MRI and were therefore not labelled with a motion score (straight reject).* If the users
labelled differently a given MRI, the consensus grade was chosen as the maximum of the two grades. Dataset
characteristics are shown in Table 1.

Table 1. Distribution of the sex and age over the research and clinical datasets. We grouped the three research datasets
into a single row.

Database N patients N images Age in years [range] Sex (%F)
Research databases 136 1222 72.52 [24, 90] 42.57%
Clinical data warehouse 4177 5500 55.51 [18, 95] 55.39%

2.2 Image preprocessing

The T1w MR images were pre-processed using Clinica ' and its t1-1inear pipeline. First, a bias field correction
was applied using the N4ITK method.!® An affine registration to the MNI space was then performed.'® Next,
images were cropped to remove background resulting in images of size 169x208x179, with 1 mm isotropic



voxels.!” The Z-score method, which consists of subtracting the mean intensity of the entire image from each
voxel value and dividing it by the corresponding standard deviation, was used to normalise the voxel intensities.

2.3 Proposed approach

We developed a transfer learning approach to detect motion artefacts in clinical images based on motion simulated
on research images.

Head motion can be well approximated as rigid body motion which requires six degrees of freedom, comprising
three translations and three rotations.'® We used the Python library TorchIO and its RandomMotion function.'®
In this image-based approach, the assumption was made that the subject takes Nt different positions during the
acquisition.® The motion simulation algorithm follows these four steps:

1. Nt rigid transformations of the motion free image were computed in the image domain. The three transla-
tion (t4,t,,t,) and rotation (6, 0,,©,) parameters were sampled for each transformation from a uniform
distribution across the translation and rotation ranges given as input.

2. For the Nt transformed images and the original one, the fast Fourier transform was estimated to transform
the image domain into the k-space domain.

3. A new k-space was built by concatenating blocks for the Nt different simulated positions.

4. To transform the k-space to the image domain, an inverse fast Fourier transform was calculated to produce
the final motion corrupted synthetic image.

To classify motion artefacts, we implemented a CNN composed of five convolutional blocks and three fully
connected layers (denoted as Conv5FC3) that proved successful in our previous work.* Each convolutional block
is made of a convolutional layer, a batch normalisation layer, a ReL U activation function and a max pooling layer.
We used the ADAM optimiser, the weighted binary cross-entropy loss and a batch size of 16. Our implementation
was done using Pytorch and the ClinicaDL software.'®

Transfer learning was used to generalise our model from synthetic to routine clinical data. We fine-tuned
our pre-trained model by allowing the training of the three fully connected layers of the ConvbFC3 model and
freezing the weights of the other layers.

2.4 Experiments

At first, we aimed to test the ability of the proposed ConvbFC3 network to detect motion in research datasets
using only synthetic motion while training. We performed a series of experiments on the research datasets,
where we corrupted motion-free MRIs with different severities of motion to study the influence of the translation
and rotation ranges. A first independent test set was created by randomly selecting 182 images over the three
public datasets and corrupting 91 MRIs with different severities of motion (rotation: [2°, 8°; translation: [2 mm,
8 mm)])). The remaining images were split into training and validation using a 5-fold cross validation. Our model
was also validated on a second small test set with 41 ADNI MRIs corrupted by real motion.

Then, a second set of experiments was performed on the CDW dataset using transfer learning. We fine-tuned
our pre-trained model using 5000 clinical images on two target tasks: the detection of severe (Motion01vs2) and
mild (MotionOvsl) motion. We tested our method on an independent test set of 500 clinical MRIs.

3. RESULTS
3.1 Validation on research dataset

We evaluated the performance of our model trained on synthetic motion on our independent test set corrupted
with different severities of motion artefacts. We studied the influence of the RandomMotion function parameters
by performing several experiments with different motion severities. We first trained a model with synthetic severe
motion by applying a large rotation and translation range ([6°,8°]; [6 mm,8 mm]). The balanced accuracy (BA)
on our independent test set is excellent (98%). We also obtained very good results for smaller ranges of rotation
and translation as reported in Table 2. Then, we evaluated the ability of these models to detect real motion.
As mentioned in Section 2.1, we defined a test set according to the IPMOTION. Our models were perfectly able
to detect motion on these images. In light of these experiments, we concluded that the most suitable model
to continue our study was the one trained with rotation and translation ranges of [6°, 8°] and [6 mm, 8 mm)],
respectively.



Table 2. Results for the detection of synthetic and real motion in T1lw brain MRI from research datasets. For the
validation on synthetic motion, we report the mean and the empirical standard deviation across the five folds for the
balanced accuracy (BA), specificity and sensitivity. For the detection of real motion, only the accuracy obtained by the
best model of the 5-fold CV was reported as our independent test set contained only images with motion.

Cross-validation on synthetic motion Test on real motion

Rotation range Translation range BA Specificity Sensitivity Accuracy
(6°, 8°) (6 mm, 8 mm) 98.22 £ 1.39 99.29 £ 0.86 97.14 + 2.33 100%
(4°, 6°) (4 mm, 6 mm) 97.06 &+ 1.47 98.25 £ 1.92 95.87 + 1.27 100%
(2%, 4%) (2 mm, 4 mm) 95.51 £2.47 98.94 £ 2.11 92.06 £ 5.76 98.41%

3.2 Application to the clinical data warehouse

The results obtained with the proposed transfer learning framework on our independent clinical test set are
presented in Table 3. For the detection of severe motion, the classifier BA is almost as good as that of the
annotators, which is defined as the average of the BA between each rater and the consensus. For the detection
of mild motion the classifier BA is low (62.61%) and lower than that of the raters (73.21%). We compared
the performance obtained with and without fine tuning. When applying the network trained on synthetic data
directly on the clinical data, we observed a large drop in performance with a particularly low specificity for both
tasks. A second comparison was performed between the proposed transfer learning framework and when training
with the clinical data from scratch. Our transfer learning method achieved a gain of more than 10 percent points
for the detection of severe motion. A much smaller improvement was observed for the detection of mild motion.

Table 3. Detection of motion artefacts on the CDW. For both the detection of severe motion (Motion01lvs2) and mild
motion (MotionOvsl), we report: the agreement between human raters and the consensus (manual annotations), results
of the proposed approach (pre-training on synthetic motion from research data and fine tuning on CDW), results when
training on synthetic motion from research datasets without fine tuning and results when training from scratch on CDW.

BA Specificity  Sensitivity

Manual annotations 86.29% - -
Fine-tuning on CDW (proposed) 84.52%  85.37% 83.67%
Motion01vs2 Training on research dataset 60.26% 33.33% 87.19%
Training from scratch on CDW  73.75%  49.58 % 97.93%
Manual annotations 73.21% - -
Fine-tuning on CDW (proposed) 62.61%  52.00% 73.23%
MotionOvs1 Training on research dataset 53.18% 17.96% 88.57%

Training from scratch on CDW  58.31%  33.39% 83.24%

4. DISCUSSION AND CONCLUSION

In this work, we developed a transfer learning framework for the automatic detection of motion in 3D Tlw
brain MRI using a CDW. After having pre-trained a CNN to detect motion artefacts on images from research
datasets corrupted with synthetic motion, we improved the generalisation ability of our network on a clinical
dataset of 5000 images using fine-tuning. We validated the proposed approach by applying it on 500 manually
labelled clinical MRIs. To the best of our knowledge, we are the first to propose a very large-scale validation
using a CDW for motion artefact detection using synthetic motion. For the synthetic motion detection on the
research datasets, our model achieved excellent results with a BA of 98.22%. Trained using synthetic motion
only, the model had no difficulty generalising to real motion on a small research test set (BA: 100%) but it was
not able to generalise to the CDW (BA: 60.26%). This poor result with a low specificity highlights both the
critical importance of validating models trained on research datasets to clinical ones, but also the quality gap
between research, where strict acquisition protocols are respected, and clinical data, which suffer from a lack of
homogenisation of acquisition parameters. To overcome these issues, we proposed a transfer learning framework
which achieved very good results for the detection of severe motion with a BA of 84.52%, which is nearly as good
as that of the annotators (86.29%) and 10 percent points higher than when training the model from scratch.
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