Coupling dense point cloud correspondence and template model fitting for 3D human pose and shape reconstruction from a single depth image
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Abstract—In this paper, we address the problem of capturing both the shape and the pose of a character using a single depth sensor. Some previous works proposed to fit a parametric generic human template in the depth image, while others developed deep learning (DL) approaches to find the correspondence between depth pixels and vertices of the template. In this paper, we explore the possibility of combining these two approaches to benefit from their respective advantages. The hypothesis is that DL dense correspondence should provide more accurate information to template model fitting, compared to previous approaches which only use estimated joint position only. Thus, we stacked a state-of-the-art DL dense correspondence method (namely DoubleU-Net) and parametric model fitting (namely Simplify-X). The experiments on the SURREAL [1], DFAUST datasets [2] and a subset of AMASS [3], show that this hybrid approach enables us to enhance pose and shape estimation compared to using DL or model fitting separately. This result opens new perspectives in pose and shape estimation in many applications where complex or invasive motion capture set-ups are impossible, such as sports, dance, ergonomic assessment, etc.

Index Terms—Human motion capture, shape reconstruction, deep learning, computer vision, depth sensor

I. INTRODUCTION

With the dissemination of cheap depth sensors in the consumer market, such as the Microsoft Kinect, reconstructing the body shape and pose from depth images and point clouds has become a very active field of research. Most previously proposed methods focused on pose and shape reconstruction from human part [4], [5], skeleton joints [6], [7], or dense correspondence, but remain not enough precise [8]. Indeed, depth images provide incomplete and noisy information, mainly due to occlusions, which makes it challenging to build a complete and accurate body surface [9]–[13].

Other approaches proposed to reconstruct the 3D shape and pose using a single RGB image, by fitting parametric models (such as SMPL [14], SMPLify [6]) to the RGB information, or by directly learning parameters of parametric models [15], [16]. Recent work demonstrated that DL was promising to learn the correspondence between the image domain and the SMPL parameter space [17]. However, this correspondence problem is complex because of the high variation in human poses, shapes, and camera viewpoints [17]–[20].

We assume that adapting these RGB-based approaches to depth images is promising. Indeed, using depth instead of RGB images helps to resolve ambiguity from 2D to 3D [7], [21]. We also suppose that combining the advantages of DL-based dense correspondence estimation, with a parametric model fitting for the fine tuning of the shape and the pose, would enhance the results compared to using them separately. Hence, the main hypotheses we wish to validate in this paper are:

H1 Depth image segmentation before dense correspondence should provide better results. Like [19], [20], as a first step, we establish dense correspondences via mapping 3D vertices to the color domain. We use a DoubleUnet network [22] to obtain this color embedding for each depth pixel. A first U-Net aims at segmenting the depth images into 15 classes (body parts and background), which should help a second U-Net to regress color embedding for each pixel.

H2 Using dense correspondence as an input of the model fitting algorithm should improve the performance of pose and shape reconstruction. Most of the previous works based on this model fitting used joint position estimation as an input of the optimization, which makes the approach very sensitive to noise and inac-
accuracies. We assume that using thousands of pixel-to-vertex correspondences instead of 15 joint positions would increase the accuracy of the reconstruction.

For dense correspondence estimation, we trained a neural network to map depth pixels to a low dimensional canonical template geometry representation (geometry embedding). This representation entails normalized spatial coordinates of the T-pose human SMPL template vertices, in addition to body part segmentation labels. Based on the success of previous works [17], [20], we regress this representation in an image-to-image manner. This pixel-to-vertex correspondence is next used to optimize the shape and pose parameters of SMPL, inspired by previous works on hands [21], [23].

We compared our method to state-of-the-art competition that solves for both monocular RGB and depth inputs on standard human shape in motion datasets following the experimental setting of [12], using synthetic (SURREAL), pseudo-real (DanseDB), and real (DFAUST) data. Our experiments validate the hypothesis H2: by leveraging the combination of deep dense correspondences and parametric model optimization we obtain state-of-the-art performances. But, these results remain less competitive than recent works introducing temporal information [12]. We also provide an in-depth ablative analysis of the various components involved in our method. This ablative analysis supports hypothesis H1: using segmentation into the geometry embedding improves the results compared to using dense correspondence only.

In the following, we first review previous work most related to our approach in section II. Our two-step approach is presented in section III. We present an extensive evaluation study in section IV before concluding.

II. RELATED WORKS

Human 3D shape reconstruction and pose estimation have generated vast literature. We refer the reader to [24]–[26] for more extensive overviews.

a) 3D Human Shape and Pose from Depth Images: Previous 3D human body modeling from depth images can be roughly categorized into template-based, template-free capture and hybrid methods. The template-based methods utilize template priors for the 3D body model recovery, such as embedded skeletons [5], [27], template models [9], [11], [28], [29], or parametric models [10], [12]. With the evolution of depth sensing, range data acquired by commodity depth sensors such as the Microsoft Kinect, can be used as prior information. An improved SCAPE model can also be fitted to the range data [8], [30]. Researchers also proposed several different cues from a depth sensor to estimate pose and shape via a silhouette, depth or color data [8], [27], [29], [30]. Bashirov et al. [7] proposed a neural network that used the 3D joints position delivered by the Kinect API to infer SMPL pose parameters. The DoubleFusion approach [10] starts with a pre-constructed 3D template mesh and uses a template-free method (i.e., DynamicFusion [31]) to update the current mesh in combination with the SMPL parametric model to construct an inner human body. Although it shows very promising performances, the initial configuration and subject pre-scanning are not trivial inputs. Recently, DL-based methods have shown impressive performance improvement. Most of these leaning methods rely on 3D human models, such as SMPL. Zhang et al. [32] trained a weakly supervised network from depth or point cloud to learn 3D joints from annotated 2D joints, but they did not recover human shape information. Wang et al. [12] proposed to regress 3D coordinates of mesh vertices at different resolutions from the latent features of point clouds. Jiang et al. [13] also proposed a deep network that takes 3D point cloud as input and learns to predict SMPL shape and pose parameters.

b) 3D Human Shape and Pose from RGB Images: With the development of deep neural networks, capturing a 3D human shape and pose from a single color image has become possible through several diverse approaches [25]. A family of works leveraged 2D joint information in predicting 3D human pose [33] and shape [34]. Bogo et al. [6], when proposing SMPLify, applied a CNN-based method to predict 2D joint locations and then fitted a 3D body SMPL model to estimate 3D body shape and pose. Other methods used regression of 3D human model parameters. They used deep neural networks as encoders to estimate the pose and shape parameters directly from images. For instance, Kolotouros et al. [15] proposed a deep network to infer SMPL parameters through iterating between learnable regression and the optimization-based approach SMPLify [6]. ExPose [35] is a deep neural network predicting the whole set of SMPL-X [36] parameters to overcome the problem of lacking training data for the human body model. Kanazawa et al. [16] employed adversarial learning by using a generator to predict parameters of SMPL, and a discriminator to distinguish the real mesh instances and the predicted ones. Other deep learning-based methods [37]–[40] inferred the 3D body shape or mesh directly from color images using convolutional networks. Graph CNN method [37] first attached the extracted features from an input color image to the 3D vertex coordinates of a template mesh, and then predicted the vertex coordinates of the 3D body meshes using a convolutional mesh regression. Moon et al. [39] proposed a new heat-map representation, called “lixel”, to recover 3D human meshes. [40] used image convolutional features and Transformers [41] to estimate a human mesh from a single RGB image.

c) 3D Human Shape and Pose via Dense Correspondences: Several methods enable to compute correspondences between human shapes in arbitrary poses [19], [20], [42]. Finding correspondences across images or point clouds is a fundamental building block for many 2D/3D computer vision tasks, such as reconstruction or tracking. Bogo et al. [8] proposed to optimize parameters of 3D human body model fitted through point cloud corresponded vertices. However, the correspondences were computed by a nearest-neighbor algorithm based on Euclidean distance, which demands a good initialization. Other works relied on an underlying parametric model of a human, such as SMPL, and directly performed a correspondence regression. A strong benefit of this was that the 3D model shares the same topology across different...
Fig. 1. Overview of the proposed framework. Our method can predict 3D human shape and pose from an input depth image. A double U-Net network is applied to predict body part segmentation and to regress normalized canonical vertex coordinates. These outputs are used to compute dense correspondence between the input depth pixels and the template geometry via nearest neighbor in a low dimensional embedding. We then fit the SMPL model to the input depth by minimizing the distances between vertices and their corresponding depth pixels. The final output is shown on the right hand side from two viewpoints with the overlaid input depth point cloud.

people. DensePose [17] showed that this can be learnt via gathering dense correspondences between the SMPL and body data using the COCO dataset, including simulated data [43]. Another popular type of method consisted in learning feature descriptors attached to RGB, depth, or points cloud. While early works used hand-crafted shape descriptors to identify geometric features [44], Huang et al. [42] used deep learning. They applied PointNet++ [45] to learn a representation of each point cloud, and further enforce local smoothness to compute dense correspondences across full or partial human shapes. They used a depth image as input and learned a descriptor for each pixel. Tan et al. [20] learned an embedding from RGB images that follows the geodesic properties of an underlying 3D surface, which enabled the inference of human correspondences. In this paper, we aim at demonstrating that combining this type of approach with SMPL model fitting should enhance the accuracy of the pose and shape reconstruction.

III. PROPOSED APPROACH

Given an input depth image containing a minimally clothed person, our method predicts a mesh representing the corresponding 3D human posed shape in the input camera coordinate frame. This is achieved through the two-stage method depicted in Fig.1. The formalization of the 3D model used in our approach is described in section III-A. In the first step, a convolutional network (see section III-B) first predicts a segmentation of the input depth image into several human body parts, along with a 2D correspondence map associating pixels to a template mesh vertices. Then, pixel-to-vertex correspondences are then established using the segmentation and correspondence maps. In a second step, a parametric shape model is fitted to the depth image using the resulting correspondence maps (see section III-C).

A. 3D Human Model

To model the 3D shape and pose of the character, we used the SMPL model. The shape of a human body is defined by a parametric deformable mesh \( M(\beta, \theta, \gamma) \). Shape parameters \( \beta \) are coefficients of low-dimensional shape space. \( \gamma \) is the global translation. The pose of the body is defined by a skeleton rig with 23 joints; pose parameters \( \theta \) represent the relative rotation between parts. The model generates a triangle mesh \( M \) with 6890 vertices:

\[
M(\beta, \theta, \gamma) = W(T_p(\beta, \theta), J(\beta), \theta, W) + \gamma,
\]

where \( W \) is a linear blend skinning function with vertex-joint assignment weights \( W \), and \( J(\beta) \) is a joint location regressions function. The pose parameters \( \theta \) encode the global rotation and the rotation angles of each skeleton joint, while the shape parameters \( \beta \) contain the coefficients of the ten most significant PCA components of the human shape learned from registered real human scans. \( T_p(\beta, \theta) \) is the deformed template mesh in a default body pose. It is expressed as the sum of a template mesh \( T \) with the shape and pose blendshape functions \( B_S \) and \( B_P \), which add shape and pose dependent vertex-wise corrective displacements to the skinning template in order to reduce the artifacts of linear blend skinning.

B. Dense Correspondences

This section introduces the DL dense correspondence stage of our method: given a depth image and a template geometry mesh, a convolutional neural network predicts a dense mapping between the depth pixels and the SMPL template vertices. Mapping is obtained through the combination of a body part segmentation map and a pixel-to-vertex correspondence map.

a) Template Geometry Embedding: Our goal is to establish a mapping function \( c: \Gamma \rightarrow T \) putting pixels in the depth image domain \( i \in \Gamma \) in correspondence with vertices in the
template mesh \( j \in \mathcal{T} \) using a deep neural network. As it is computationally expensive to learn a mapping from pixels to the entire span of the 6890 template vertices, we embedded the template geometry in a low dimensional space. We note this fixed embedding \( E: \mathcal{T} \to [0,1]^6 \). Building a reliable embedding \( E \) is crucial for our method, especially because neural networks can infer erroneous correspondences: switching body limbs due to the inherent symmetry of the human body, or confusing pixels belonging to adjacent body parts. \( E \) aims at mapping pixels to the template geometry, but images are 2D projections of the 3D world, this embedding must capture the underlying 3D geometry of the human shape under arbitrary poses and viewing angles. We started by defining the first 3 components of the embedding as the normalized 3 spatial coordinates of the template mesh in the canonical T-pose (see Fig. 2), by mapping the 3 normalized vertex coordinates to RGB values. As we found this representation insufficient to distinguish vertices in our experiments, we added 3 extra dimensions to our embedding to help us distinguish body parts more robustly. Hence, we divided the template geometry into 15 parts, including a background class, as shown in Fig. 2. We picked 15 distinctive RGB colors for each class, which represents the extra 3 coordinates of the embedding \( E \). Next, we trained a deep neural network \( slm \) to map pixels to the template geometry embedding space: \( slm: \Gamma \to E(\mathcal{T}) \).

b) Neural Network: We stacked two U-Net [22] networks (image-to-image architecture) as illustrated in Fig. 1 to predict body part segmentation, and to regress normalized mesh colors. These two outputs are concatenated to generate the pixel embedding values \( slm(i) \in E(\mathcal{T}) \). The first U-Net aims at segmenting the input depth image into 15 classes. This segmentation label corresponds to the last three components of the embedding for each depth pixel. This embedding is then concatenated with the depth image and fed to the second U-Net to predict a 3-channel image corresponding to the 3 first components of the embedding. The network was trained using the combination of a cross-entropy loss on the output of the segmentation branch, and an \( L_2 \) loss on the output of the normalized color regression branch.

c) Pixel-to-Vertex Correspondence: To obtain correspondences \( v_c \), for a given depth image to the template geometry, we first map the image pixels to the low dimensional embedding using our convolutional neural network inference \( slm \). The vertex \( j \) matching pixel \( i \) is then defined as the nearest template vertex in the embedding space, which writes:

\[
v_c(i) = \arg \min_{j \in \mathcal{T}} ||slm(i) - E(j)||_2^2
\]  

C. Model Fitting

In this section, we introduce the model fitting stage of our method. Given an input depth image and pixel-to-vertex correspondences obtained from the previous stage, we fit the SMPL model to the depth image to recover the human shape and pose parameters of the adapted template mesh. To this end, we minimize the following objective function:

\[
E(\theta, \beta, \gamma) = \lambda_D E_D(\theta, \beta, \gamma) + \lambda_\theta E_\theta(\theta) + \lambda_\beta E_\beta(\beta).
\]  

where \( E_D \) is the data term. The data term stands for minimizing a \( L_2 \) distance between pixel \( i \)'s 3D point \( p_i \) (obtained using the intrinsic matrix and the pixel’s depth value), and the corresponding vertex \( v_c(i) \). This distance is summed over all pixels that belong to the body region \( \Omega \subset \Gamma \) in the segmentation map:

\[
E_D(\theta, \beta, \gamma) = \frac{1}{|\Omega|} \sum_{p_i \in \Omega} \rho(||p_i - v_c(i)||_2^2),
\]

where \(|\Omega|\) is the total number of pixels in \( \Omega \). Following previous work [6], [36], we use a robust differential Geman-McClure penalty function \( \rho \) to deal with noisy estimates.

\( E_\theta \) represents the body pose prior \( E_\theta(\theta) = \sum exp(\theta_i) \) which penalizes joints that bend unnaturally. The shape prior \( E_\beta \) implements an \( L_2 \) regularization on the shape parameters \( E_\beta(\beta) = ||\beta||^2 \). Hyper parameters \( \lambda_D, \lambda_\theta, \lambda_\beta \) are trade-off weights of the objective function terms.

IV. Evaluation

In this section, we describe the experimental setting used to evaluate this approach in subsection IV-A. We also provide implementation details in subsection IV-B and explain the evaluation metrics in subsection IV-C. This evaluation aims at providing quantitative results compared to state-of-the-art competitors (see subsection IV-D) and qualitative results of the reconstructed shape and pose character (see subsection IV-F). To evaluate the two hypotheses \( H1 \) (prior segmentation enhances dense correspondence) and \( H2 \) (combining dense correspondence and model fitting enhance the quality of pose and shape reconstruction), we carried out a specific ablation study, described in subsection IV-E.

A. Datasets

We conducted experiments on standard datasets of 3D minimally clothed human shape in motion. Following protocols introduced in previous works [12], [13], we used the SURREAL [1], DFAUST [2] and also a subset of the AMASS [3] dataset entitled DanseDB\(^1\). We rendered the 3D models contained in these datasets to simulate depth images of the same resolutions.

\(^1\)http://dancedb.eu/
but different viewpoints. Consequently, we obtained depth images with the corresponding ground truth character shape and pose, initially used in the rendering process.

The SURREAL data consists of motion sequences of synthetic human 3D body models. It contains 55,001 training clips and 12,528 testing clips, each is roughly 100 frames long. The DFAUST data consists of motion sequences of registered real people scans. It contains around 40,000 3D models. The DanseDB data consists of dancing sequences of synthetic human models fitted to real motion capture data. It contains 20 subjects and 153 sequences totaling roughly 3.5 hours of dancing motion. We uniformly sampled 50,000 training frames and 10,000 testing frames from 4 different random viewpoints, for each of these datasets.

B. Implementation Details

We trained our neural network with a batch size of 12 using the RMSprop optimizer and a learning rate of $6.14e^{-4}$ found through the learning rate range test described in [46]. To solve the optimization in Eq.3, similar to [36], we used the Pytorch implementation of the Limited-memory BFGS optimizer, with strong Wolfe line search with a learning rate of 0.6. We ran the optimization for 20 iterations. At test time, the neural network inference stage took about 35ms (may change if size of the input depth image changes) and the optimization stage took 6.43s on a NVIDIA 1080Ti GPU.

C. Evaluation Metric

We quantified the reconstruction quality with the Mean Average Vertex Error in millimeter (mm), averaged subsequently over all testing frames:

$$\epsilon = \frac{1}{N} \sum_{i=1}^{N} \sqrt{||v_i - \hat{v}_i||_2^2}, \quad (5)$$

where vertices $\{v_i\}$ are the prediction, $\{\hat{v}_i\}$ are the ground-truth, and $N$ is the total number of vertices.

D. Comparison to the State-of-the-art

<table>
<thead>
<tr>
<th>Methods</th>
<th>Input</th>
<th>SURREAL</th>
<th>DFAUST</th>
<th>DanseDB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model fitting</td>
<td>D</td>
<td>140.6</td>
<td>170.1</td>
<td>-</td>
</tr>
<tr>
<td>Lassner et al. [38]</td>
<td>RGB</td>
<td>155.5</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Bogo et al. [6]</td>
<td>RGB</td>
<td>56.1</td>
<td>57.5</td>
<td>-</td>
</tr>
<tr>
<td>Wei et al. [19]</td>
<td>D</td>
<td>58.6</td>
<td>62.2</td>
<td>-</td>
</tr>
<tr>
<td>Kanaz. et al. [16]</td>
<td>RGB</td>
<td>54.3</td>
<td>58.1</td>
<td>-</td>
</tr>
<tr>
<td>Kanaz. et al. [47]</td>
<td>RGB</td>
<td>52.7</td>
<td>56.1</td>
<td>-</td>
</tr>
<tr>
<td>Kolot. et al. [37]</td>
<td>RGB</td>
<td>49.5</td>
<td>52.2</td>
<td>-</td>
</tr>
<tr>
<td>Wang et al. [12]</td>
<td>D</td>
<td>18.2</td>
<td>19.7</td>
<td>-</td>
</tr>
<tr>
<td>Jiang et al. [13]</td>
<td>D</td>
<td>15.5</td>
<td>8.1</td>
<td>-</td>
</tr>
<tr>
<td>Ours</td>
<td>D</td>
<td>49.6</td>
<td>53.6</td>
<td>55.0</td>
</tr>
</tbody>
</table>

TABLE I

Comparison to methods predicting the mesh of a 3D minimally-clothed human body from a monocular RGB or depth (D) image in terms of reconstruction errors (mm). For clarity, the error rates close, above and below 10% of our solution have been written respectively in blue, orange and green.

We compared our proposed approach to state-of-the-art methods that predict human shape and pose from a single RGB or depth image, in Table I. We reported the performance of methods [6], [14], [16], [19], [37], [47] as they are reported in [12], because we used similar evaluation protocol. The model-fitting method [14] deformed the SMPL model to the depth using naive correspondences between the template and the input depth. Kanazawa et al. [6] first detected 2D body joints from an RGB image and then fitted the SMPL model to the detected joints. Lassner et al. [38] and Kanazawa et al. [16] inferred SMPL parameters directly from RGB images. Wei et al. [19] built point correspondences by matching learned feature descriptors for pixels in depth images. The 3D models were then generated by fitting the SMPL model to point correspondences. The rest of the methods in Table I directly inferred 3D meshes from RGB [37] or depth images [12], [13]. These two last methods based on depth images also used temporal information, which helps to reconstruct missing information and to obtain consistent shape along time, and continuity of the motion.

Our method has similar results to most previous works, except for the two recent papers using temporal information [12], [13]. The superiority of our method compared to the RGB deep learning-based ones (e.g. [6], [16], [37], [38], [47]) could be partly explained by using 3D cues instead of 2D RGB information. Model fitting approaches [14] struggle to obtain good results due to the difficulty of getting a good initialization for the optimization using merely naive initialization heuristics.

E. Ablative Analysis

In this paper, we wish to evaluate two main hypotheses $H1$ and $H2$. To this end, ablatively analysis is required, aiming at evaluating the impact of each choice in the approach: the interest of introducing segmentation prior to dense correspondences ($H1$) and using or not dense correspondence before model-fitting ($H2$). For this ablatively analysis (see Table II), we focused on the SURREAL dataset. We first tested an approach in which the 3D joint coordinates are known and used as inputs to the model-fitting algorithm. This is the reference model fitting approach. Note that the 3D joints are ground truth values, leading to better results than previous works based on 2D-3D joint estimation [14], [38]. Because 3D joint estimation is a very active field of research, we considered it as a fair comparison with our approach, to use the ultimate quality of joint reconstruction, i.e., using ground truth.

We then tested using DL dense correspondence only with a single UNet before model-fitting. The results showed that the pose and shape reconstruction was enhanced compared to the reference model fitting method (based on ground truth joints). We then added the prior segmentation stage to evaluate hypothesis $H1$. Compared to using dense correspondence only, we decreased the error from 59.7mm to 49.6mm, which means that it avoids some mismatch in the dense correspondence algorithm, supporting $H1$.

To evaluate the limit of this approach and perform a fair comparison to the reference model-fitting approach, we tested another method using the ground truth dense correspondence.
Using this knowledge before model fitting, we decreased the error down to 44.3mm, which is far below the error obtained with the reference model fitting test (80.1mm), thus supporting hypothesis $H2$.

<table>
<thead>
<tr>
<th>Method</th>
<th>SURREAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>GT 3D joints + optimization</td>
<td>80.1</td>
</tr>
<tr>
<td>Dense correspondence only + optim.</td>
<td>59.7</td>
</tr>
<tr>
<td>Our method: Segmentation &amp; correspondence + optim.</td>
<td>49.6</td>
</tr>
<tr>
<td>GT dense correspondence + optim.</td>
<td>44.3</td>
</tr>
</tbody>
</table>

**TABLE II**

**RECONSTRUCTION ERRORS (MM) OF DIFFERENT ABLATION STUDIES PERFORMED ON THE SURREAL DATASET.**

**F. Qualitative Results**

Fig. 3 shows our results on test sets from SURREAL, DFAUST and DanseDB datasets. From left to right, one can see the input depth image, the segmentation, the color embedding, the dense correspondence between depth pixels and template vertices, and two different viewpoints of the resulting shape. We also display an overlay of the point cloud on the fitted mesh. These visualizations illustrate the robustness of our method to changes in body poses, shapes, self-occlusions, and viewpoints.

Figure 4 depicts the vertex-wise color-coded reconstruction errors of our method on SURREAL, DFAUST and DanseDB datasets. It can be seen that in most cases, our reconstruction is extremely precise. This figure also illustrates the remaining limits not yet solved by our approach. The mesh-born spatial distribution of errors shows that reconstruction is most challenging for non-frontal views, body part extremities, and self-occluded body areas.

**V. Conclusion**

The main contribution of this paper is to explore the interest of combining DL dense correspondence between depth pixels and human template vertices, and model fitting. Our results demonstrated that this combination enhances the accuracy of the human pose and shape reconstruction using a single depth image. Indeed, the thousands of correspondences used as inputs to the model fitting stage offer richer information than simply using joint positions, as traditional methods did. This supports our second hypothesis $H2$.

Dense correspondence may contain errors due to the complexity of human pose, shape, symmetry, and camera viewpoint. Our results support hypothesis $H1$ and suggest that prior depth image segmentation in body parts helps to enhance the dense correspondence estimation. However, this prior segmentation knowledge did not enable us to reach the ideal performance obtained with ground truth correspondence. It means that future work is needed to make this dense correspondence become more robust and accurate.

Although we demonstrated the interest of combining DL and model fitting, compared to DL only, recent works using temporal information obtained very impressive improvements. It seems to show that working on a unique RGB or depth image is limited, and future work should continue to explore using temporal information. It would also be interesting to test if combining DL and model fitting is still an advantage.

In this paper, as in many previous works, we tested our approach on simulated depth images, whereas Kolotouros et al. [15] showed to perform well on ‘in-the-wild’ data sets. Real captured depth images may exhibit low quality, which may impact the quality of the pose and shape reconstruction. Future work should evaluate these methods on real segmented depth images, to address real-world challenges.

**References**


Fig. 3. Visualization of our results on SURREAL (rows 1-3), DFAUST (rows 4-6) and DanseDB (rows 7-9). (a) Input depth image; (b) Output human part segmentation; (c) Regressed template vertex color; (d) Correspondences between the depth point cloud and the fitted mesh; (e) & (f) Output fitted mesh visualized from 2 different viewpoints. The point cloud, overlaid on the fitted mesh, is colored according to the depth values.


