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Abstract
Let Substrk(X) denote the set of length-k substrings of a given string X for a given integer k > 0.
We study the following basic string problem, called z-Shortest Sk-Equivalent Strings: Given
a set Sk of n length-k strings and an integer z > 0, list z shortest distinct strings T1, . . . , Tz such
that Substrk(Ti) = Sk, for all i ∈ [1, z]. The z-Shortest Sk-Equivalent Strings problem arises
naturally as an encoding problem in many real-world applications; e.g., in data privacy, in data
compression, and in bioinformatics. The 1-Shortest Sk-Equivalent Strings, referred to as
Shortest Sk-Equivalent String, asks for a shortest string X such that Substrk(X) = Sk.

Our main contributions are summarized below:

Given a directed graph G(V, E), the Directed Chinese Postman (DCP) problem asks for a
shortest closed walk that visits every edge of G at least once. DCP can be solved in Õ(|E||V |)
time using an algorithm for min-cost flow. We show, via a non-trivial reduction, that if Shortest
Sk-Equivalent String over a binary alphabet has a near-linear-time solution then so does DCP.

We show that the length of a shortest string output by Shortest Sk-Equivalent String is in
O(k + n2). We generalize this bound by showing that the total length of z shortest strings is in
O(zk + zn2 + z2n). We derive these upper bounds by showing (asymptotically tight) bounds on
the total length of z shortest Eulerian walks in general directed graphs.

We present an algorithm for solving z-Shortest Sk-Equivalent Strings in O(nk + n2 log2 n +
zn2 log n + |output|) time. If z = 1, the time becomes O(nk + n2 log2 n) by the fact that the size
of the input is Θ(nk) and the size of the output is O(k + n2).
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16:2 On Strings Having the Same Length-k Substrings

1 Introduction

We start with some basic definitions and notation on strings from [6]. Let X = X[0] · · ·X[n−1]
be a string of length |X| = n over an alphabet Σ whose elements are called letters. For
any two positions i and j ≥ i of X, X[i . . j] is the fragment of X starting at position i and
ending at position j. The fragment X[i . . j] is an occurrence of the underlying substring
P = X[i] · · ·X[j]; we say that P occurs at position i in X. A prefix of X is a fragment of the
form X[0 . . j] and a suffix of X is a fragment of the form X[i . . n−1]. By XY or X·Y we denote
the concatenation of two strings X and Y , i.e., XY = X[0] · · ·X[|X| − 1]Y [0] · · ·Y [|Y | − 1].

Let Substrk(X) denote the set of length-k substrings of a finite string X. We consider
the following basic problem on strings.

z-Shortest Sk-Equivalent Strings
Input: A set Sk of n length-k strings over an integer alphabet Σ = [0, nk) and an integer
z > 0.
Output: A list Tz = T1, . . . , Tz of z distinct strings over Σ, such that for all i ∈ [1, z],
Substrk(Ti) = Sk and for every string T ′ not in Tz with Substrk(T ′) = Sk, |T ′| ≥ |Ti|, for
all i ∈ [1, z]; or FAIL if that is not possible.

In particular, if z = 1 the problem consists in finding a shortest string X such that
Substrk(X) = Sk. In this case, we call the problem Shortest Sk-Equivalent String. We
solve z-Shortest Sk-Equivalent Strings by considering the de Bruijn graph of order k

of Sk and reducing this problem to the problem of listing Eulerian walks on directed graphs.
Let us first recall a few basic definitions before formally defining the problem in scope. Given
Sk, the de Bruijn graph (dBG) of order k of Sk is a directed multigraph GSk

= (V, E), where
V is the set of length-(k − 1) substrings of the strings in Sk, and GSk

contains an edge (u, v)
if and only if the string S = u[0] · v is equal to the string u · v[k− 2] and S ∈ Sk. A walk in a
directed graph G(V, E) is a sequence of edges from E which joins a sequence of nodes from
V . An Eulerian walk in G is a walk which visits all edges in E at least once. Any string X

such that Substrk(X) = Sk corresponds to an Eulerian walk W in the dBG of order k of Sk

and vice-versa. We formally define the problem of listing Eulerian walks in directed graphs.

z-Shortest Eulerian Walks
Input: A directed graph G(V, E) and an integer z > 0.
Output: A list Wz = W1, . . . , Wz of z distinct Eulerian walks of G, such that for every
Eulerian walk W ′ of G not in Wz, |W ′| ≥ |Wi|, for all i ∈ [1, z]; or FAIL if that is not
possible.

If z = 1, we call the problem Shortest Eulerian Walk. Let us denote the total size
of Wz (that is, the total length of the walks) by ||Wz||. We show the following result1.

▶ Theorem 1. The z-Shortest Eulerian Walks problem can be solved in:
O(|E||V | log2 |V |+ z|V |3 + ||Wz||) time;
or O(|E||V | log2 |V |+ z(|E||V |+ |V |2 log |V |) + ||Wz||) time.

We also investigate the combinatorial bounds on the total length of z shortest Eulerian
walks in directed graphs. We show the following result.

▶ Theorem 2. ||W1|| ≤ |V | |E| and this bound is asymptotically tight. Moreover, ||Wz|| ≤
z|V | |E|+ z2|V | and this bound is asymptotically tight.

1 We assume that basic arithmetic operations take constant time, which is the case when z = poly(|E|).



G. Bernardini et al. 16:3

By employing Theorem 2 we show the following result, where ||Tz|| denotes the total
length of the strings output for z-Shortest Sk-Equivalent Strings.

▶ Theorem 3. ||T1|| = O(k + n2). Moreover, ||Tz|| = O(zk + zn2 + z2n).

By employing Theorem 1 and Theorem 3 we show the following result (recalling that the
size of the input in z-Shortest Sk-Equivalent Strings is Θ(nk)).

▶ Theorem 4. The z-Shortest Sk-Equivalent Strings problem can be solved in O(nk +
n2 log2 n + zn2 log n + ||Tz||) time. If z = 1 this becomes O(nk + n2 log2 n).

We complement these results with the following reduction of independent interest. Given
a directed graph G(V, E), the Directed Chinese Postman (DCP) problem (also known
as the Route Inspection problem) asks for a shortest closed walk that visits every edge of
G at least once. DCP can be solved using an algorithm for computing a min-cost flow [8]. To
this end, we can use the network simplex algorithm to solve DCP in Õ(|E||V |) time [28, 32].
We show here, via a non-trivial reduction, that if the Shortest Sk-Equivalent String
problem over a binary alphabet has a near-linear-time solution then so does DCP.

Motivation and Related Work. The main theoretical motivation for this work comes from
the following “gap” in the literature. Let Mk be a multiset (rather than a set) of length-k
strings. Counting (resp. listing) all distinct strings whose multiset of length-k strings is Mk

corresponds to counting (resp. listing) all node-distinct Eulerian trails (i.e., walks that do not
repeat any edges) in the de Bruijn multigraph of order k of Mk [16, 17, 22, 3]. Counting all
node-distinct Eulerian trails can be done in polynomial time by employing the well-known
BEST theorem [34] (see also [21] for the analogous result on strings). Efficient algorithms
for listing z node-distinct Eulerian trails are also known [5, 24]. However, the analogous,
perhaps more basic, results for counting or listing all strings whose set of length-k strings is
Sk are, to the best of our knowledge, unknown. Here we focus on listing by observing that
strings whose set of length-k strings is Sk correspond to Eulerian walks in the dBG of order k

of Sk. Counting remains wide open, as an analogous to BEST theorem for Eulerian walks is
unknown. Indeed, a fundamental difference is that Mk, by definition, gives the exact length
of all strings whose multiset of length-k substrings is Mk, while Sk gives only a lower bound.

The practical motivation for this work comes from the fact that the z-Shortest Sk-
Equivalent Strings problem arises naturally as an encoding problem in many real-world
applications. In data privacy, the output strings can be used to construct reverse-safe
data structures for pattern matching when Sk comes from a private string [2, 3]. In data
compression, the output strings can be used to represent compactly a set Sk of length-k
strings [26]. In bioinformatics, the output strings correspond to different possible genome
reconstructions [29] when Sk is a set of sequences generated by a sequencing experiment.

Our work is in some sense related to Simon’s congruence [31]. Two strings are ∼k-
congruent if they have the same set of subsequences of length at most k. For details on the
combinatorial properties of the congruence see [31, 25, 19, 18, 20, 1] and for some algorithmic
works see [15, 11, 33, 7, 10, 1, 12]. A long-standing open problem was to design an algorithm
which, given two strings S and T , computes the largest k for which S ∼k T . Gawrychowski
et al. [12] have recently settled the problem optimally by showing a linear-time algorithm.

Paper Organization. In Section 2 we provide some basic definitions and notation. In
Section 3 we present the reduction from DCP to the Shortest Sk-Equivalent String
problem. In Section 4 we show the combinatorial bounds on the length of a shortest Eulerian
walk and on the total length of z shortest Eulerian walks. From these bounds, we infer the
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16:4 On Strings Having the Same Length-k Substrings

bounds on the length of the strings output for z-Shortest Sk-Equivalent Strings. In
Section 5 we present our algorithm for solving the z-Shortest Eulerian Walks problem.
From this algorithm, we infer our solution to z-Shortest Sk-Equivalent Strings.

2 Preliminaries

We consider directed graphs G(V, E) such that there is at most one directed edge (u, v) for
any u, v ∈ V (that is, all edges in E have multiplicity 1). For a graph G(V, E), we call
multiplicity function on G a mapping E → N. We denote by Gµ(V, E) the multigraph with
underlying graph G and multiplicity function µ: Gµ is a version of G having µ(e) copies of
each edge e ∈ E. We call Gµ an extension of G if µ > 0. We call v the head of an edge (u, v),
and we call u the edge tail.

A walk in G is any sequence W = e1e2 . . . e|W | of edges in E such that the head of ei

is equal to the tail of ei+1, for all i ∈ [1, |W | − 1]; |W | is the length of W . A walk may
traverse any edge multiple times. We denote by I(W ) the tail of e1, by L(W ) the head of
e|W | and by multe(W ) the number of times W visits e, for any e ∈ E. A walk W is closed
(and in this case we call it a cycle) if I(W ) = L(W ), that is, if it starts and ends at the same
node. A walk W is Eulerian if it traverses all the edges of G at least once, that is, if the set
{ei}i∈[1,|W |] = E. A walk that does not traverse any edge twice is a trail.

Given a multigraph Gµ, a walk W is Eulerian on Gµ if multe(W ) ≥ µ(e) for every e ∈ E

and it is an Eulerian trail on Gµ if multe(W ) = µ(e) for every e ∈ E. A (multi-)graph
G(V, E) is semi-Eulerian if it admits an Eulerian trail, Eulerian if it admits an Eulerian cycle,
and strictly semi-Eulerian if it is semi-Eulerian but not Eulerian. We denote by EW (G) and
ET (G) the set of Eulerian walks and the set of Eulerian trails on G, respectively.

A graph G(V, E) is strongly connected if, for any two nodes u, v ∈ V with u ̸= v, there
exist both a walk from u to v and from v to u. The strongly connected components (SCCs
in short) of G are its inclusion-maximal strongly connected subgraphs. A graph is weakly
connected if replacing all of its directed edges with undirected edges yields a connected graph.

▶ Definition 5 (Flow). Let G = (V, E) be a directed graph and δ : V → Z be a function called
the supply. Let m (resp. M) be a function E → N ∪ {+∞} called minimal (resp. maximal)
capacity. A flow on G with supply δ, minimal capacity m and maximal capacity M is a
function f : E → N such that:

∀e ∈ E, m(e) ≤ f(e) ≤M(e)

∀v ∈ V,
∑

e=(v,w)∈E

f(e)−
∑

e=(w,v)∈E

f(e) = δ(v)

We denote this set of flows by F(G, δ, m, M).

3 Reducing Directed Chinese Postman to Shortest Equivalent String

Directed Chinese Postman (DCP)
Input: A directed graph G(V, E).
Output: A shortest closed Eulerian walk, or FAIL if that is not possible.

The main goal of this section is to reduce DCP to Shortest Sk-Equivalent String.
We first show a simple linear-time reduction that uses an alphabet of size O(|V |). We then
show a more involved near-linear-time reduction that uses a binary alphabet. The latter
reduction has the following important implication: if Shortest Sk-Equivalent String
over a binary alphabet has a near-linear-time solution, then so does DCP.



G. Bernardini et al. 16:5

3.1 Large Alphabet
▶ Lemma 6. Given a directed graph G(V, E), we define G̃(Ṽ , Ẽ) such that Ṽ = V ∪ {a, b},
where a, b are two bogus nodes, and Ẽ = E ∪ {(a, u), (u, b)} for an arbitrary node u ∈ V .

Then from any shortest Eulerian walk on G̃, we can compute a shortest Eulerian closed
walk on G in constant time.

Proof. Let W̃ be a shortest Eulerian walk on G̃. By definition, the bogus node a does not
have any ingoing edge, and then since W̃ must traverse edge (a, u), it has to start with a. By
a symmetrical argument, it must end with b. The rest of the walk is on G, and since a and b

are connected only to u, the latter is the second and second-to-last node crossed by W̃ . The
edges traversed by W̃ between these two visits of u form a closed Eulerian walk W on G.

If a shorter Eulerian cycle on G would exist, we could, by a rotation, make it start
and end at u. Then, we could add edges (a, u) and (u, b) at the beginning and at the end,
obtaining an Eulerian walk on G̃ shorter than W̃ , a contradiction. Thus W is a shortest
closed Eulerian walk on G, and we can compute it from W̃ in constant time by removing the
first and last edge traversed by W̃ . ◀

▶ Theorem 7. Any instance of DCP can be reduced to an instance of the Shortest Sk-
Equivalent String problem in linear time.

Proof. Let IDCP = G(V, E) be an instance of DCP. We define G̃(Ṽ , Ẽ) as in Lemma 6.
A walk W in G̃ can be expressed as a sequence v0, . . . , v|W | of nodes from Ṽ such that
(vi, vi+1) ∈ Ẽ for every i = 0, . . . , |W | − 1. Equivalently, such a walk W can be seen as a
string v0 . . . v|W | over Ṽ such that its set of length-2 substrings S2(W ) is included in Ẽ. By
definition, W is Eulerian if and only if S2(W ) is exactly Ẽ, so finding a shortest Eulerian
walk W in G̃ corresponds to finding a shortest string over Ṽ such that S2(W ) = Ẽ, which is
an instance of the Shortest S2-Equivalent String problem. Finally, by Lemma 6, a
solution to DCP on G can be obtained from an Eulerian walk W on G̃ in constant time. ◀

3.2 Binary Alphabet
We reduce any instance G(V, E) of the Directed Chinese Postman problem to an instance
of Shortest k-Equivalent Strings over a binary alphabet Σ = {0, 1}; we assume that G

is weakly connected, otherwise the problem has a trivial solution FAIL.
For a given integer ℓ, we denote by 0ℓ the constant string consisting of ℓ zeros. We assign

to every v ∈ V two binary strings vA, vB over {0, 1} such that:
For every v ∈ V , vA and vB are different from each other and from any wA and wB for
w ̸= v in V , so that one can identify v by knowing only vA or vB .
All strings vA and vB start and end with a 1, and they all have the same length ℓ.

▶ Observation 8. The length ℓ can be chosen to be in O(log |V |).

Proof. We need two unique binary strings vA, vB for every v ∈ V . Since there exist 2α

distinct binary strings of length α, we seek the minimum length ℓ such that 2ℓ−2 ≥ 2|V |,
because we restrict to strings starting and ending with 1. The observation follows. ◀

Let k = 3ℓ. Our reduction models both nodes and edges of G with appropriate string
gadgets. The node gadgets are defined as length-k strings s(v) := vA · 0ℓ · vB, for every
node v ∈ V . Let S0 := {s(v) | v ∈ V } be the set of such gadgets. We model each edge
(u, v) ∈ E as a length-(7ℓ) string gadget s(u) · 0ℓ · s(v). We define the set S of length-k

CPM 2022



16:6 On Strings Having the Same Length-k Substrings

Figure 1 The configuration described in the proof of Lemma 10.

strings input to Shortest Sk-Equivalent String as the set of length-k substrings of
all the edge gadgets: S := ∪(u,v)∈ESubstrk(s(u) · 0ℓ · s(v)). Note that S0 ⊆ S. Since
ℓ = O(log |V |), each edge gadget has length 7ℓ = O(log |V |) so it has O(log |V |) substrings of
length k = 3ℓ = O(log |V |). Therefore S contains O(|E| log |V |) strings of length O(log |V |).

▶ Observation 9. Every occurrence of 0ℓ in an edge gadget starts at position ℓ, 3ℓ, or 5ℓ

of the edge gadget (i.e., it is one of the occurrences explicitly used for the construction). It
follows that there are no spurious (i.e., not coming from one of the described occurrences in
the edge gadgets) occurrences of 0ℓ in the strings in S.

Proof. Every string vA or vB starts and ends with a 1, so they cannot overlap an occurrence
of 0ℓ. Since we never concatenate two copies of 0ℓ, the result follows. ◀

We now want to prove the correspondence between walks on G and strings having their
length-k substrings in S. The following lemma is a first step in that direction: we show that,
given a string T with Substrk(T ) ⊆ S, the node gadgets never overlap in T , and that their
succession precisely corresponds to adjacency relations between nodes in G.

▶ Lemma 10. Let G(V, E) be a directed graph and let S be the set of length-k strings defined
above. Let T be a string with Substrk(T ) ⊆ S. If, for some u, v ∈ V , T has a substring tu,v

such that (i) tu,v has s(u) as a prefix, (ii) tu,v has s(v) as a suffix, and (iii) tu,v has no other
substrings of the form s(w) for w ∈ V , then tu,v = s(u) · 0ℓ · s(v) and (u, v) ∈ E.

Proof. Let tu,v be a substring of T satisfying conditions (i)-(iii), so that tu,v[0 . . k − 1] =
s(u) = uA · 0ℓ · uB for some u ∈ V . Note that the length-k substring α starting at position ℓ

of tu,v has 0ℓ as a prefix. By the definition of S and Observation 9, every length-k string in S

with 0ℓ as a prefix has it also as a suffix, thus 0ℓ is also a suffix of α (inspect Figure 1). Let α′

be the length-k substring starting at position 2ℓ of tu,v. String α′ has uB as a prefix, and it
has an occurrence of 0ℓ at position ℓ (the suffix of α). Since α′ ∈ S, and since it has a 0ℓ in a
central position, we know that α′ is equal to uB ·0ℓ ·wA for some w ∈ V such that (u, w) ∈ E.
Let now β be the length-k substring of tu,v starting at position 3ℓ. We know that, since 0ℓ is
a prefix of β, it is also its length-ℓ suffix. Thus, the length-k substring β′ starting at position
4ℓ of tu,v, has wA · 0ℓ as a prefix; by looking at S we find that β′ = s(w). Now, by definition
of tu,v, the string β′ has to be s(v). Thus, w = v, (u, v) ∈ E, and tu,v = s(u) · 0ℓ · s(v). ◀

▶ Proposition 11. Let G(V, E) be a directed graph, let S and S0 be the sets of strings defined
above, and let T be the set of strings of length at least k + 1, having prefix and suffix in S0
and such that Substrk(T ) ⊆ S for all T ∈ T . The mapping

φ : W = ((v0, v1), (v1, v2), . . . , (vR−1, vR)) 7→ T = s(v0) · 0ℓ · s(v1) · . . . · 0ℓ · s(vR)

defines a bijection between the set of walks on G and T . From any T ∈ T , φ−1(T ) can be
computed in O(|T |) time. Moreover, given a walk W , the set of edges traversed by W is
exactly the set of (u, v) ∈ E such that uB · 0ℓ · vA are substrings of φ(W ).
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Proof. The mapping is well defined between the given sets and it is injective by the definition
of the string gadgets. Consider an arbitrary string T ∈ T . Let u, v ∈ V be nodes such that
s(u) ∈ S0 is a prefix of T and s(v) ∈ S0 is a suffix of T . Let t be the second leftmost occurrence
of any string from S0 in T (the prefix and suffix of T are in S0, and since the length of T is
at least k + 1, they do not coincide, thus there are at least two occurrences of strings from
S0). We have t = s(w) for some w ∈ V , and then T has a prefix tu,w satisfying conditions
(i)-(iii) of Lemma 10. Then (u, w) ∈ E, and tu,w = s(u) · 0ℓ · s(w). By induction, we can find
a sequence of nodes u0 = u, u1 = w, . . . , uR = v such that T = s(u0) · 0ℓ · . . . · 0ℓ · s(uR), and
such that (ui, ui+1) ∈ E for every i = 0, . . . , R− 1. This gives us a walk W = u0, u1, . . . , uR

on G with φ(W ) = T . The mapping φ is therefore surjective, hence it is a bijection. Its
inverse map can be computed in O(|T |) time, by storing the encodings s(v) for v ∈ V in a
dictionary, and linearly constructing the list of v from the occurrences of s(v) in T . ◀

We are now ready to prove the main result of this section.

▶ Theorem 12. Any instance G(V, E) of Directed Chinese Postman with output W

can be reduced in O(|E| log |V | + |W |) time to an instance of Shortest Sk-Equivalent
String with n = |Sk| = O(|E| log |V |) strings over the binary alphabet and k = O(log |V |).

Proof. Let G(V, E) be a directed graph. We construct a graph G̃ from G with bogus nodes
a and b as in Lemma 6 and we construct sets S0 and S on G̃ as described at the beginning
of this section. S contains O(|E| log |V |) strings, each of them having length O(log |V |) bits,
and it can be constructed in O(|E| log |V |) time by listing the binary encoding of the integers
we assign to the nodes. We now prove that we can compute a shortest Eulerian walk in G̃

from the output of Shortest Sk-Equivalent String, and Lemma 6 concludes the proof.
Indeed, from the bijection in Proposition 11, every string in T gives rise to a unique walk

in G̃. Let T be a solution to Shortest Sk-Equivalent String with Sk = S. Since node a

does not have any ingoing edge in G̃, by the definition of S, the length-(k − 1) prefix of s(a)
cannot be a suffix of any string in S. Since T contains every string in S, the string s(a) must
be a prefix of T . By symmetry, the string s(b) is a suffix of T . Finally, since s(a) ̸= s(b) by
definition of the node gadgets, T has length at least k + 1 and therefore T ∈ T .

Now, by Proposition 11 we can get in O(|T |) time a unique walk W = v0, . . . , vR such
that T = s(v0) · 0ℓ · s(v1) · . . . · s(vR). The edges traversed by W are exactly edges (u, v) ∈ Ẽ

such that uB · 0ℓ · vA is a substring of T . But since T contains every string from S, and
since uB · 0ℓ · vA ∈ S for every (u, v) ∈ Ẽ, the walk W traverses every edge in G̃ and it is
therefore Eulerian. Furthermore, it is minimal, as otherwise some shorter Eulerian walk W ′

would give rise to T ′ = φ(W ′) shorter than T . But then T ′ would be a shorter string with
Substrk(T ′) = S. It follows that W = φ−1(T ) is a shortest Eulerian walk of G̃. By looking
at the bijection of Proposition 11, we get |T | = O(|W |k) = O(|W | log |V |) bits, so the total
reduction time is O(|E| log |V |+ |W |). ◀

4 Combinatorial Bounds

The main goal of this section is to prove Theorem 2; in particular, to provide bounds on
the quantities ||W1|| and ||Wz|| for a directed graph G(V, E). In Section 4.1, we prove the
upper bound ||W1|| ≤ |V | · |E|, and show that it is asymptotically tight. In Section 4.2, we
prove the bound ||Wz|| ≤ z|V | · |E|+ z2|V |, and show that it is asymptotically tight as well.
Finally, in Section 4.3, we employ Theorem 2 to prove Theorem 3.

Firstly, let us observe that there are three types of graphs to consider.
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x ...
...

y

u1

u2· · ·

un−2

A B

P

Figure 2 A directed graph where the shortest Eulerian walk has length Ω(|V ||E|) = Ω(|V |3).

▶ Observation 13. Every directed graph has either 0, 1, or infinitely many distinct Eulerian
walks.

Proof. Any directed path has exactly 1 Eulerian walk. It is easily seen that any other
directed acyclic graph has none, and that any directed graph with 2 or more Eulerian walks
must have a directed cycle:2 This cycle may be repeated any number of times, yielding
infinitely many distinct Eulerian walks. ◀

As the first two types of graphs are trivial with respect to this analysis, in the rest of the
section we focus on graphs having infinitely many distinct Eulerian walks.

4.1 Length of a Shortest Eulerian Walk
▶ Lemma 14. For any directed graph G(V, E), we have ||W1|| ≤ |V | · |E|.

Proof. Let us first assume that G is strongly connected. Letting e1, . . . , e|E| be the edges
of E, we inductively build a walk which traverses all of these edges in the given order, and
which has length at most |V | · |E|. The walk starts as the single edge e1. Inductively, given a
walk W ′ that crosses e1, . . . , eh−1 and traverses at most |V | · (h−1) edges for any h ∈ [2, |E|],
there is a walk W connecting the head of eh−1 to the tail of eh, since G is strongly connected.
Moreover, W traverses at most |V | − 1 edges: indeed, if W goes through the same node
twice, we can remove the cycle that it forms doing so. As a result, W ′Weh is a walk that
crosses e1, . . . , eh and traverses at most |V | ·h edges. The claim follows when h = |E|, noting
that a shortest walk cannot be longer than the one that we have just described inductively.

Consider the general case of G and W1 = {W}. Walk W induces a topological order on
the SCCs of G, as otherwise the walk cannot traverse all the edges, and these SCCs form a
chain graph of the form G1 → G2 → · · · → Gk (see [5]). Since each Gi(Vi, Ei) is strongly
connected, we can apply the above argument, so that W traverses at most |Vi| · |Ei| edges
there. Overall, since |E| = k − 1 +

∑k
i=1 |Ei|, W traverses at most k − 1 +

∑k
i=1 |Vi||Ei| ≤

k − 1 + |V | ·
∑k

i=1 |Ei| ≤ |V | · |E| edges. ◀

We now show in Lemma 15 that the bound in Lemma 14 is asymptotically tight by
providing an example of a graph G with ||W1|| = Ω(|V | · |E|) = Ω(|V |3).

▶ Lemma 15. There is an infinite family of directed graphs, such that each graph G(V, E)
satisfies ||W1|| = Ω(|V | · |E|).

2 Note that some directed graphs with cycles may still allow 0 Eulerian walks.
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Proof. We construct G as follows for any given n ≥ 3 (inspect Figure 2): we start from
two sets A, B of n nodes each, and the set of n2 edges F = {(a, b) | a ∈ A, b ∈ B} (i.e.,
A, B induce a complete directed bipartite graph with edges directed from A to B). We
then add two more nodes x, y and add edges (x, a) for all a ∈ A, and edges (b, y) for all
b ∈ B. We further connect y to x by adding n− 2 new nodes u1, . . . , un−2 and all edges of
P = {(y, u1)}∪{(un−2, x)}∪{(ui, ui+1) | i = 1, . . . , n− 3}. In total, this graph has |V | = 3n

nodes and |E| = n2 + 3n− 1 = Θ(|V |2) edges.
Let us now see why the length of a shortest Eulerian walk W of G is Ω(|V | · |E|). By

definition, W1 must traverse all the n2 edges in the set of edges F . Without loss of generality,
let (a1, b1), . . . , (an2 , bn2) denote the order in which W traverses the edges in F . Let i < n2,
and let us consider the point when W has just traversed (ai, bi) for the first time: to be
able to reach the next (ai+1, bi+1), the walk necessarily needs to traverse the whole of P .
This means that W needs to traverse all n − 1 edges of P once for each i = 1, . . . , n2 − 1.
Furthermore, it must also traverse at least one time all the remaining 2n edges of the
form (x, a) for all a ∈ A, and (y, b) for all b ∈ B. This leads to a total length of at least
(n− 1)(n2 − 1) + 2n = n3 − n2 + n + 1 = Ω(|V | · |E|), proving the claim. ◀

4.2 Total Length of z Shortest Eulerian Walks
▶ Lemma 16. For any directed graph G(V, E), if c1 ≤ . . . ≤ cz are the lengths of the walks
in Wz, then ci ≤ |V |(i− 1 + |E|), for all i ∈ [1, z], and we have ||Wz|| ≤ z|V | · |E|+ z2|V |.

Proof. First observe that if G is acyclic, then it has at most one Eulerian walk, and by
Lemma 14 its length is at most |V | · |E|, so the claim holds for z = 1.

We can then assume that G has a cycle, let C be the shortest one. Given an Eulerian
walk W , the length of the next shortest walk is always bounded by |W |+ |C|. In fact, let us
consider a walk W ′ defined starting from W , to which we add a tour of cycle C when W

traverses for the first time a node of C. Walk W ′ is Eulerian as it contains W , and it has
length exactly |W |+ |C|. The next shortest walk with respect to W cannot be longer than
W ′, and so its length must be bounded by |W |+ |C| ≤ |W |+ |V |.

Now we can prove by a simple induction that the i-th shortest length for an Eulerian
walk is at most ||W1||+ (i− 1) |V | ≤ |V |(i− 1 + |E|), where the base case i = 1 is trivial (and
bounded by Lemma 14) and the inductive step holds as the length of the shortest longer walk
increases by at most |V |. Hence, ||Wz|| ≤

∑z
i=1(||W1||+ (i− 1) |V |) ≤ z|V ||E|+ z2|V |. ◀

We now show in Lemma 17 that the bound in Lemma 16 is asymptotically tight.

▶ Lemma 17. There are infinite families of directed graphs, such that each graph G(V, E)
satisfies either ||Wz|| = Ω(z|V | · |E|) or ||Wz|| = Ω(z2|V |), respectively.

Proof. As clearly the i-th shortest Eulerian walk, for any i, is not shorter than the shortest
one, we have ||Wz|| ≥ z · ||W1||, so the first family follows from Lemma 15 (shown in
Figure 2). As for the second, simply consider a directed cycle with an incoming pendant edge
and an outgoing one: more formally, the directed cycle (v1, v2), . . . , (v|V |−2, v1) of length
|V | − 2, plus two nodes x, y and the edges (x, v1) and (v1, y). Any Eulerian walk must
start from the source node x, traverse the whole cycle at least once (say, i > 0 times),
and then follow the edge (v1, y). As different walks must traverse the cycle a different
number of times, it follows that the i-th shortest Eulerian walk has length 2 + i(|V | − 2), so
||Wz|| =

∑
i={1,...,z}(2 + i(|V | − 2)) = Ω(z2|V |). ◀

We can conclude from Lemma 17 that a better worst-case bound than Ω(z|V | · |E|+z2|V |)
is not possible, so Lemmas 14, 15, 16, 17 yield directly Theorem 2.
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4.3 Total Length of z Shortest Equivalent Strings
Let us now prove Theorem 3, which infers upper bounds on the total length of a solution to
z-Shortest Sk-Equivalent Strings. We use the following observation:

▶ Observation 18. Let Sk be a set of n strings each of length k, such that there exists a
string T with Substrk(T ) = Sk. Let G(V, E) be the dBG of order k of Sk. It holds (i) |E| = n;
and (ii) |V | ≤ n + 1.

Proof. (i) It follows from the definition of dBG: each edge corresponds to a string from Sk

and reciprocally, if S ∈ Sk there is an edge between S[0 . . k − 2] and S[1 . . k − 1], which
corresponds to S. Therefore |E| = |Sk| = n.

(ii) Since there exists T with Substrk(T ) = Sk, we know that there is a walk W traversing
every edge in G. It follows that all e ∈ E (except possibly for the first and last edges traversed
by W ) are such that the head of e coincides with the tail of some e′ ∈ E, and symmetrically,
the tail of e coincides with the head of some e′′ ∈ E. We conclude that there cannot be more
than |E|+ 1 distinct nodes, thus |V | ≤ |E|+ 1 = n + 1. ◀

Let Sk be a set of n strings each of length k; we know that if G(V, E) is the dBG of
order k of Sk, a (shortest) string T such that Substrk(T ) = Sk has length k − 1 + |W |,
where W is a (shortest) Eulerian walk on G. From Theorem 2 and Observation 18 we
get that ||W1|| ≤ |V | · |E| ≤ n2 + n and so ||T1|| ≤ k − 1 + n2 + n = O(k + n2). Using
again Theorem 2 and Observation 18, we get that ||Wz|| ≤ z|V | · |E| + z2|V | and so
||Tz|| ≤ z(k − 1 + n2 + n) + z2(n + 1) = O(zk + zn2 + z2n). We have arrived at Theorem 3.

5 Listing z Shortest Eulerian Walks

The main goal of this section is to prove Theorem 1; in particular, to provide an efficient
algorithm for solving z-Shortest Eulerian Walks. In Section 5.1, we start by providing
the state-of-the-art results for listing z best flows in a directed graph; the underlying
algorithms form the main computational routine of our algorithm, which is provided in detail
next. Finally, in Section 5.2, we employ Theorem 1 and Theorem 3 to prove Theorem 4;
namely, to provide an efficient algorithm for solving z-Shortest Sk-Equivalent Strings.

5.1 Main Algorithm
In general, we can equip a graph G(V, E) with a cost function C : E → N. Given a flow
f ∈ F(G, δ, m, M) for some supply function δ, and minimal (resp. maximal) capacities
function m (resp. M), the cost of f is C(f) =

∑
e∈E C(e)f(e). Let us now formally define

the problem of listing z best flows (i.e., flows of minimal cost) from the set F(G, δ, m, M) of
all feasible flows (with respect to the given conditions) in a directed graph.

z-Best Flows
Input: A directed graph G = (V, E), a supply function δ, a minimal capacity function m,
a maximal capacity function M , a cost function C (all taking finite values), a min-cost
flow f , and an integer z > 0.
Output: A list F of z flows in F(G, δ, m, M), such that for every flow f ′ not in F ,
C(f ′) ≥ C(F [i]), for all i ∈ [0, z− 1], and ordered such that C(F [0]) ≤ · · · ≤ C(F [z− 1]);
or FAIL if that is not possible.

A min-cost flow f can be computed for any G using one of the following results.
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▶ Lemma 19 ([13, 27, 28, 32]). Given any directed graph G(V, E), computing a min-cost
flow takes O((|E| log |V |)(|E|+ |V | log |V |)) time or O(|E||V | log |V | log K|V |) time, where
K is the maximum cost of any edge of G.

The following recent result for the z-Best Flows problem is known [23]; see also [14, 30].

▶ Lemma 20 ([23]). The z-Best Flows problem can be solved in O(z|V |3) time or in
O(z(|E||V |+ |V |2 log |V |)) time.

Main Idea. We list Eulerian walks as follows: we construct semi-Eulerian multigraphs Gµ,
which are extensions of G obtained by duplicating some edges. Recall that each Eulerian
walk in G can be seen as a trail in the semi-Eulerian extension Gµ for some multiplicity
function µ such that, for every edge e, µ(e) = multe(W ). We will therefore treat Eulerian
walks on G and Eulerian trails on Gµ as if they were the same objects, and use the fact
that these semi-Eulerian extensions of G form a partition of the sets of Eulerian walks on G.
Our algorithm has two steps: first, listing the extensions, and then, listing the trails in each
extension, using the algorithm given in [5]. For the first part, we need the following:

▶ Proposition 21. Let G = (V, E) be a directed graph and let M = NE be the set of all
possible multiplicity functions on G. We have the following set equality:3

EW (G) =
⊔

µ∈M

ET (Gµ) (1)

Proof. An Eulerian walk W on G is an Eulerian trail on the semi-Eulerian multigraph
obtained by taking as many copies of each edge as the number of times W traverses it. ◀

To list semi-Eulerian extensions, we will use flows. For Eulerian extensions, the balancing
conditions are precisely a flow problem, as specified in the following proposition.

▶ Proposition 22. Let G be a directed weakly connected graph, and µ be a multiplicity
function on G. The multigraph Gµ is Eulerian if and only if the balancing conditions hold:∑

(u,w)∈E

µ(u, w)−
∑

(w,u)∈E

µ(w, u) = 0 for any fixed u ∈ V

and is semi-Eulerian if the equality above holds or if it exists (a, b) ∈ V such that:∑
(u,w)∈E

µ(u, w)−
∑

(w,u)∈E

µ(w, u) = 0 for any fixed u ∈ V \ {a, b}

∑
(a,w)∈E

µ(a, w)−
∑

(w,a)∈E

µ(w, a) = 1
∑

(b,w)∈E

µ(b, w)−
∑

(w,b)∈E

µ(w, b) = −1

Proof. This is a reformulation of the well-known Euler’s theorem [9] in the directed case
with multiplicities. ◀

For any directed graph G(V, E) and for v ∈ V , we write 1v for the indicator function on
V of v; namely, for every u ∈ V , 1v(u) = 1 ⇐⇒ u = v. We define:

For every v, w ∈ V , a supply function δv,w : u 7→ 1v(u)− 1w(u). If v = w, this is the null
function, and if v ̸= w, the function has value 1 on v, −1 on w, and 0 on any other node.
For every n ∈ N ∪ {∞}, a function cn on E constantly equal to n.

3 We use squared cup to underline that the sets ET (Gµ) are pairwise disjoint.
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▶ Observation 23. An extension Gµ of a directed weakly connected graph G with multiplicities
µ is semi-Eulerian if and only if

µ ∈
⋃

(v,w)∈V 2

F(G, δv,w, c1, c∞)

Proof. This is a reformulation of the balancing conditions (Proposition 22). ◀

The semi-Eulerian extensions of G exactly correspond to flows on G with supply function
of the form δv,w, with (v, w) ∈ V 2. However, we would like to treat all cases by solving a
single flow problem in order to avoid solving O(|V |2) of them separately.

Let G = (V, E) be a directed graph, and Gs,t = (Vs,t, Es,t) be an extension of G with
Vs,t = V ∪ {s, t} for some s, t ̸∈ V and Es,t = E ∪ (

⋃
v∈V (s, v)) ∪ (

⋃
v∈V (v, t)). We will

compute flows on Gs,t by defining a maximal capacity function equal to c∞ on every edge, a
minimal capacity function m with m|E = c1 and m|(Es,t\E) = c0, and a supply function δs,t.

Because we set the minimal capacity to be 1 on every edge in E, and since the flow can
enter and exit G from any node via the edges from s to every v ∈ V , there is almost an
equivalence between flows in F(Gs,t, δs,t, m, c∞) and semi-Eulerian extensions of G, except
for the following detail: a flow also contains information about the starting and ending
point of some trail in the extension, as it specifies which nodes are connected to the bogus
nodes. So multiple flows that differ only in the edges they use to connect to the bogus nodes
correspond to the same extension of G: this happens when the extension is in fact Eulerian.

▶ Proposition 24. Let G = (V, E) be a directed graph and let f ∈ F(Gs,t, δs,t, m, c∞). There
is a unique i ∈ V such that f(s, i) = 1, and a unique o ∈ V such that f(o, t) = 1. The flow f

takes value 0 on every other edge with tail s or head t.

Proof. The node s has supply 1. Since there are no ingoing edges for s, the outgoing flow
has to be 1, so only one node i has f(s, i) = 1. The node t has supply −1. Since there are
no outgoing edges for t, the ingoing flow has to be 1, so only one node o has f(o, t) = 1. ◀

We call i = en(f) the entrance of f and o = ex(f) its exit. Note that en(f) and ex(f) are
not necessarily distinct. We can now formally describe the relation between the flows in
F(Gs,t, δs,t, m, c∞) and the walks in G. We will make use of a function WalkToFlow that
takes a walk on G and returns a specific flow on Gs,t, as defined in the following proposition.

▶ Proposition 25. Let G = (V, E) be a directed weakly connected graph and Gs,t the
graph extended with the additional nodes s, t, as defined above. For each Eulerian
walk W on G with multiplicity function µ, there is a unique flow WalkToFlow(W ) ∈
F(Gs,t, δs,t, m, c∞) such that (i) WalkToFlow(W )|E = µ, (ii) en(WalkToFlow(W )) = I(W )
and (iii) ex(WalkToFlow(W )) = L(W ). For every multiplicity function µ, we then have the
following partition:

ET (Gµ) =
⊔

f∈F(Gs,t,δs,t,m,c∞)
f |E=µ

WalkToFlow−1(f)

In particular, the sets WalkToFlow−1(f) for f ∈ F(Gs,t, δs,t, m, c∞) are nonempty and
pairwise disjoint.



G. Bernardini et al. 16:13

Proof. Let µ be a multiplicity function such that an Eulerian walk W with multiplicity µ

exists on G, or in other terms, that Gµ is semi-Eulerian. From Observation 23 we know that
µ is a flow in F(G, δv,w, c1, c∞) for some nodes v, w ∈ V , namely v = I(W ), w = L(W ). It
is easy to verify that conditions (i)-(iii) uniquely define the following flow:

WalkToFlow(W ) : e 7→


µ(e) if e ∈ E

1 if e = (s, I(W )) or e = (L(W ), t)
0 otherwise

Now, for every flow f0 ∈ F(Gs,t, δs,t, m, c∞), the set WalkToFlow−1(f0) is the set of
Eulerian trails in G(f0)|E

starting at en(f0) and ending at ex(f0). To get all the Eulerian
trails having a given multiplicity µ, we need to consider all the flows agreeing with µ on G,
regardless of their entrance or exit. Hence we have:

ET (Gµ) =
⊔

f∈F(Gs,t,δs,t,m,c∞)
f |E=µ

WalkToFlow−1(f)

The sets WalkToFlow−1(f) for f ∈ F(Gs,t, δs,t, m, c∞) are pairwise disjoint because they
are defined as reciprocal sets for the mapping WalkToFlow, and are nonempty. Indeed, for a
flow f ∈ F(Gs,t, δs,t, m, c∞), the balancing conditions hold in Gf |E

(Observation 23). One
can then choose an Eulerian trail W in Gf |E

starting at en(f) and ending at ex(f). We
then obtain a partition of ET (Gµ). ◀

To compute shortest walks, we need to assign costs to the flows, which are equal to the
lengths of the corresponding walks. This is achieved by defining a cost function Cwalks on
Gs,t such that Cwalks|E = c1 (the function constantly equal to 1), and Cwalks|Es,t\E = c0 (the
function constantly equal to 0). Note that this definition coincides with the definition of the
minimal capacity function m that we use, but we distinguish the two functions for clarity.

▶ Observation 26. Let us equip graph Gs,t with the cost function Cwalks. For any Eulerian
walk W on G, the total cost of the flow WalkToFlow(W ) on Gs,t is the length of W .

Proof. By the definition of WalkToFlow (Proposition 25), for a walk W of length ℓ we have∑
e∈Es,t

WalkToFlow(W )(e)C(e) =
∑
e∈E

WalkToFlow(W )(e) = ℓ ◀

▶ Proposition 27. Let G(V, E) be a directed weakly connected graph. It holds

EW (G) =
⊔

f∈F(Gs,t,δs,t,m,c∞)

WalkToFlow−1(f)

Proof. It follows directly from Proposition 21 and Proposition 25. ◀

Let G(V, E) be a directed graph, z ≥ 1 be an integer, and A ∈ N ∪ {∞}. By Fz,A we
denote the min(z, |F(Gs,t, δs,t, m, cA)|) minimal cost flows (with cost function Cwalks and an
arbitrary but fixed order on flows having the same total cost) in F(Gs,t, δs,t, m, cA).

We now prove that we can list z shortest Eulerian walks in a directed graph G by
computing only Fz,∞.
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▶ Proposition 28. Let G = (V, E) be a directed weakly connected graph and z > 0 be an
integer. We equip the extension Gs,t with the cost function Cwalks. Consider the set of flows
Fz,∞ and a subset Fs of Fz,∞ containing exactly one representative of each class in Fz,∞
under the relation f ∼ f ′ ⇐⇒ f |E = f ′|E.

Then, each of the min(z, |EW (G)|) shortest Eulerian walks on G has multiplicities f |E
for some f ∈ Fs, i.e., each of them is an Eulerian trail in some extension Gf |E

with f ∈ Fs.

Proof. We prove that each of the min(z, |EW (G)|) shortest Eulerian walks on G corresponds
to trails in the following set:

B =
⊔

f∈Fs

ET (Gf |E
)

From the definition of F and Observation 26, the walks in B are minimal, in the sense
that any walk in EW (G) \B is at least as long as any walk in B. This implies the result if
|B| ≥ min(z, |EW (G)|). To prove that |B| ≥ min(z, |EW (G)|), we will show that if |B| < z,
then B = EW (G), and this will complete the proof. If |B| < z, we have:

B =
⊔

f∈Fs

ET (Gf |E
) =

⊔
f∈Fs

⊔
f ′∼f

WalkToFlow−1(f ′) (by Proposition 27)

⊇
⊔

f∈Fs

⊔
f ′∈Fz,∞

f ′∼f

WalkToFlow−1(f ′) =
⊔

f∈Fz,∞

WalkToFlow−1(f), so

|B| ≥
∑

f∈Fz,∞

|WalkToFlow−1(f)| ≥ |Fz,∞|

where the last inequality follows from the fact that we are considering the disjoint union
of nonempty sets (Proposition 25). Recall that |Fz,∞| = min(z, |F(Gs,t, δs,t, m, c∞)|), so if
|B| < z, then |Fz,∞| < z and Fz,∞ = F(Gs,t, δs,t, m, c∞). By Proposition 27, it follows that

|EW (G)| =

∣∣∣∣∣∣
⊔

f∈F(Gs,t,δs,t,m,c∞)

WalkToFlow−1(f)

∣∣∣∣∣∣ ≤ |B|,
so |B| ≥ |EW (G)|, and in fact B = EW (G) from the trivial inclusion. ◀

In order to compute flows in F(Gs,t, δs,t, m, c∞) by means of existing algorithms, we need
to define an equivalent problem having finite maximal capacity on each edge, as the known
algorithms are not constructed for infinite maximal capacities.

▶ Lemma 29. Let G(V, E) be a directed graph and z ≥ 1 be an integer. We have that
Fz,∞ = Fz,|V |(z−1+|E|).

Proof. Let F = f0, . . . (resp. F ′ = f ′
0, . . . , f ′

N ) be the list of feasible flows for the maximal
capacity function c∞ (resp. c|V |(z−1+|E|)), ordered by increasing cost and such that the order
on flows having the same total cost is arbitrary but fixed. Note that the list F may be infinite.
Each flow in the list F ′ is trivially in the list F . If F = F ′ the lemma holds. Otherwise,
let fi be the minimal cost flow in F which is not in F ′, so that fj = f ′

j for every j < i. If
i ≤ z, then by Proposition 27 there is at least one Eulerian walk W in WalkToFlow−1(fi),
and this walk has length Cwalks(fi). But from Lemma 16, the length of W is also at most
|V |(z − 1 + |E|), so fi ∈ F ′ (since the flows which appear strictly before in the list F ′ are
less than z), which gives a contradiction. Therefore the first mismatch (if any) between F

and F ′ has to be after the z first elements, and Fz,∞ = Fz,|V |(z−1+|E|). ◀
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Algorithm 1 EW-List(G(V, E), z).
1: if G is not weakly connected then
2: return FAIL
3: s← |V |+ 1; t← |V |+ 2; Vs,t ← V ∪ {s, t} ▷ Add two bogus nodes
4: Es,t ← E ∪ {(s, v), (v, t) | v ∈ V } ▷ Add 2|V | bogus edges
5: Construct Gs,t, δs,t, m, c|V |(z−1+|E|), and Cwalks accordingly
6: f ← Best-Flow(Gs,t, δs,t, m, c|V |(z−1+|E|), Cwalks) ▷ Lemma 19
7: F ← z-Best-Flows(Gs,t, δs,t, m, c|V |(z−1+|E|), Cwalks, f, z) ▷ Lemma 20
8: Fs ← list(f |E for f ∈ F ) ▷ We keep only the values flows take on the initial graph
9: Remove duplicates in Fs if any ▷ Duplicates might arise from the loss of information

10: EW← ∅; i← 0;
11: while |EW| < z do
12: EW← EW ∪ {ET-List(GFs[i], z − |EW|)} ▷ List Eulerian trails on extended G [5, 24]
13: i← i + 1; ▷ Retrieve the next best flow
14: if i = |Fs| then ▷ We have consumed all best flows
15: break;
16: if |EW| ≥ z then
17: return EW
18: else
19: return FAIL

▶ Lemma 30. Given a directed graph G = (V, E) and an integer z, Algorithm 1 terminates
and solves the z-Shortest Eulerian Walks problem on G.

Proof. Algorithm 1 computes z flows with minimal cost in F(Gs,t, δs,t, m, c∞) (for the
cost function Cwalks) as defined in Proposition 28, or all of them if there are less than z

(Line 7), from Lemma 29. The set Fs is defined in Lines 8 and 9 as in Proposition 28; and in
Line 12, the function ET-List computes, if they exist, the z − |EW | shortest elements from
EW(Gf |E

) for every f ∈ Fs (where |EW | is, at each step, the number of Eulerian walks
already computed), so we know that no more than z Eulerian walks are computed in the end.
The function is implemented by means of the algorithm provided in [5] or the one in [24].
The correctness then directly follows from the equivalence proved in Proposition 28. ◀

▶ Lemma 31. Given a directed graph G = (V, E) and an integer z, Algorithm 1 requires:
O(|E||V | log2 |V |+ z|V |3 + ||Wz||) time;
or O(|E||V | log2 |V |+ z(|E||V |+ |V |2 log |V |) + ||Wz||) time.

Proof. Computing a min-cost flow takes O(|E||V | log2 |V |) time by Lemma 19 because the
maximum cost of any edge is 1. Finding z flows with minimal cost (or all of them if there
are less) takes O(z|V |3) time or O(z(|E||V | + |V |2 log |V |)) time by Lemma 20. Listing z

Eulerian trails takes O(||Wz||) time by applying the algorithm of [5] or the one of [24]. ◀

Lemmas 30 and 31 imply Theorem 1.

5.2 Listing z Shortest Equivalent Strings
Any instance of the z-Shortest Sk-Equivalent Strings problem can be reduced to some
instance of the z-Shortest Eulerian Walks problem in linear time. In particular, this
reduction consists in constructing the dBG of order k of Sk in O(nk) time [4]. The resultant
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dBG is the directed graph G(V, E) given as input to z-Shortest Eulerian Walks. By
Observation 18, the total number of nodes in V is O(n) and the total number of edges in E

is also O(n). Any Eulerian walk W in G corresponds to a string of length k− 1 + |W |: k− 1
is the length of the first node of the walk to which we concatenate one letter for each of the
|W | edges of the walk. Thus by employing Theorem 1 and Theorem 3 we obtain Theorem 4.
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