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Abstract
We investigate the complexity of approximate circular pattern matching (CPM, in short) under
the Hamming and edit distance. Under each of these two basic metrics, we are given a length-n
text T , a length-m pattern P , and a positive integer threshold k, and we are to report all starting
positions (called occurrences) of fragments of T that are at distance at most k from some cyclic
rotation of P . In the decision version of the problem, we are to check if there is any such occurrence.
All previous results for approximate CPM were either average-case upper bounds or heuristics,
with the exception of the work of Charalampopoulos et al. [CKP+, JCSS’21], who considered only
the Hamming distance. For the reporting version of the approximate CPM problem, under the
Hamming distance we improve upon the main algorithm of [CKP+, JCSS’21] from O(n + (n/m) · k4)
to O(n + (n/m) · k3 log log k) time; for the edit distance, we give an O(nk2)-time algorithm. Notably,
for the decision versions and wide parameter-ranges, we give algorithms whose complexities are
almost identical to the state-of-the-art for standard (i.e., non-circular) approximate pattern matching:

For the decision version of the approximate CPM problem under the Hamming distance, we
obtain an O(n + (n/m) · k2 log k/ log log k)-time algorithm, which works in O(n) time whenever
k = O(

√
m log log m/ log m). In comparison, the fastest algorithm for the standard counterpart

of the problem, by Chan et al. [CGKKP, STOC’20], runs in O(n) time only for k = O(
√

m).
We achieve this result via a reduction to a geometric problem by building on ideas from [CKP+,
JCSS’21] and Charalampopoulos et al. [CKW, FOCS’20].
For the decision version of the approximate CPM problem under the edit distance, the O(nk log3 k)
runtime of our algorithm near matches the O(nk) runtime of the Landau–Vishkin algorithm [LV,
J. Algorithms’89] for approximate pattern matching under edit distance; the latter algorithm
remains the fastest known for k = Ω(m2/5). As a stepping stone, we propose an O(nk log3 k)-time
algorithm for solving the Longest Prefix k′-Approximate Match problem, proposed by Landau
et al. [LMS, SICOMP’98], for all k′ ∈ {1, . . . , k}. Our algorithm is based on Tiskin’s theory of
seaweeds [Tiskin, Math. Comput. Sci.’08], with recent advancements (see Charalampopoulos et
al. [CKW, FOCS’22]), and on exploiting the seaweeds’ relation to Monge matrices.

In contrast, we obtain a conditional lower bound that suggests a polynomial separation between
approximate CPM under the Hamming distance over the binary alphabet and its non-circular
counterpart. We also show that a strongly subquadratic-time algorithm for the decision version of
approximate CPM under edit distance would refute the Strong Exponential Time Hypothesis.
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1 Introduction

Pattern matching is one of the most widely-studied problems in computer science. Given a
string P of length m, known as the pattern, and a string T of length n ≥ m, known as the
text, the task is to compute all occurrences of P in T . In the standard setting, the matching
relation between P and the fragments of T assumes that the leftmost and rightmost positions
of the pattern are conceptually important. In many real-world applications, however, any
rotation (cyclic shift) of P is a relevant pattern. For instance, in bioinformatics [3, 6, 27, 33],
the position where a sequence starts can be totally arbitrary due to arbitrariness in the
sequencing of a circular molecular structure or due to inconsistencies introduced into sequence
databases as a result of different linearisation standards [3]. In image processing [2, 40, 41, 42],
the contours of a shape may be represented through a directional chain code; the latter can
be interpreted as a cyclic sequence if the orientation of the image is not important [2].

With such scenarios in mind, when matching a pattern P against a text T , one is
interested in computing all fragments of T that match some rotation of P . Let us introduce
necessary basic notation. The positions of a string U are numbered from 0 to |U | − 1, with
U [i] denoting the i-th letter, and U [i . . j] = U [i . . j + 1) denoting the substring U [i] · · · U [j],
which is empty if i > j. We now formally define the circular pattern matching problem.

Circular Pattern Matching (CPM)
Input: A text T of length n and a pattern P of length m.
Output: The set { i : T [i . . i + m) = P ′ for some rotation P ′ of P}.

A textbook solution for CPM works in O(n log σ) time (or O(n) time with randomization),
where σ is the alphabet’s size, using the suffix automaton of P · P [39]. There is a simple
deterministic O(n)-time algorithm which we discuss in the full version. Many practically
fast algorithms for CPM also exist; see [17, 23, 43] and references therein. For the indexing
version of the CPM problem (searching a collection of circular patterns), see [31, 32, 33].

https://doi.org/10.4230/LIPIcs.ESA.2022.35
http://arxiv.org/abs/2208.08915
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Figure 1 For a pattern P = UV , with |U | = x, we denote the rotation V U of P by rotx(P ).
Middle: a circular 2-mismatch occurrence of pattern P (left) at position 4 in text T . Right: a
circular 2-edit occurrence of pattern P with the same rotation at position 3 in text T ′ (note that
there is no circular 2-mismatch occurrence of P in T ′ at this position).

As in the standard pattern matching setting, a single surplus or missing letter in P or in T

may result in many occurrences being missed. In bioinformatics, this may correspond to a
single-nucleotide polymorphism; in image processing, this may correspond to data corruption.
Thus, a relatively large body of works has been devoted to practically fast algorithms for
approximate CPM; see [2, 4, 5, 7, 8, 24, 29, 30] and references therein. All previous results for
approximate CPM were either average-case upper bounds or heuristics, with the exception
of the work of Charalampopoulos et al. [14].

Here, like in the previous works on approximate CPM, we consider two well-known
approximate matching relations of two strings U and V : the Hamming distance, denoted as
δH(U, V ) (the number of mismatches for two equal-length strings, otherwise equal to ∞), and
the edit distance δE(U, V ) (the minimum number of insertions, deletions and substitutions
required to transform U to V ). For two strings U and V , an integer k > 0, and a distance
function d on strings, we write U =d

k V if d(U, V ) ≤ k and U ≈d
k V if there exists a rotation

U ′ of U such that U ′ =d
k V . We define CircOccd

k(P, T ) = { i : P ≈d
k T [i . . p) for some p ≥ i};

we call it the set of circular k-mismatch (k-edit) occurrences of P in T if d = δH (d = δE ,
respectively). We omit the d-superscript when it is clear from the context. We next formally
define four variants of k-approximate CPM; see Figure 1 for an example.

k-Approximate CPM: k-Mismatch CPM and k-Edit CPM
Input: A text T of length n, a pattern P of length m, a positive integer k, and a
distance function d: d = δH for k-Mismatch CPM and d = δE for k-Edit CPM.
Output: (Reporting) CircOccd

k(P, T ).
(Decision) Any position i ∈ CircOccd

k(P, T ), if it exists.

Our upper bounds for k-Mismatch CPM. A summary of the best previous and our new
worst-case upper bounds on approximate CPM for strings over a polynomially-bounded
integer alphabet (we omit “polynomially-bounded” henceforth) is provided in Table 1.

Table 1 Comparison of previous upper bounds and our results on k-approximate CPM.

Distance Metric Time Complexity Version Reference

Hamming distance

O(nk)
reporting [14]

O(n + (n/m) · k4)
O(n + (n/m) · k3 log log k) reporting

this work
O(n + (n/m) · k2 log k/ log log k) decision

Edit distance
O(nk2) reporting

O(nk log3 k) decision

ESA 2022



35:4 Approximate Circular Pattern Matching

In Section 2 we prove the following results.

▶ Theorem 1. The reporting version of k-Mismatch CPM for strings over an integer alphabet
can be solved in O(n + (n/m) · k3 log log k + Output) time.

▶ Theorem 2. The decision version of k-Mismatch CPM for strings over an integer alphabet
can be solved in O(n + (n/m) · k2 log k/ log log k) time.

Our upper bounds for k-Edit CPM. A proof of the following theorem, based on the classic
Landau–Vishkin algorithm [38], is given in Section 3.

▶ Theorem 3. The reporting version of k-Edit CPM for strings over an integer alphabet can
be solved in O(nk2) time.

We reduce the decision version of k-Edit CPM to the following problem.

Longest Prefix k-Approximate Match (k-LPAM)
Input: A text T of length n and a pattern P .
Output: An array LPrefk[0 . . n] such that LPrefk[i] is the length of the longest prefix
of P that matches a prefix of T [i . . n) with at most k edits.

Specifically, we introduce a problem called All-k-LPAM that consists in solving k′-LPAM
for all k′ ∈ [0 . . k]. We show that k-Edit CPM can be reduced to All-k-LPAM on the same
pattern and text and on the reversed pattern and text. Landau et al. [37] gave an O(nk)-time
solution to k-LPAM, which provides an O(nk2)-time solution to All-k-LPAM. In Section 4 we
show the following result for All-k-LPAM (Theorem 4) which implies Theorem 5; All-k-LPAM
can find further applications in approximate pattern matching; for example see [9].

▶ Theorem 4. All-k-LPAM for strings over an integer alphabet can be solved in O(nk log3 k)
time.

▶ Theorem 5. The decision version of k-Edit CPM for strings over an integer alphabet can
be solved in O(nk log3 k) time.

The complexities of our algorithms for the decision versions of k-Mismatch and k-Edit
CPM match, up to logO(1) k factors, the complexities of some of the fastest known algorithms
for pattern matching with up to k mismatches [12, 15, 21, 26] and edits [38], respectively.

In [37], an algorithm for a weaker problem of computing, given two strings U and V each
of length at most n, the rotation of U with the minimum edit distance to V is given. The
algorithm works in O(ne) time, where e is the minimum edit distance achieved.

Our conditional lower bounds. We reduce known problems to approximate CPM, as shown
in Table 2.

Table 2 Our conditional lower bounds for approximate CPM for alphabets of constant size.

Problem Conditioned on Complexity Reference
Mismatch-CPM (unbounded) BJI Ω(n1.5−ε) for all const. ε > 0 Theorem 30

k-Edit CPM (decision) SETH Ω(n2−ε) for all const. ε > 0 Theorem 31
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For the Hamming distance, we consider the Mismatch-CPM problem where the number of
allowed mismatches is unbounded (see Section 5 for a precise definition). The breakthrough
work constructing a Binary Jumbled Index (BJI) in O(n1.859) time [13] was very recently
improved to O(n1.5 logO(1) n) time [18]. We show that obtaining an O(n1.5−ε)-time algorithm,
for any constant ε > 0, for Mismatch-CPM over the binary alphabet would require a further
improvement to BJI. A similar problem of (non-circular) pattern matching with mismatches
has a classic O(n log n)-time solution for constant-size alphabets using convolutions [22]; and
the fastest known solution for a general alphabet works in O(n1.5√

log n) time [1, 36]. Our
conditional lower bound for k-Edit CPM is based on the conditional hardness of computing
the edit distance of two binary strings [10], which in turn is based on the Strong Exponential
Time Hypothesis (SETH) [34]. It implies conditional optimality of our algorithm for the
decision version of k-Edits CPM for a general k ≤ n up to a subpolynomial factor.

The PILLAR model. For k-Mismatch CPM, we work in the PILLAR model that was in-
troduced in [15] with the aim of unifying approximate pattern matching algorithms across
different settings. In this model, we assume that the following primitive PILLAR operations
can be performed efficiently, where the argument strings are substrings of strings in a
collection X , represented via handles:

Extract(S, ℓ, r): Retrieve string S[ℓ . . r].
LCP(S, T ), LCPR(S, T ): Compute the length of the longest common prefix/suffix of S, T .
IPM(S, T ): Assuming that |T | ≤ 2|S|, compute the starting positions of all exact occur-
rences of S in T , expressed as an arithmetic sequence.
Access(S, i): Retrieve the letter S[i].
Length(S): Compute the length |S| of the string S.

In fact, in the standard setting, where the strings are given explicitly and are over an
integer alphabet, all primitive PILLAR operations can be performed in O(1) time after a
linear-time preprocessing. The runtime of algorithms in this model can be expressed in terms
of the number of primitive PILLAR operations. (Any extra time required by our algorithms
is explicitly specified.)

In the full version we obtain fast algorithms for k-Mismatch CPM in the internal, dynamic
and fully compressed setting, by using Theorems 1 and 2 with known implementations of the
primitive PILLAR operations in these settings.

2 k-Mismatch CPM

For a string S and an integer x ≤ |S|, we denote rotx(S) = S[x . . |S|) · S[0 . . x). For
i ∈ [0 . . |S| − m], we denote S(i) = S[i . . i + m). Also, we denote the set of standard (non-
circular) k-mismatch occurrences of P in T by Occk(P, T ) = {i ∈ [0 . . n − m] : T (i) =k P}.

Let P = P1P2, where |P1| = ⌊m/2⌋. Each circular k-mismatch occurrence of P in T

implies a standard k-mismatch occurrence of at least one of P1 and P2. Henceforth, we
assume, without loss of generality, that it implies a k-mismatch occurrence of P1, as the
remaining case is symmetric. Our goal is to consider all k-mismatch occurrences of P1 in T

as anchors for computing circular k-mismatch occurrences of P in T . We call P1 the sample.
By the so-called standard trick, we will consider O(n/m) substrings of T of length O(m)

and process each of them separately. We denote one such substring by T ′. All positions
(occurrences) of the sample can be efficiently computed in such a small window T ′:

ESA 2022



35:6 Approximate Circular Pattern Matching

▶ Theorem 6 ([15, Main Theorems 5 and 8]). Given a text T ′ and a pattern P1, satisfying
|T ′| = O(|P1|), we can compute a representation of the set Occk(P1, T ′) as O(k2) pairwise
disjoint arithmetic progressions in O(k2 log log k) time plus O(k2) PILLAR operations.1

We want to find in T extensions of occurrences of P1 in T ′, which approximately match
some rotation of P . Consider only rotations of P of the form Y P1X, where P = P1XY .
Define the set of circular k-mismatch occurrences i of P in T that imply a k-mismatch
standard occurrence of P1 in a substring T ′ = T [a . . b] as follows (such occurrences are
anchored in (P1, T ′)):

Anchoredk(P, T, P1, T ′) = { i : T (i) =k Y P1X, P = P1XY, i + |Y | − a ∈ Occk(P1, T ′)}.

Our algorithms compute a superset of Anchoredk(P, T, P1, T ′) that may also contain other
circular k-mismatch occurrences of P in T (some of the ones that contain a k-mismatch
occurrence of P2). Let A = Occk(P1, T ′), and recall that this refers to standard k-mismatch
occurrences.

2.1 Few k-mismatch Occurrences of the Sample: |A| = O(k)
We assume that |A| = O(k). Let us denote by PairMatchk(T, P, i, j) the set of all circular
k-mismatch occurrences of P in T such that position i in T is aligned with position j in P :

PairMatchk(T, P, i, j) = {p ∈ [i−m+1 . . i] : T (p) =k rotx(P ), i−p ≡ j −x (mod m)}.

In particular PairMatchk(T, P, i, 0) is the set of circular k-mismatch occurrences of P such
that the first position of P is aligned with position i in T .

The following lemma was shown without explicitly mentioning the PILLAR model.

▶ Lemma 7 ([14, see Lemma 10]). PairMatchk(T, P, i, j) can be computed in O(k) time in
the PILLAR model for any given k, i, j, with the output represented as O(k) intervals.

▶ Lemma 8. Given A = Occk(P1, T ′) of size O(k), a superset of Anchoredk(P, T, P1, T ′),
represented as O(k2) intervals, can be computed in O(k2) time in the PILLAR model. The
computed superset contains only circular k-mismatch occurrences of P in T .

Proof. Suppose that T ′ = T [a . . b]. We then have

Anchoredk(P, T, P1, T ′) ⊆
⋃
i∈A

PairMatchk(T, P, i + a, 0) ⊆ CircOcck(P, T ).

By the hypothesis |A| = O(k), the result, represented as a union of O(k2) intervals, can be
computed in O(k2) time in the PILLAR model by means of Lemma 7. ◀

2.2 Many k-mismatch Occurrences of the Sample: |A| > 864k

We assume that |A| = |Occk(P1, T ′)| > 864k. By [15], these k-mismatch occurrences imply
approximate periodicity in both P1 and the portion of T ′ spanned by k-mismatch occurrences
of P1. We show that, except for O(k2) intervals of circular k-mismatch occurrences of P that
we can compute using O(k) calls to PairMatchk as in Section 2.1, our problem reduces
to matching length-m substrings of an approximately periodic substring V in T and of an

1 When referring to statements of [15], we use their numbering in the full (arxiv) version of the paper.
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approximately periodic substring U in P 2 with aligned approximate periodicity. Afterwards,
testing a match of two length-m substrings for U and V reduces to the test only on positions
breaking periodicity, called misperiods, since the equality on other positions is guaranteed
due to common approximate periodicities. The number of misperiods in U and V is only
O(k), so the complexity of our algorithms, in terms of PILLAR operations, depends only on k.

By Sp we denote the concatenation of p copies of a string S. A string Q is called primitive
if Q = Bp for a string B and a positive integer p implies that p = 1. We introduce the
following problem.

PeriodicSubstringMatch(U, V )
Input: Positive integers m, k, and q, an integer r ∈ [0 . . q), and strings U , V , and Q

such that m ≤ |U |, |V | ≤ 2m, q = |Q|, and U, V are at Hamming distance O(k) from
prefixes of Q∞, (rotr(Q))∞, respectively.
Output: The set of positions p in U for which there exists a position x in V such that
U (p) =k V (x) and p − x ≡ r (mod q).

Our goal is to reduce k-Mismatch CPM in this case to PeriodicSubstringMatch. To
this end, we use the idea of repetitive regions from [15].

▶ Definition 9. A k-repetitive region in a string S of length m is a substring R of S of
length |R| ≥ 3m/8 for which there exists a primitive string Q such that

|Q| ≤ m/(128k) and δH(R, Q∞[0 . . |R|)) = ⌈8k|R|/m⌉.

The following lemma is a simplified version of a lemma from [15] with one repetitive region.

▶ Lemma 10 ([15, see Lemma 3.11]). Given a pattern P of length m, a text T of length
n ≤ 3

2 m, and a positive integer threshold k ≤ m, if the pattern P contains a k-repetitive
region, then |Occk(P, T )| ≤ 864k.

Intuitively, in our main lemma in this section (Lemma 12), we show that if P1 has
many k-mismatch occurrences in T ′, then each circular k-mismatch occurrence of P in T

that is an element of Anchoredk(P, T, P1, T ′) is: (a) either computed in an instance of
PeriodicSubstringMatch; or (b) implies a k-mismatch occurrence of one of at most
two k-repetitive regions of P2P1P2. The occurrences of the second type can be computed
using O(k) calls to PairMatchk by viewing k-repetitive regions as samples and applying
Lemma 10 to bound the number of k-mismatch occurrences.

In the proof of Lemma 12 we use the following theorem from [15]; part 1 follows from [15,
Theorem 3.1] (existence of Q) and [15, Lemmas 3.8, 3.11, 3.14, and 4.4] (computation of Q),
whereas the remaining parts are due to [15, Main Theorem 5].

▶ Theorem 11 ([15]). Assume that we are given a pattern P of length m, a text T of length
n ≤ 3

2 m, and a positive integer threshold k ≤ m. If |Occk(P, T )| > 864k and T starts and
ends with k-mismatch occurrences of P , that is, 0, |T | − m ∈ Occk(P, T ), then:
1. there is a substring Q of P satisfying |Q| ≤ m/(128k) and δH(P, Q∞[0 . . |P |)) < 2k,

which can be computed in O(k) time in the PILLAR model;
2. each element of Occk(P, T ) is a multiple of |Q|;
3. δH(T, Q∞[0 . . n)) ≤ 6k;
4. Occk(P, T ) can be decomposed into O(k2) arithmetic progressions with difference |Q|.

ESA 2022



35:8 Approximate Circular Pattern Matching

▶ Lemma 12 (Reduction to PeriodicSubstringMatch). If we have |T ′| ≤
⌊ 3

4 m
⌋

and
|Occk(P1, T ′)| > 864k, then there is a superset of Anchoredk(P, T, P1, T ′) containing circular
k-mismatch occurrences of P in T that is a union of O(k2) intervals and of the output
of PeriodicSubstringMatch with U and V being substrings of T and P 2, respectively.
The intervals and the input to the PeriodicSubstringMatch call can be computed in
O(k2 log log k) time plus O(k2) PILLAR operations.

Proof. We apply Theorem 11 to P1 and the part T ′′ of T ′ spanned by the k-mismatch
occurrences in Occk(P1, T ′), obtaining a short primitive string Q. Consider the occurrence
of P1 at position |P2| of P2P1P2. Let us extend this substring to the right, trying to
accumulate enough mismatches with a prefix of Q∞ in order to reach the threshold specified
in Definition 9, which is Θ(k). In order to compute the next mismatch, it suffices to perform
an LCP query between the remaining suffix of P2P1P2 and some rotation of Q∞. An analogous
process was described in detail in [15, Lemma 4.4], and the fact that the PILLAR model
supports the described LCP queries is shown in [15, Corollary 2.9]. If we manage to accumulate
enough mismatches, we call the resulting k-repetitive region RR. We perform the same
process by extending this occurrence of P1 to the left, possibly obtaining a k-repetitive
region RL. Then, we let V be the shortest substring (P2P1P2)[v . . v′) of P2P1P2 that spans
both RL (or P2P1 if RL does not exist) and RR (or P1P2 if RR does not exist). Let us
observe that V is at distance at most 2 · ⌈8km/m⌉ = 16k from a prefix of (rotr(P )(Q))∞,
where r(P ) = v − |P2| (mod |Q|), by the definition of k-repetitive regions and the fact that
|RR|, |RL| ≤ m. Moreover, obviously, |V | ≤ 2m.

The rotations of P that contain P1 are in one-to-one correspondence with the length-m
substrings of P2P1P2. Each such substring either contains (at least) one of RL and RR

or is contained in V . We now show that we can efficiently compute circular k-mismatch
occurrences of P that imply k-mismatch occurrences of either RL or RR (if they exist) using
the tools that developed in Section 2.1. We focus on RR as RL can be handled symmetrically.
Due to Lemma 10, RR has O(k) k-mismatch occurrences in T ′, and they can be found in
O(k2 log log k) time plus O(k2) PILLAR operations using Theorem 6. For each such occurrence
at some position i of T , we perform a call PairMatchk as in Lemma 8.

We are left with computing elements of Anchoredk(P, T, P1, T ′) corresponding to k-
mismatch occurrences of length-m substrings of V in T in the case where |V | ≥ m. Let us take
the considered occurrence T [a . . b) of T ′′ in T , which is at distance at most 6k from a prefix
of Q∞, and extend it to the right until either of the following three conditions is satisfied:
(a) we reach the end of T ; (b) we have appended ⌈m/2⌉ letters; or (c) the resulting substring
has 18k additional mismatches with the same-length prefix of Q∞. We extend the obtained
substring to the left until either of the following three conditions is satisfied: (a) we reach the
beginning of T ; (b) we have prepended ⌈m/2⌉ letters; or (c) the prepending substring has
18k mismatches with the same-length suffix of Q|T |. We set the obtained substring T [u . . u′)
of T to be U . We observe that |U | ≤ 2m (since ⌊3m/4⌋ ≥ |T ′| > 864k ⇒ m > 1152 and
|U | ≤ |T ′| + 2 ⌈m/2⌉ ≤ 7m/4 + 2) and U is at distance at most 6k + 2 · 18k = 42k from a
prefix of (rotr(T )(Q))∞, where r(T ) = u − a (mod |Q|). If |U | < m, we do not construct the
instance of PeriodicSubstringMatch.

In the call to PeriodicSubstringMatch, we set Q := rotr(T )(Q) and r := (r(P ) −
r(T )) mod |Q|. Now, since Q is primitive, it does not match any of its non-trivial rotations.
Further, as we have at least 128k − 42k − 1 (resp. 128k − 16k − 1) exact occurrences
of Q in any length-m fragment of U (resp. V ), the periodicities must be synchronized
in any circular k-mismatch occurrence. Hence, for any p ∈ Anchoredk(P, T, P1, T ′) that
corresponds to U (p) =k V (x) we must have p + r(T ) ≡ x + r(P ) (mod |Q|), and hence
p − x ≡ r(P ) − r(T ) ≡ r (mod |Q|).
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It suffices to show that there is no position i ∈ Anchoredk(P, T, P1, T ′) such that T (i)

is at distance at most k from a substring of V and [i . . i + m) ̸⊆ [u . . u′). Suppose that
this is the case towards a contradiction, and assume without loss of generality that i < u;
the other case is symmetric. We notice that this can only be the case if we stopped
extending to the left because we accumulated enough mismatches. Further, let the implied
k-mismatch occurrence of P1 start at some position t of T , let x be an integer such that
miny δH(V (y), T (i)) = δH(V (x), T (i)), and let F be the length-(t − i) suffix of Q|T |, i.e.,
Q|T |[|T | · |Q| − (t − i) . . |T | · |Q|). Then, via the triangle inequality, we have

δH(V (x), T (i)) ≥ δH(V (x)[0 . . t − i), T [i . . t))

≥ δH(T [i . . t), F ) − δH(F, V (x)[0 . . t − i)) ≥ 18k − 16k > k,

thus obtaining a contradiction. This completes the proof of this lemma. ◀

2.3 The Reporting Version of k-Mismatch CPM
In this section, we give a solution to PeriodicSubstringMatch. Let us recall the notion
of misperiods that was introduced in [14].

▶ Definition 13. A position a in S is a misperiod with respect to a substring Q of S if
S[a] ̸= Q∞[a]. We denote the set of misperiods by Misp(S, Q).

In O(k) time in the PILLAR model we can compute the sets I = Misp(U, Q) and J =
Misp(V, rotr(Q)). This is due to [15, Corollary 2.9], which allows us to answer queries of
the form LCP(S[i . . j], Q∞[a . . b]) in O(1) time in the PILLAR model. For an integer z, let us
denote Wz = [z . . z +m) (a window of size m). We define Mispers(i, j) = |Wi ∩I|+ |Wj ∩J |.

The following problem is a simpler version of PeriodicSubstringMatch that was
considered in [14]. (Actually, [14] considered a slightly more restricted problem which required
that no two misperiods in U (p) and V (x) are aligned and computed a superset of its solution
that corresponds exactly to the statement below.)

PeriodicPeriodicMatch(U, V )
Input: Same as in PeriodicSubstringMatch
Output: The set of positions p in U for which there exists a position x in V such that
U (p) =k V (x), p − x ≡ r (mod q), and Mispers(p, x) ≤ k.

For an integer set A and an integer r, let A ⊕ r = {a + r : a ∈ A}. An interval chain for
an interval I and non-negative integers a and q is a set of the form I ∪ (I ⊕ q) ∪ (I ⊕ 2q) ∪
· · · ∪ (I ⊕ aq). Here q is called the difference of the interval chain.

▶ Lemma 14 ([14, Lemma 15]). Given sets I = Misp(U, Q) and J = Misp(V, rotr(Q)), we
can compute in O(k2) time a solution to PeriodicPeriodicMatch represented as O(k2)
interval chains, each with difference q.

Next we observe that if U (p) =k V (x), then either some two misperiods in U (p) and V (x)

are aligned, or the total number of misperiods in these substrings is at most k.

▶ Observation 15. We have PeriodicSubstringMatch(U, V ) =

PeriodicPeriodicMatch(U, V ) ∪
⋃

i∈I, j∈J

PairMatchk(U, V, i, j).
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By the observation, there are O(k2) instances of PairMatchk, each taking O(k) time
in the PILLAR model, and PeriodicPeriodicMatch can be solved in O(k2) time. This
results in total time complexity O(k3) for PeriodicSubstringMatch. Together with the
previous reductions in Lemmas 8 and 12, this leads to Theorem 1. We only need to transform
the output from a union of intervals and interval chains to a list of circular k-mismatch
occurrences without duplicates. A full proof of Theorem 1 can be found in the full version.

2.4 A Faster Algorithm for the Decision Version of k-Mismatch CPM
Two aligned misperiods can correspond to zero or one mismatch, while two misaligned
misperiods always yield two mismatches. Let us recall that I = Misp(U, Q) and J =
Misp(V, rotr(Q)). We define the following mismatch correcting function:

∇(i, j) =


0 if (i, j) /∈ I × J, otherwise:
1 if U [i] ̸= V [j],
2 if U [i] = V [j].

This function corrects surplus mismatches. Let Surplus(i, j) =
∑m−1

t=0 ∇(i + t, j + t).

Decision PeriodicSubstringMatch(U, V )
Input: Same as before, with the sets I, J stored explicitly.
Output: Any position p ∈ [0 . . |U | − m] such that Mispers(p, x) − Surplus(p, x) ≤ k for
some x ∈ [0 . . |V | − m] such that p − x ≡ r (mod q).

We consider an (|U | − m + 1) × (|V | − m + 1) grid G. The δ-th diagonal in Z2 consists
of points (i, j) that satisfy i − j = δ. It is called an essential diagonal if δ = i − j for some
i ∈ I, j ∈ J and δ ≡ r (mod q). A point (i, j) on an essential diagonal is called essential if
i ∈ I and j ∈ J . Let us observe that only essential points influence the function Surplus, and
the number of these points is O(k2). This implies the following lemma using a simple 1D
sweeping algorithm.

▶ Lemma 16 (Compact representation of Mispers and Surplus). In O(k2 log log k) time we
can:
(a) Partition the grid G by O(k) vertical and O(k) horizontal lines into O(k2) disjoint

rectangles such that for each point (i, j) in a single rectangle the value Mispers(i, j) is
the same. Each rectangle stores the value Mispers(i, j) for an arbitrary point (i, j) that it
contains.

(b) Partition all essential diagonals in G into O(k2) pairwise disjoint diagonal segments,
such that for each point (i, j) in a single segment the value Surplus(i, j) is the same.
Each segment stores the value Surplus(i, j) for an arbitrary point (i, j) that it contains.

Proof. Partitioning (a): We partition the first axis (second axis) into axis segments such
that for all i in the same segment, the set Wi ∩ I (Wj ∩ J , respectively) is the same. Then
we create rectangles being Cartesian products of the segments.

Partitioning of an axis is performed with a 1D sweep; we describe it in the context of the
first axis. For each i ∈ I, we create an event at position i − m + 1 where the misperiod i is
inserted and an event at position i + 1 (if i + 1 ≤ |U | − m + 1) where it is removed. We can
now sort all events in O(k log log k) time using integer sorting [28] and process them in order,



P. Charalampopoulos et al. 35:11

storing the number of misperiods. For all i in a segment without events, the set Wi ∩ I is
the same. We obtain O(k) segments on each axis which yields O(k2) rectangles. Part (a)
works in O(k2) time.

Partitioning (b): First we bucket sort essential points by (essential) diagonals using
integer sorting. On each essential diagonal, we sort the essential points bottom-up and
perform the same kind of 1D sweep as in (a), using ∇ to compute the weights of the events.
The whole algorithm works in O(k2 log log k) time. ◀

We assume that the grid G is partitioned by selected horizontal and vertical lines into disjoint
rectangles, called cells. These cells and some diagonal segments are weighted. Let us denote
by cell(i, j) and diag(i, j) the weight of the cell and the diagonal segment containing (i, j),
respectively. In the following problem, we care only about points on diagonal segments.

DiagonalSegments
Input: A grid partitioned by O(k) vertical and O(k) horizontal lines into O(k2) weighted
rectangles, called cells, and O(k2) pairwise disjoint weighted diagonal line segments, all
parallel to the line that passes through (0, 0) and (1, 1).
Output: Report a point (x, y) ∈ Z2 on some diagonal line segment with minimum
val(x, y) := cell(x, y) + diag(x, y).

Figure 2 The weight of the distinguished cell is equal to Mispers(i, j) for all points (i, j) in that
cell. The diagonals are partitioned into segments. The weight of a single diagonal segment is equal
to −Surplus(i, j) for all points (i, j) that lie on that segment. In DiagonalSegments we are to find
any point (i, j) on some diagonal that minimizes the sum of the weight of its cell and of its diagonal
segment, i.e., Mispers(i, j) − Surplus(i, j). To this end, it suffices to consider endpoints of diagonal
segments and crossings of diagonal segments with rectangles’ boundaries.

An intuition of the solution to DiagonalSegments is shown in Figure 2.

▶ Lemma 17. The DiagonalSegments problem can be solved in O(k2 log k/ log log k) time.

Proof. A sought point (x, y) that minimizes val(x, y) either (1) is an endpoint of a diagonal
segment or (2) lies on an intersection of a diagonal segment and an edge of a cell.

▷ Claim 18. Given O(p) horizontal lines and O(p) points, one can compute for each point
the nearest line above it in O(p log log p) time.

Proof. We create a list of integers containing the vertical coordinates of all queried points
and of all lines. Then we sort all of them in O(p log log p) time. The required answers can
then be retrieved by a simple traversal of the sorted list. ◁
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In case (1) it suffices to identify, for all end points of all diagonal segments, the cells
which they belong to. Let us assume that vertical and horizontal lines partition the grid into
columns and rows, respectively. Then each cell can be uniquely identified by its column and
row. With Claim 18 we can compute in O(k2 log log k) time, for all queried points, the rows
they belong to; the computation of columns is symmetric.

In case (2), let us consider intersections with horizontal edges; the intersections with
vertical edges can be handled symmetrically. Assume x is the horizontal coordinate. We
perform an affine transformation of the plane (x, y) 7→ (y − x, y) after which diagonal line
segments become vertical, but horizontal line segments remain horizontal. The sought points
can be computed using the following claim in O(k2 log k/ log log k) time.

▷ Claim 19. Given s vertical and horizontal weighted line segments such that no two line
segments of the same direction intersect, an intersection point of a vertical and a horizontal
line segment with minimum total weight can be computed in O(s log s/ log log s) time.

Proof. We perform a left-to-right line sweep. The events in the sweep are the beginnings and
endings of horizontal line segments and vertical line segments. The events can be sorted by
their x-coordinates in O(s log log s) time with integer sorting. The horizontal line segments
are stored using a dynamic predecessor data structure [46], and their weights in the same
order are stored in a dynamic RMQ data structure of size O(s) that supports insertions,
deletions, and range minimum queries in amortized O(log s/ log log s) time [11]. This way,
when considering a vertical line segment, we can compute the minimum-weight horizontal
line segment that intersects it in O(log s/ log log s) time. ◁

This concludes the solution to DiagonalSegments. ◀

▶ Theorem 2. The decision version of k-Mismatch CPM for strings over an integer alphabet
can be solved in O(n + (n/m) · k2 log k/ log log k) time.

Proof. Assume that P1 is the sample. We use the so-called standard trick that covers T by
a collection of its substrings T ′ of length

⌊ 3
4 m

⌋
starting at positions divisible by

⌊ 1
4 m

⌋
. The

following computations are performed for each T ′.
In this paragraph all complexities are stated in the PILLAR model. We use Theorem 6 to

compute a representation of the set A = Occ(P1, T ′). If |A| ≤ 864k, we can use Lemma 8 that
outputs O(k2) intervals of circular k-mismatch occurrences in O(k2) time. Otherwise, we
apply Lemma 12 which in O(k2 log log k) time outputs O(k2) intervals of circular k-mismatch
occurrences and returns an instance of PeriodicSubstringMatch. Next we use the
geometric interpretation of PeriodicSubstringMatch. The weight of a cell is the value
Mispers(i, j) common to all points (i, j) in this cell. Similarly, the weight of a diagonal
segment equals −Surplus(i, j), common to all points in this segment (it is the number of
surplus misperiods which we have to subtract). These values are computed in O(k2 log log k)
time in Lemma 16. Now, the decision version of the PeriodicSubstringMatch problem
is reduced to the computation of the minimum value of Mispers(i, j) − Surplus(i, j), which
corresponds to the sum of weights of a cell and diagonal segment meeting at the same point
(i, j). The decision version of PeriodicSubstringMatch can be reduced in O(k2 log log k)
time to one instance each of the DiagonalSegments (if the sought point is on a diagonal
segment) and PeriodicPeriodicMatch (in the opposite case) problems. The thesis follows
from Lemmas 14 and 17. ◀

▶ Remark 20. Using this geometric approach, the reporting version of k-Mismatch CPM can
also be solved in O(n + (n/m) · k2 logO(1) k + k · Output) time.
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3 k-Edit CPM

In the proof of the following lemma, we rely on the Landau–Vishkin algorithm [38]; cf.
Figure 3a for an illustration. The details can be found in the full version.

▶ Lemma 21. Given a text T of length n, a pattern P of length m, and an integer k > 0,
we can compute in O(k2) time in the PILLAR model an O(k2)-size representation of the edit
distance between all pairs of prefixes of T and P that are at edit distance at most k, that is,
the set LV := {(a, b, d) ∈ (0 . . n] × (0 . . m] × [0 . . k] : δE(T [0 . . a), P [0 . . b)) = d ≤ k}. Our
representation of LV consists of O(k2) sets of the form {(a + ∆, b + ∆, d) : ∆ ∈ [0 . . x)}.

T
a b a a a b a a

P

a
a
b
a
a
b
a
a

0
1

2
2

2
2

2
2

1
1

2
2

2
21

1
1

1
2

2
2

2
2

2

(a) Example for Lemma 21:
T = abaaabaa, P = aabaabaa, k = 2.

P2 P1

T

i j

a∆

I

I ′

b∆ α

I

|P |I ′

(b) Notation used in the proof of Lemma 22.

Figure 3 Illustrations for Lemmas 21 and 22.

▶ Lemma 22. Given a text T of length n, a pattern P of length m, an integer k > 0, and
a position j of T , after O(nk2) preprocessing we can compute in O(k2) time in the PILLAR
model all positions i ∈ CircOcck(P, T )∩[0 . . j] such that δE(T [i . . j), P2)+δE(T [j . . r], P1) ≤ k

for some position r of T and some strings P1 and P2 that satisfy P = P1P2, represented as
O(k2) intervals, possibly with duplicates.

Proof. We start with the calculation of the compact representation of LV from Lemma 21 for
the reversals of strings T [0 . . j) and P , and k. Next, for each element {(a+∆, b+∆, d) : ∆ ∈ I}
of this compact representation, we will calculate an interval I ′ ⊆ I such that positions from
{j − a − ∆ : ∆ ∈ I ′} are in CircOcck(P, T ).

From the definition of LV we know that for any ∆ ∈ I, i = j − a − ∆ and P2 =
P [m − b − ∆ . . m), we have δE(T [i . . j), P2) = d. All we have to do is to verify if there exists
P1 fulfilling requirements of the lemma.

For each k′ ∈ [0 . . k], we compute LPrefk′ in O(nk) time [37]. Then, the maximal possible
length of P1 (within our edit distance budget) is α := LPrefk−d[j]. Now, we need to define
I ′ in such a way that it corresponds to pairs (P1, P2) with total length |P |, that is, we set
I ′ := {∆ ∈ I : b+∆+α ≥ m}. The notation used in this proof is illustrated in Figure 3b. The
most time consuming part of this procedure is the calculation of the compact representation
of LV , which takes O(k2) time in the PILLAR model by Lemma 21. ◀

By applying the above lemma for P , T , and all positions j of T , and merging the obtained
O(nk2) intervals using bucket sort, we obtain Theorem 3.
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Let us now move to the decision version of k-Edit CPM. For any integer k ≥ 0, we define
array LSufk[0 . . n] such that LSufk[i] = t if and only if P [m − t . . m) is the longest suffix of P

at edit distance at most k from a suffix of T [0 . . i). We make the following easy observation.

▶ Observation 23. The pattern P has a circular k-edit occurrence in the text T if and only
if LPrefk′ [j] + LSufk−k′ [j] ≥ m holds for some j ∈ [0 . . n] and k′ ∈ [0 . . k].

Due to Observation 23, Theorem 4, which is proved in Section 4, yields Theorem 5.

4 An Algorithm for All-k-LPAM: Proof of Theorem 4

We will show how to compute, given a position p in the text, values LPrefk′ [i] for all k′ ∈ [0 . . k]
and i ∈ [p . . min{p + k, n + 1}) in O(k2 log3 k) time in the PILLAR model. This will yield the
desired solution to All-k-LPAM by taking values of p which are multiples of k.

The deletion distance δD(U, V ) of two strings U and V is the minimum number of letter
insertions and deletions required to transform U to V ; in comparison to edit distance, substi-
tutions are not allowed. For a string S, by S$ we denote the string S[0]$S[1]$ · · · S[|S|−1]$.
By the following known fact, we can easily transform the pattern and the text, doubling k,
and henceforth consider the deletion distance instead of the edit distance.

▶ Fact 24. For any two strings U and V over an alphabet Σ that does not contain $, we
have 2 · δE(U, V ) = δD(U$, V$).

Note that an LCP query on suffixes of U$ and V$ trivially reduces in O(1) time to an LCP
query on suffixes of U and V .

▶ Definition 25. For two strings U and V and an integer range I, we define the alignment
graph G(U, V, I) as the weighted undirected graph over the set of vertices Z2 with the following
edges for each (a, b) ∈ Z2:

(a, b) ↔ (a + 1, b) with weight 1, (a, b) ↔ (a, b + 1) with weight 1,
(a, b) ↔ (a + 1, b + 1) with weight 0 unless a ∈ [0 . . |U |), b ∈ [0 . . |V |), U [a] ̸= V [b], and
b − a ∈ I.

For an alignment graph G(U, V, I), there are |I| diagonals on which diagonal edges may
be missing. Intuitively, everything outside these diagonals is considered as a match.

▶ Observation 26 ([16, see Lemma 8.5]). For all fragments U [a . . a′) and V [b . . b′) of U and
V , respectively, δD(U [a . . a′), V [b . . b′)) is the length of the shortest (a, b)⇝ (a′, b′) path in
G(U, V,Z).

Let G := G(P, T, [p − k . . p + 2k)). For each t ∈ [0 . . m], we define a (3k + 2) × (3k + 2)
distance matrix Dt such that Dt[i, j] is the length of the shortest path between (0, i+p−k−1)
and (t, t + j + p − k − 1) in the alignment graph G. Let us recall that a matrix M is a Monge
matrix if for every pair of rows i < j and every pair of columns ℓ < r, M [i, ℓ] + M [j, r] ≤
M [i, r] + M [j, ℓ]. The planarity of G and the fact that all vertices of the considered shortest
paths lie in [0 . . t] × Z, imply the following.

▶ Observation 27. For every t ∈ [0 . . m], the matrix Dt is a Monge matrix.

Let us recall that a permutation matrix is a square matrix over {0, 1} that contains exactly
one 1 in each row and in each column. A permutation matrix P of size s × s corresponds to
a permutation π of [0 . . s) such that P [i, j] = 1 if and only if π(i) = j. For two permutations
π1, π2 and their corresponding permutation matrices P1, P2, by ∆(π1, π2) = ∆(P1, P2) we
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denote a shortest sequence of transpositions f1, . . . , fq of neighboring elements such that
fq ◦ · · · ◦ f1 ◦ π1 = π2. For an s × s matrix A, we denote by AΣ an (s + 1) × (s + 1) matrix
such that

AΣ[i, j] =
∑
i′≥i

∑
j′<j

A[i′, j′], for i, j ∈ [0 . . s].

The lemma below follows readily from the tools developed in [16, Sections 8, 9] which, in
turn, are based on the ideas of Tiskin [44, 45].

▶ Lemma 28.
(a) Let t ∈ [0 . . m], i ∈ [p . . p + k), j ∈ [i − k . . i + k] ∩ [i − t . . n − t], and k′ ∈ [0 . . k]. Then,

δD(T [i . . j + t), P [0 . . t)) ≤ k′ if and only if Dt[i − p + k + 1, j − p + k + 1] ≤ k′.
(b) For each t ∈ [0 . . m], there is a (3k+1)×(3k+1) permutation matrix Pt such that Dt[i, j] =

2P Σ
t [i, j] + i − j holds for all i, j ∈ [0 . . 3k + 1]. P0 is an identity permutation matrix.

A sequence ∆(P0, P1), . . . , ∆(Pm−1, Pm) contains at most 3k(3k + 1)/2 transpositions
of neighboring elements in total and all its non-empty elements can be computed in
O(k2 log log k) time plus O(k2) LCP queries on pairs of suffixes of P and T .

In the following lemma, whose proof is omitted here, we extend a known result on answering
submatrix maximum queries on Monge matrices [35] (see also [25]) to a dynamic (the matrix
changes by sub-row increments) and partially persistent (we need to be able to query all
previously created matrices) setting. Sub-column queries are sufficient for our purposes; such
queries were considered as a simpler case also in [35, 25]. We further consider minimum
queries instead of maximum queries, which is a fairly straightforward change.

▶ Lemma 29. Let M0 = M be an s × s Monge matrix such that each entry of M0 can be
retrieved in O(1) time. We consider a sequence of operations:

A sub-row increment takes the most recent matrix Mi and creates a matrix Mi+1 resulting
after this operation.
A sub-column minimum query extracts the minimum in a given sub-column of a specified
previously created matrix Mi.

The data structure for M0 can be initialized in O(s log2 s) time. If each created matrix is a
Monge matrix, then each incrementation can be performed in O(log3 s) time and each query
can be answered in O(log2 s) time.

Proof of Theorem 4. Let us recall that we make all computations for O(n/k) values of p.
We will store Dt for t ∈ [0 . . m] using the data structure of Lemma 29. The initialization of
D0 takes O(k log2 k) time; we have D0[a, b] = |a − b|. Each transposition in the maintained
matrix Pt corresponds to a sub-column increment in Dt. Note that, for each t ∈ [0 . . m], Dt

is a Monge matrix due to Observation 27. Any intermediate matrix D is also Monge as it
satisfies D[i, j] = 2P Σ[i, j] + i − j for a (maintained) permutation matrix P . Thus, for each
t such that ∆(Pt, Pt+1) ̸= ∅, we can update the maintained Monge matrix as necessary using
Lemma 29. By Lemma 28(b), the number of updates will be O(k2) and the updates can be
computed in O(k2 log log k) time after O(n)-time preprocessing for LCP queries. The updates
are performed in O(k2 log3 k) total time.

We are to compute, for all k′ ∈ [0 . . k] and i ∈ [p . . p + k), the length of the longest prefix
of P that matches a prefix of T [i . . n) with deletion distance at most k′. By Lemma 28(a)
it suffices to find the maximum t ∈ [0 . . m] such that min{Dt[i − p + k + 1, j − p + k + 1] :
j ∈ [i − k . . i + k] ∩ [i − t . . n − t]} ≤ k′. To this end, we apply binary search with
O(log k) steps on the set of all t that satisfy ∆(Pt, Pt+1) ̸= ∅, using O(log2 k)-time queries
of Lemma 29. Thus, all binary searches take O(k2 log3 k) time in total. The total time is
O(n + (n/k) · k2 log3 k) = O(nk log3 k). ◀
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5 Conditional Hardness of Approximate CPM

We consider the following problem where the number of allowed mismatches is unbounded.

Mismatch-CPM
Input: A text T of length n and a pattern P of length m.
Output: An array CPM[0 . . n − m] with CPM[i] = min{k ≥ 0 : P ≈δH

k T [i . . i + m)}.

In jumbled indexing, we are to answer pattern matching queries in the jumbled (abelian)
sense. More precisely, given a Parikh vector of a pattern that specifies the quantity of each
letter, we are to check if there is a substring of the text with this Parikh vector. In the case
of a binary text, the problem of constructing a jumbled index is known to be equivalent (up
to a log n-factor in the case where a concrete substring needs to be identified; see [20]) to
constructing the following data structure.

Given a text X of length n over alphabet {0, 1}, for each t ∈ [1 . . n] compute the values:

mint := min


i+t−1∑

j=i

X[j] : i ∈ [0 . . n − t]

 , maxt := max


i+t−1∑

j=i

X[j] : i ∈ [0 . . n − t]

 .

For a few years since its introduction [19] the problem of constructing a binary jumbled
index in O(n2−ε) time for ε > 0 was open. Chan and Lewenstein [13] settled this question
affirmatively by proposing an O(n1.859)-time randomized construction; very recently it was
improved to O(n1.5 logO(1) n) time [18]. We make the following reduction.

▶ Theorem 30. If Mismatch-CPM on binary strings can be solved in S(n) time, then the
BJI can be constructed in O(n + S(3n)) time.

Proof. We show how to compute maxt for all t ∈ [1 . . n]. For computing mint, we can negate
all the letters of X. An illustration of our reduction is provided in Figure 4.

X = 0100101001001

min1 = 0 max 1 = 1

min2 = 0 max 2 = 1

min3 = 1 max 3 = 2

min4 = 1 max 4 = 2

min5 = 1 max 5 = 2

min6 = 2 max 6 = 3

· · ·

n = 13 t = 6 i = n− t = 7

T = 111111111111100000000000000000000000000

CPM[i] = t−max t + j −max t = CPM[7] = 5

j = 5

P = 01001010010010000000000000

0 387

10100100100000000000000100rot4(P ) =

Figure 4 CPM[7] = 5 corresponds to a Hamming distance of 5 between T [7 . . 7 + |P |) and some
rotation of P , namely of rot4(P ).

It suffices to consider an instance of Mismatch-CPM with P = X0n, T = 1n02n. A
prefix of a rotation of P of length at most n is also a substring of a string 0nX0n. For each
i ∈ [0 . . n), to compute CPM[i] we need to choose a substring of 0nX0n of length t = n − i

with the most number of 1s as the prefix of some rotation of P . Indeed, if U is this prefix and
P ′ is this rotation, that is, P ′ = UV , the remaining 0s in U and 1s in V will correspond to
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mismatches between P ′ and T [i . . i + |P |). The maximum number of 1s among the substrings
of 0nX0n is the same as the maximum for X since it is never worse to choose a length-t
prefix (suffix) of X than a shorter prefix (suffix) and a part from 0n.

Thus, we have CPM[i] = t − maxt + j − maxt, where j is equal to the number of 1s in X.
Hence, maxt = (t + j − CPM[n − t])/2. These values can be recovered from the output of
Mismatch-CPM in linear time. ◀

The following theorem shows how to compute the edit distance of two strings with the
use of an algorithm for the decision version of k-Edit CPM, and thus also that a strongly
subquadratic such algorithm would refute SETH [34]. The proof is omitted in this version.

▶ Theorem 31. If k-Edit CPM on quarternary strings can be solved in O(n2−ε) time for
some constant ε > 0, then the edit distance of two binary strings each of length at most n

can be computed in O(n2−ε log n) time.
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