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INEXPENSIVE POLYNOMIAL-DEGREE-ROBUST
EQUILIBRATED FLUX A POSTERIORI ESTIMATES
FOR ISOGEOMETRIC ANALYSIS

GREGOR GANTNER AND MARTIN VOHRALIK

ABSTRACT. We consider isogeometric discretizations of the Poisson model problem, fo-
cusing on high polynomial degrees and strong hierarchical refinements. We derive a
posteriori error estimates by equilibrated fluxes, i.e., vector-valued mapped piecewise
polynomials lying in the H(div) space which appropriately approximate the desired di-
vergence constraint. Our estimates are constant-free in the leading term, locally efficient,
and robust with respect to the polynomial degree. They are also robust with respect to
the number of hanging nodes arising in adaptive mesh refinement employing hierarchical
B-splines. Two partitions of unity are designed, one with larger supports corresponding
to the mapped splines, and one with small supports corresponding to mapped piecewise
multilinear finite element hat basis functions. The equilibration is only performed on
the small supports, avoiding the higher computational price of equilibration on the large
supports or even the solution of a global system. Thus, the derived estimates are also as
inexpensive as possible. An abstract framework for such a setting is developed, whose
application to a specific situation only requests a verification of a few clearly identified
assumptions. Numerical experiments illustrate the theoretical developments.
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1. INTRODUCTION

A posteriori error estimates for standard finite element methods (FEM) are nowadays
well understood [AO00, Rep08, Ver13]. On the one hand, they allow to assess the quality
of the computed approximation, and, on the other hand, they indicate where to refine
the underlying mesh of the computational domain. Among the existing error estimators,
those based on equilibrated fluxes [PS47, LL83, DM99, BS08] have the advantage that
they provide a guaranteed upper bound for the approximation error which is constant-free
in the leading term. The estimator from [DM99, BS08] even turns out to be robust with
respect to the polynomial degree [BPS09], i.e., it provides also a lower bound with an
efficiency constant that does not depend on the polynomial degree. This result has been
recently generalized in several directions; see [EV15, EV20] and the references therein.
We also mention [DEV16], which covers standard FEM on triangular/rectangular meshes
with hanging nodes, and its generalization to arbitrarily many hanging nodes [ESV17a].

In this work, we aim to generalize this result to isogeometric analysis (IGA) [HCB05,
BBAVC*06, CHB09]. The central idea of IGA is to use the same ansatz functions for
the representation of the problem geometry in computer-aided design (CAD) and for the
discretization of the partial differential equation (PDE). While the CAD standard for
spline representation in a multivariate setting relies on tensor-product B-splines, several
extensions of the B-spline model have emerged that allow for adaptive refinement, e.g.,
hierarchical splines [VGJS11, GJS12|, (analysis-suitable) T-splines [SZBN03, SLSH12,
BdVBSV13], or LR-splines [DLP13, JKD14]; see also [JRK15, HKMP17, BGG"22] for a
comparison of these approaches.

1.1. Available results. To steer an adaptive refinement, rigorous a posteriori error esti-
mators have been developed. Assuming a certain admissibility condition of the employed
meshes, the works [BG16b, GP20] generalize the weighted residual error estimator from
standard FEM to IGA with hierarchical splines and analysis-suitable T-splines, respec-
tively. It has even been proved that the corresponding adaptive algorithms converge at op-
timal algebraic rate with respect to the number of mesh elements [BG17, GHP17, GP20],
see also the recent overview article [BGGT22]. However, the reliability and efficiency con-
stants depend on the employed polynomial degree, which is indeed witnessed in numerical
experiments, see, e.g., [BGGT22] for hierarchical splines. Similarly, for the hierarchical
spline space from [BG16a], the work [BG18] derives a weighted residual estimator being
the sum of indicators associated to basis functions instead of elements. It is shown to
be reliable for arbitrary hierarchical meshes, with an unknown reliability constant that
again particularly depends on the used polynomial degree p.

In the spirit of [Rep99, Rep00a, Rep00b], the works [KT15a, KT15b, Mat18] present

guaranteed fully computable upper bounds of the approximation error for tensor-product
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splines and hierarchical splines, respectively. A second estimate is also derived, giving a
lower bound of the error. However, to compute these so-called functional-type estimators,
a global minimization problem may need to be solved or an H(div) flux not in the
equilibrium with the load may be employed, and the efficiency of the upper bound,
as well as the reliability of the lower bound, are theoretically unclear. In the recent
work [TCHM19], a non-H (div) approximation of an equilibrated flux is constructed for
tensor-product splines in extension of the concepts of [LL83]. It only requires to solve
locally, on the knot spans, a pair of a low-order problem for the normal fluxes together
with a high-order problem for the equilibrated flux approximation. A generalization to
hierarchical splines is briefly sketched and a corresponding numerical example is provided.
While this yields a fully computable and approximately guaranteed upper bound on the
error, efficiency of the resulting estimator is unclear.

1.2. Outline. The present manuscript is organized as follows. We introduce the model
problem and its general Galerkin discretization in Section 2. We then motivate and in-
troduce our new approach in the simplified spline setting in Section 3. Sections 4 and 5
subsequently contain a detailed description of the discretization space formed by hier-
archical B-splines. This technical description might be skipped in a first reading, since
all our results are only based on a couple of abstract assumptions collected in Section 6,
where we also verify them in the hierarchical B-splines setting. Section 7 describes in
detail our inexpensive flux equilibration in the general context. The a posteriori error esti-
mates are then derived in Section 8, where we prove their reliability and (local) efficiency.
Numerical experiments illustrating the theoretical findings are collected in Section 9. Fi-
nally, Appendix A proves the broken polynomial extension property that is central for
the polynomial-degree robustness in the present setting.

2. MODEL PROBLEM AND ITS (GALERKIN DISCRETIZATION

Let € be an open bounded connected Lipschitz domain in R? with d = 2, 3. We consider
the Poisson model problem with homogeneous Dirichlet data of finding u : €2 — R such
that

—Au=f in{,
u=0 on 0, ()

where f € L2(Q) is a given source term. On an arbitrary subset w C €, let (-, -), =
[,()(-)dz and || - ||, denote the L*-scalar product and the corresponding norm, respec-
tively; we also denote by |[|-||oc the L>-norm. Then, the weak formulation of problem (1)
consists in finding u € H} () such that

(Vu, Vo) = (f, v)q forall ve Hy(Q). (2)

Let V}, be a finite-dimensional subspace of H}(€2). The corresponding Galerkin approxi-
mation is to find u; € Vj, with

(Vuh, V’Uh)Q = (f, Uh)Q for all v, € V},. (3)

In this work, we will choose V}, as the space of mapped hierarchical splines. To this
end, we assume that € can be parametrized over Q= (0,1)? via a bi-Lipschitz mapping
F:Q — Q with positive Jacobian determinant, i.e., 2 = F(Q), F € Wl’oo(ﬁ), F!¢
W (Q), and det(DF) > 0. Note that F and its inverse F~! can both be continuously

extended to Lipschitz continuous functions on Q and Q, respectively.
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3. MOTIVATION AND THE NEW APPROACH IN A SIMPLIFIED SPLINE SETTING

In this section, we recall equilibration for standard C° finite elements, discuss difficulties
for a generalization to IGA, and introduce our new approach. In order to explain the main
ideas as clearly as possible, we will consider a strongly simplified setting. In particular,
we suppose in this section that F' is just the identity, so that 2 = Q= (0,1)%, and that
Ty is a uniform tensor-product mesh of §2 consisting of elements K being all d-rectangular
parallelepipeds. Let QP(7,) denote all T,-piecewise tensor-product polynomials of fixed
degree p := (p,...,p) in each component, with p > 1. We assume additionally that the
right-hand side f in (1) is a Tp-piecewise tensor-product polynomial of degree p — 1 :=
p—(1,...,1), ie,

f e Q" (Th).
3.1. Standard equilibration in finite elements. In finite elements, the ansatz space

V, from (3) is the subspace of QP(7},) formed by functions which are continuous over the
mesh interfaces and zero on the boundary of €2, i.e.,

Vi = {vn € QP(T) N C°(Q) : vhlag = 0} = QP(T,) N Hy (). (4)

Let V), collect the vertices of the mesh 7,. For each a € V), we define the associated
continuous piecewise bilinear hat function

Ve € QY(TR) NC°(Q) (5)

taking value 1 in the vertex a and 0 in all other vertices from V. We denote the interior
of its support by

Wq := int(supp(1q)). (6)

Note that it corresponds to the union of all (closed) elements in 7}, containing @, which
we denote by

To ={T €Ty, : T Csupp(¢a)}-
Crucially, the ¥, form a partition of unity in that

Zwa: in Q.

The hat functions v, and their supports supp(v,) are illustrated for d = 2 in Figure 1,
left.
For each vertex a € V), we further introduce the space

{v e H(div,wy) : v1n,, =0 on dw,} if Yo € Hy(Q),

Holdiv,ca) = {{v € H(div,wg) : v-1,, =0 on dws N (1e) 1 ({0})} else,

where n,, denotes the outer normal vector on dw, and v-n,, is understood in the
appropriate weak sense. With the usual broken (elementwise) Raviart-Thomas space of

order p == (p,...,p) =p+1

QP10 (Ta) x @5—1—(071)(7;) if d =2,
QP00 (T2) x QPTOLO (o) x QPTOON(TL)  if d =3,
we also define the discrete subspace

V,® .= RTP(T,) N Hy(div, wg). (8)
4
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Then, the local equilibrated fluxes

ol = argmin llvn + Ve Vug|w, 9)
UhEVha'
V-vp=fta—Vup-Vipg

give rise to a global equilibrated flux

oy = Z o, with V.o, = f.
acVy
Following [BPS09, EV15, EV20], which rely on the tools from [CDD08, CM10, DGS12],
one can show that the corresponding a posteriori estimator ||y, + Vuy||o constitutes a
guaranteed upper bound as well as a p-robust lower bound for the discretization error,
ie.,

[V (up —u)lla < |lon + Vuglla < Cer |V (up — u)llq, (10)

with a constant Ce > 0 depending only on the shape-regularity of the mesh 7, but not
on the polynomial degree p. The efficiency bound holds even locally on all mesh elements.
This result has been extended to general rectangular meshes with an arbitrary number
of hanging nodes in [DEV16, ESV17a], see also Remark 7.6 below.

3.2. A straightforward (expensive) generalization to IGA. Compared to standard
finite elements (4), the IGA /spline space is the subspace of QP(7,) formed by functions
which are continuous over the mesh interfaces including their derivatives up to order
p—m, i.e.,

Vi, = {Uh S Qp(’ﬁl) N Cp_m(Q) : Uh|aQ = 0} (11)

Here m takes values between 1 and p. Examples for m = 1, leading to the maximal
smoothness p — 1, and p = 1,3 are given in Figure 1; note that for m = p, (11) and (4)
coincide. A support of ¢, for the maximal smoothness p—1 and p = 5 is then shown in the
left part of Figure 2. Alternatively, in place of (11), one can write Vj, = SP(K;,) N H(Q),
where SP(KCp,) is the spline space with the smoothness p — m encoded in the global knot
vector KCj, see Section 4.1 below.

Whenever the requested smoothness p—m is greater than 0, the finite element hat func-
tions 14 from (5) do not belong to the IGA space V}, given by (11), being merely continu-
ous. A straightforward adaptation of the flux reconstruction of the previous section would
be to employ instead appropriately scaled 1, from the spline space QP(7,) N C?P~™(§2) =
SP(Ky,), still leading to the partition of unity

Y wa=1 inQ,

acVy

where now V), is a suitable node set rather than the set of vertices of the mesh 7;,. Standard
B-splines, see Section 4.1, constitute such a partition of unity. The major inconvenience
of such a construction is that the supports w, of 1, (cf. (6)), which appear in the mini-
mization (9), are much larger for splines. In particular, for the maximal smoothness p—1,
the support of the corresponding B-splines of degree p consists of (p + 1)? elements, see
Figure 2. This would make the dimension of the space V,* from (8) and consequently
the size of the linear system in (9) grow steeply with p, making the equilibration very
expensive, see Figure 2 for illustration. In addition, in the construction (9), one needs
Ve Vu, € RTP(T,) and f1)q — Vuy-Vip, € QP(T,) to avoid all oscillation terms. In the
finite element context of Section 3.1, this is satisfied for the choice p = p + 1, but it
would request p = 2p here. Moreover, it is not clear whether (10) would still hold with

a constant Ceg independent of the polynomial degree p of the considered B-splines.
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FIGURE 1. B-splines of degree p = 1, 3 and maximal smoothness p—1 on
a two-dimensional uniform tensor mesh 7j,.
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FIGURE 2. A straightforward (expensive) extension of the FEM equilibra-
tion to IGA with B-splines of degree p = 5 and maximal smoothness p — 1
on a two-dimensional uniform tensor mesh 7j,.

3.3. Inexpensive equilibration in IGA. Our main idea is to replace the straight-
forward approach of Section 3.2 by a construction that does not request the expensive
solution of (9) employing the large spaces V;* of (8) defined over the large spline supports
wq. We design a two-stage procedure where: first, lowest-order Q*(7,) N C%(w,) scalar
problems are solved on each large patch 7,; second, systems of the form (9), but only
over the finite element hat basis functions supports wp with 2¢ mesh elements, are solved.
This is schematically viewed in Figure 3. Similar p-robust constructions were designed
in [SMPZ08] in the context of an additive Schwarz smoother/preconditiner (just one
global lowest-order solve and then p-order local patch problems) or in [ESV17a, ESV17b,
PV22] for a posteriori error estimates (allowing for fast equilibration with H~'(Q) right-
hand sides/arbitrary coarsening in parabolic time stepping/inexpensive estimates of the
algebraic error).

More precisely, we first, on each (large) patch subdomain w, with local mesh 7, solve
the primal lowest-order problem: find

{vn, € QY(Ta) NC%wyq) : (v, 1), = 0} if g € H} (),
{vn € QY(Ta) NC%wq) : va =0o0n dw, \ ¥ ({0})}  else
6
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FIGURE 3. Inexpensive equilibration in IGA in the simplified setting of
uniform tensor-product mesh, p = 5 and maximal smoothness p — 1.

such that
(Vry, Vup)w, = (f 5 vhda)w, — (Vun, V(vntba))w, for all v, € Vi, (12)

see Figure 3, steps 1)-3). This yields the scalar-valued lifting r? of the 4-weighted
residual of (3) with respect to (2). Second, we consider the finite element hat basis
functions v of vertices b of the local mesh 7, and solve the dual high-order problems

O'Z"b = argmin lvn + Ub(Va Vun + V) || w, (13)

a,b
’UhEVh ’
V-vp=fhatho—Vup-V(athp)—Vry-Vipy

where V,*? is defined similarly to (8), with

{v e H(div,wp) : v'ny,, =0 on dwp} if Yoty € HY(Q),
H(div,ws) := < {v € H(div,wp) : v-n,, =0 on dws
N(Yats) ' ({0})} else,

see Figure 3, steps 4)-5). As in Section 3.2, we need to increase the equilibration poly-
nomial degree p; actually, owing to the presence of the finite element hat basis function
1y, we will need p = 2p+ 1 and not just p = 2p to satisfy ¥y (1e Vuy, + Vre) € RTP(T,)
and fiathy — Vuy-V (vathy) — Vre-Vey, € QP(T,) to avoid all oscillation terms. All these
local problems can be solved independently one from each other, allowing for efficient
parallelization. Moreover, for every two same patch geometries, one matrix assembly and
factorization is sufficient.
To finish, we sum the contributions o"® from (13) as

g, = o’
h W (14)
beve

and form the final equilibrated flux as

o), = Z oy, (15)

acVy

which yields a fully computable guaranteed (constant-free in the leading term) upper
bound on the unknown error similarly to (10), see Proposition 8.2 for details. This
bound is also locally and globally efficient, see respectively Propositions 8.4 and 8.6.
The involved constant C.g is robust with respect to the polynomial degree p of the

used hierarchical splines and the number of hanging nodes of the underlying hierarchical
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meshes, but theoretically not with respect to the smoothness of the splines and the number
of patches w, overlapping in a point (see (84a)) (in our numerical experiments, though,
Cet shows robustness with respect to the smoothness and the number of overlapping
patches). Full details of the equilibration are given in Definitions 7.1, 7.2, and 7.5 below;
Figure 6 illustrates the procedure on hierarchical meshes.

4. HIERARCHICAL SPLINES

In this section, we first describe the piecewise polynomial space of multivariate splines
in the parameter domain (). We then introduce its hierarchical extension, covering highly
graded local mesh refinement. Finally, the space V}, from (3) will be given by the trans-
formation of the latter one by the mapping F'.

4.1. Multivariate splines in the parameter domain (0, 1)?. We recall here the stan-
dard definition of multivariate splines in the parameter domain (0,1)%; for a detailed
introduction, we refer, e.g., to [dB86, dB01, Sch07].

Let the integer p > 1 be a fixed positive polynomial degree and let

Kn = (Kiays - - Kawy)

be a fixed d-dimensional vector of p-open knot vectors, i.e., for each spatial dimension
1<i<d,

Kitwy = (Eiw,0:- - itn),Niguy-+0)
is a p-open knot vector in [0, 1], which means that
0=tino=""=tinp < timp+1 < itz <tim)Ngy = = i) Ny +» = 1

Moreover, we assume that each of the interior knots #;5); € (0,1) appears at most with
multiplicity p. By definition, the boundary knots 0 and 1 have multiplicity p + 1. An
example is given in Figure 4, with polynomial degree p = 2, number of knots minus p
minus one = N,y = 9 (this will later correspond to the dimension of the B-splines space),
and a varying multiplicity.

We define the resulting one-dimensional meshes

Tiny = {ltigy -1 tiwyg) = 7 €L, .-, Nigy + 0} Aignyj—1 < iy, i=1,...,d,
as well as the resulting tensor mesh
Tn={Tyx - xTy: T, € Ty for all i € {1,...,d}}.

By SP(Kin)), we denote the set of all corresponding univariate splines, i.e., the set of
all ﬁ(h)—piecewise univariate polynomials of degree p that are p — #t;(;,) ;-times continu-
ously differentiable at any interior knot ;1) ;, where #t;s) ; denotes the corresponding
multiplicity of t;); within KCj). Assuming for example that all interior multiplicities
are equal to p, SP(K;)) is just the space of all i(h)—piecewise univariate polynomials of
degree p that are merely continuous, i.e., C°(0,1), cf. (4). At the other extreme, when all
interior multiplicities are equal to 1, then SP(KC;4)) is the space of ﬁ(h)-piecewise univari-
ate polynomials of degree p with continuous derivatives up to order p — 1, cf. (11) with
m = 1. We refer again to Figure 4 for an example.

A basis of SP(ICy1), of dimension Ny, is given by the set of B-splines

{Binyjp = € {1, ..., Niy}},
8
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2/6 3/6 4/6,4/6 5/6 1,11

FIGURE 4. The B-splines of degree p = 2 corresponding to the knot
vector K = (0,0,0,1/6,2/6,3/6,4/6,4/6,5/6,1,1,1) are depicted. They
are at least C' at the knots 1/6,2/6,3/6, and 5/6, and at least C° at 4/6.

where the B-splines By ;, are recursively defined for all points ¢ € (0,1) via

1 if tiny; <t <tin)j+1,
Bin),jo(t) == {O else( M ()3 (16a)
and
t—Lin),; Li(h),j+p+1 — 1
Bin) jp(t) = —Biny jp-1(t) + " By j+1p-1(t)  (16b)

Lihy,j+p — ti(h)j Lith),j4p+1 — ti(n),j+1

with the formal convention that -/0 := 0. Figure 4 gives an illustrative example, where
the Nj;) = 9 basis functions are depicted. It is easy to see that the support is

supp(Bin.jp) = [tith) g titn) j+p1) (17)

and we also remark that

We abbreviate p := (p, ..., p) € N% The space SP(K},) of multivariate splines is defined
as tensor-product of the univariate spline spaces. Note that each function in SP(KCy)

is a Tp-piecewise multivariate polynomial of degree p. Again, assuming for example
that all interior knots have multiplicity p, SP(K;) is just the space of all continuous

Tr-piecewise multivariate polynomials of degree p, i.e., up to boundary conditions, (4),

while multiplicity 1 of all interior knots yields the space of all ﬁ—piecewise multivariate
polynomials of degree p with continuous derivatives up to order p—1, i.e., up to boundary
conditions, (11) for m = 1. Clearly, the set of tensor-products of the univariate B-splines

{Bhjp:d €T {1,....Niw}} with Byjp(t) = Binyjp(ti), (19)

provides a basis of SP(K,).



4.2. Hierarchical splines in the parameter domain (0,1)?. We now introduce hi-
erarchical splines, which are defined on a hierarchical mesh and are essentially coarse
splines on coarse mesh elements and fine splines on fine mesh elements. For a detailed
introduction, we refer, e.g., to the seminal work [VGJS11].

Let p be a fixed positive polynomial degree as above and let Koy = (Ky(g), - . ., Kq(0)) be a
fixed initial d-dimensional vector of p-open knot vectors in [0, 1] with interior multiplicities
less than or equal to p, as in Section 4.1. Recall that we consider d = 2, 3. We set K i) :=
Ko and recursively define KCypi(s41) for £ € Ny as the uniform h-refinement of KCypip) with
fixed multiplicity m € N; i.e., obtained by inserting the knot (¢ ,(um(g))d 1+ tiuni(e)),;)/2 to
the knots KCj(uni(r)) with mult1phc1ty m whenever ;(umi(e)),j—1 < Liuni(r)),;.- We use analogous
notation as in Section 4.1, replacing the index h by uni(¢), e.g., we erte ’Rm for the
induced tensor mesh. We stress that these spline spaces are nested in the sense that

Sp(lcuni(g)) C SP (Kum 0+1) ) C CO((O, 1)d), (20)

where the last relation follows from the assumption that multiplicities of interior knots
is less than or equal to p.

Remark 4.1. As a matter of fact, the definition of the uniform refinements Kunie) allows
for a certain flexibility without changing the results of the present manuscript. For in-
stance, instead of the natural dyadic uniform refinement, one could use n-adic refinement,

1.e., insert the knots (tz‘(uni(g))J_l + ti(uni(g)),j>/n; sy (n— 1)<ti(un1( 0),j—1 T ti(uni(e)), j)/n to
the knots Kimice)) with multiplicity m whenever tiqunicr),j—1 < ituni(e)).;-

We say that a set

T C U Tanie)
¢eNo
is a hierarchical mesh if it is a partition of [0, 1]¢ in the sense that (J Tn = [0,1]%, where
the intersection of two different elements 7' # 7" with 7,7’ € 7, has (d-dimensional)
measure zero. Since 7:1,11(@ N 7:11’11 ¢y = 0 for ¢,0' € Ny with ¢ # ', we can define for any
element T € ﬁ,

level( ) =/lec NO with f € ﬁni(€)~

For an illustrative example of a hierarchical mesh, see Figure 5. In particular, any
uniformly refined tensor mesh Tnip) with £ € Ny is a hierarchical mesh.

For a hierarchical mesh 7,, we define a corresponding nested sequence (§£)26N0 of
closed subsets of [0, 1]¢

Qf = U (7A7L ﬂﬁni(w)),
v>e

ie., sz covers all elements with level greater than or equal to /. Note that there exists a
minimal integer Lj, such that Qf = () for all £ > L. It holds that

Tz U € T - TS O AT 2 07, o)
£eNy

In the literature, one usually assumes that the sequence ((Alfl) ren, 1s given and the corre-

sponding hierarchical mesh is defined via (21).
10



FIGURE 5. A two-dimensional hierarchical mesh ’ﬁb with level of all ele-
ments less than 4. Levels 0 to 3 are respectively highlighted in white, light
grey, grey, and dark grey, also denoting the corresponding domains Q9 \ Q!
GA\QR, RN\ QF, R\ QO Q= 0.

We introduce the hierarchical basis

{Bs : a €1} with I, := U {(uni(ﬁ),j,p) 7€ {1, .., Niqunicey } (22)
¢eNg

A supp(Buni(t)j.p) S Q% A Supp(Buni(r)j.p) € Qﬁ“},

where we recall the definition (19) of a multivariate B-spline. Figure 6 gives an illustrative
example. Its elements are referred to as (multivariate) hierarchical B-splines. For a € T,
the level of the corresponding hierarchical B-spline is well defined

level(B,) :==( € Ny with a = (uni(¢), 7, p). (23)

It is easy to check that if 7A7L is a tensor mesh, and hence coincides with some ’ﬁni(@, then
the hierarchical basis and the standard tensor-product B-spline basis are the same. One
can prove that the hierarchical B-splines are linearly independent; see, e.g., [VGJSI11,
Lemma 2]. They span the space of hierarchical splines

SP(Ko, m, Tp) := span({Bq : a € I,,}). (24)

The hierarchical basis and the mesh 7A7L are compatible in the following sense: For all

Ba, a € I, the corresponding support can be written as union of elements in Tyniievel(B,)),
ie.,

Supp(Ba) = U{j—\‘ € ﬁni(level(Ba)) . f g SUPP(Ba)}-

Each such element T € ﬁni(level( Ba)) With T C supp(Ba) C ﬁfvel(B“) satisfies that T € T,

5~ Qlevel(Bg)+1 . T ; i i
or T C Qheve( )1 Tn either case, we see that T can be written as union of elements in
11



i
o
QJ

0.8

0.7

0.6

0.5

0.3 0.4

0.3

0.2

T ; il I .
(b) (c)

FIGURE 6. A two-dimensional hierarchical mesh 7, (of Figure 5) is de-
picted in black. Assuming that all interior knots have multiplicity 1, in (a),
the support of three hierarchical B-splines of degree p = 2 is highlighted in
blue; two hierarchical B-splines of level 0 (left and bottom), and one hierar-
chical B-spline of level 1 (right). The corresponding local tensor meshes T
are indicated in grey. In (b), these three hierarchical B-splines are depicted.
For p = 2, these functions also belong (up to scaling) to the partition of
unity {¢o o F' : a € V,,} defined in Section 5.1 below. Finally, in (c), for
each of them, three functions of the corresponding local partition of unity
{ppoF' : b € V{} defined in Section 5.1 below over the local tensor meshes
are depicted.

1]
7]

7A7Z with level greater or equal to level(B,). Altogether, we have that

supp(Ba) = | J {7 € 7o N Tamicyy + T < supp(Ba)}- (25)
£>level(Ba)

Moreover, supp(B,) must contain at least one element of level(B,). Otherwise one would

. Slevel(Ba)+1
get the contradiction supp(B,) C Q7P+

We now present the following characterization of hierarchical splines, which has been
verified in [SM16, Section 3],

SP(ICO,m,ﬁ) = {i’\h : (0, 1)d —R: i)\hI(OJ)d\ﬁﬁ'l € Sp(lcuni(é))|(o71)d\§£+1 for all ¢ € No}
(26)
12



In particular, each hierarchical spline is a ’ﬁ—piecewise tensor-product polynomial of
degree p. Put into words, hierarchical splines are coarse splines on coarse mesh elements,
and they are fine splines on fine mesh elements.

Finally, we say that a hierarchical mesh ﬁ is finer than another hierarchical mesh ’7A‘H
if 7A7L is obtained from 7A’H via iterative dyadic bisection. Formally, this can be stated as
Q4 C Qf for all £ € Ny. In this case, (26) shows that the corresponding hierarchical
spline spaces are nested, i.e.,

SP(Ko, m, Trr) C SP(Ko,m, Tp). (27)
In particular, we see that
SP(Kuni(o)) € SP(Ko, m, 7A71) C SP(Kuni(L,~1))-

4.3. Hierarchical splines in the physical domain 2. If ﬁ is a hierarchical mesh in
the parameter domain (0, 1)%, we set

T = {F(T) : T €T},

where F' is the bi-Lipschitz mapping from Section 2. In this context, h € L*(2) denotes
the mesh size function defined by h|r := diam(T") for all T € T;,. Moreover, we set

SP(Ko,m, Tp) := {00 F~' : 5 € SP(Ko,m, Ty)}.
The conforming ansatz space for the Galerkin discretization (3) is then defined as
Vi, i= SP(Ko,m, Tn) N Hy (Q). (28)

Remark 4.2. In practice, the parametrization F' is often given in terms of non-uniform
rational B-splines (NURBS) along with corresponding polynomial degree pr and global
knot vector Kg. To guarantee good approzimation properties of Vi, in particular good a
priori estimates, the functions in SP(Ky,m,Ty) should have the same or lower smooth-

~

ness as F along the knot lines on ) corresponding to Kg. Such a requirement is not
needed for the presented a posteriori error analysis to hold. Moreover, the form of the
oscillation terms (77b) and (84c) for reliability and efficiency, respectively, suggests that
the approximation property of Vi, has minor influence on the size of these terms, see also
Remark 5.1.

5. PARTITIONS OF UNITY AND PATCHWISE SPACES

In this section, we prepare the necessary material for defining and analyzing our equili-
brated fluxes in the IGA context later. We particularly design a partition of unity based
on hierarchical B-splines and define continuous- and discrete-level local spaces.

5.1. Partitions of unity based on hierarchical splines. We now first construct a
partition of unity on €2 consisting of hierarchical B-splines with the smallest-possible
polynomial degree p but sufficient smoothness to be contained in SP(KCy, m,7y,). Subse-
quently, on the local tensor meshes of the support of each of these hierarchical B-splines,
we form a partition of unity by piecewise multilinear hat functions with merely C°(()
continuity.

Let p < p be a supplementary polynomial degree and let

K0 = (K1(0)7 s sz(()))
be a fixed d-dimensional vector of p-open knot vectors

Kio) = (ti0).0, - - - ’Ei(O)Wi(oﬁﬁ)
13



such that (Z;0)z, - - - ’Ei(ﬂ),ﬁuo)) is a subsequence of (i), - - - ; ti(0),n,,) Which is obtained
by reducing multiplicities of the latter knots to at least one and

0 =1ty =" =tlio)p and Zz’(o),ﬁm == Ei(o),ﬁi(h)—l-ﬁ =1

In particular, the tensor mesh corresponding to Ky coincides with the initial tensor-mesh
To corresponding to K. To guarantee that

SP(Kio)) € SP(Kio)), (29)
we further suppose that
p— #tio); <D — #ti(o),j (30)

for all interior knots t;); in (0,1) (which determines the smoothness of the considered
splines), where # denotes the multiplicity within K@(oy Next, we set Kuni(()) = Ky and
recursively define Kuni(ﬁ—&—l) for ¢ € Ny as the uniform h-refinement of Kuni(g) with fixed
multiplicity m € N such that

p—m<p-—Tm. (31)

In words, the knots of K,mi(@ﬂ) in [0,1] are the knots of Kuni(g) in [0, 1] plus the points
(tiuni(0)),j—1 + Ti(uni(e)),;)/2 with multiplicity m if #iunie)),j—1 < fiuniey),; for j € {p +
1,... ,Nz'(uni(g))}. If, for example, all interior knots in Ky have the same multiplicity 1
and m = 1, i.e., the corresponding splines are C?~! along initial as well as new lines, one
can only choose p = p and m = 1. If all interior knots in Ky have the same multiplicity p
and m = p, i.e., the corresponding splines are only C° along initial as well as new lines,
one can choose p < p and m < p arbitrarily, which leads us to p = 1 and m = 1. While
the analysis below does not rely on this, we will always choose the smallest-possible
polynomial degree p together with 7 := 1. This is the most sensible choice from a
practical as well as theoretical point of view, as the efficiency constant of our estimator
depends on the degree p; see Proposition 6.9 and Remark 6.10 as well as Proposition 8.6
and Remark 8.7 below. In Remark 8.8, we further discuss that the choice of p and m has
little inﬂuenc/g on the data oscillation terms arising in our error _estimator.

Let again 7T;, be a hierarchical mesh with corresponding sets (€5 )sen, as in Section 4.2.
Setting p := (P, ...,p), we define the B-splines E(uni(@,j@, the hierarchical basis {Bg :
a € T,} with index set T, the level level(B,) for a € T, and the spanned space of
hierarchical splines SP(EO,m,ﬁ) as in (22)—(24). Again, [SM16, Section 3| gives an
explicit characterization for the spanned space of hierarchical splines. Our assumptions
on the knot multiplicities, which imply the nestedness Sﬁ(zm(@)) C SP(Kuni(e)) for all
¢ € Ny, thus give that

SP(Ko, m, Tn) C SP(Ko, m, Tp). (32)

Now 1 € Sﬁ(Ko,m,ﬁ) yields the existence of a partition of unity on the parameter

domain
1= Z CaBg.
ath
One can prove that the coefficients ¢, € R satisfy that
0<c, <1 (33)
14



for all @ € Zy,; see, e.g., [BG16a, Lemma 3.2]. Consequently, we can define
Vo = (caBa) o F7! foralla €V, :={a €T, :cs >0} (34)
and observe that the v, form a partition of unity on the physical domain
> Ya=1 inQ
acv,

Henceforth, we call V), the set of nodes and a € V), a node. For further use, we abbreviate
We = int(supp(1),)) as well as &, := F~!(w,) for all @ € V),; we will use the terminology
large patches for w, or W,. Figure 6 gives an illustrative example.

Below we will also crucially use a second partition of unity on each large patch wg.
Let 7, be the smallest uniform tensor mesh refinement of {T' € 7, : T C supp(B,)}, ic.,

To:={T € ﬂni(ea) . T C supp(Ba)}

with £, = max{level(T) : T € T, AT C supp(B,)}, and T, the corresponding mesh of
the large patch wg in the physical domain; see again Figure 6. Moreover, let @1( o) be

the set of all ’T -piecewise tensor-product polynomials of degree 1 := (1,...,1) and
QY(Ta) == {0 F ', : D€ Q (Ta)}. (35)

Finally, let Vi be the set of all vertices in the local mesh 7,. We denote by 1, the hat
function associated with the vertex b € V2; this is the unique function in Q*(7) NC%(w,)
taking value 1 in the vertex b and 0 in all other vertices from V. Observe that the
form a partition of unity on the large patches w,

Zwbzl in wg.

bevy

We abbreviate wy := int(supp (1)) as well as & := F~(wp) for all b € V7, for which we
use the name small patches. Figure 6 gives again an illustrative example.

5.2. Patchwise Sobolev spaces. For a node a € V,, define a local Sobolev space on
the large patch w, as

H (wg) = {ve H (w,) : (v, 1),, =0} if 1 € H}(Q),
YT M {v € HY(we) : v =100n 0w, \ ¥, ({01} else.

This is the mean-value-free subspace of H'(w,) in the interior of €, and the trace-free
(on that part of dwg where 1, is nonzero) subspace of H'(w,) adjacent to the boundary
of 2. For vector-valued functions, we will use

. ) {v e H(div,wa) : v-ny, =0 on dwg} if 1 € H} (),
Ho(div, wa) := {{'v € H(div,wa) : v1, = 0 on dwe N () ({0})} else,
(37)

where n,, denotes the outer normal vector on dw, and v-n,, is understood in the
appropriate weak sense. These are the normal-component-free subspaces of H (div,w,):
everywhere on dw, in the interior of €2 and on that part of dw, where 1, is zero adjacent

to the boundary of €.
15



For a node @ € V}, and a vertex b € V}?, we also define some spaces on the small patches
wp. In particular, we let

where 1)y, being defined as function on w,, is identified with its extension by zero onto 2
(which is in general not in H*(2), cf. Figure 6 (c)). We also define, as in (36) and (37),

L _ J{ve H'(wp) : (v, 1)y, =0} if Ya1hp € HY (D),
H. (wo) = {{v € H'(wp) : v=0o0n dwp \ (¥atp) 1 ({0})} else (39)
and
{v e H(div,wp) : v'1y, =0 on dwp} if Yatp € Hy(Q),
H(div,wp) := { {v € H(div,wp) : v-n,, =0 on dwy (40)

N(Yathp) "1 ({0})} else.

Note that these spaces actually depend on both a and b, where a is omitted in our
notation.

Finally, for @ € V,,, b € V?, and w € {wa, wp}, define the Poincaré-Friedrichs constant
as the minimal constant Cpp(w) > 0 such that

vl < diam(w)Cpp(w)|| V||, for all v € H} (w). (41)

Note that Cpp(w) only depends on the shape of w and dw where respectively 1, or Vg1
is nonzero; if 1, € HJ () or ety € HY() and for convex w, there in particular holds
Cpr(w) < 1/7 (“interior” cases). In the other, “boundary”, cases, Cprp(w) < 1 when
there exists a unit vector m such that the straight semi-line of direction m originating
at (almost) any point in w hits the boundary dw there where respectively 1, or ¥t is
nonzero, cf., e.g., [Voh05, VV12] and the references therein.

5.3. Patchwise discrete subspaces. For a node a € V,, let us define the H}!(wg)-
conforming subspace of the mapped piecewise multilinear functions Q!(7;) from (35)
as

= Q'(7a) N H, (wa)- (42)
Define the vector-valued contravariant Piola transform
() := (det(DF)"'(DF)(-)) o F~! (43)
and the scalar Piola transform by
&(-) := (det(DF)7'(-)) o F71, (44)
which satisfy the identity
B(V-() = V-@(), (45)

see, e.g., [EG21, Chapter 9].
For a node a € V}, and a vertex b € V}, define the meshes of the small patches as

To:={T €T, : TCwp}, To ={F ' (T): TeT} notethattheelementsTEﬁare
rectangles for d = 2 and rectangular cuboids for d = 3. Let QP (7{,) be the space of all

Tp-piecewise polynomials of some fixed degree p = (p,...,p) in each coordinate, p > 0,
16



and let L?(&p) be defined as in (38) with wp replaced by W,. We then define the local
spaces

0% .= QP(Ty) N L2 (@), (46a)
ot (D(q) : G € Q¥P) = H(QMY). (46b)

Note that since ~
(LI (D)) = L2(ws),
Q? is contained in L?(wp), i.e.,
moC L2 (w). (47)

The mean-value constraint in (38) (when ¢q¢p € HL(Q)) makes Q*° a constrained
subspace of mapped piecewise polynomials from QP (7\7,) scaled by the factor det(DF)~!.
With the set @h = QP (ﬁ) of all ﬁ—piecewise polynomials of degree p, we also define the
global (unconstrained) space via the mapping d as

Qn = {®(@) : G € Qn} = B(Qp).

Let
A QﬁJr(l,O)(ﬁ) % @ﬁJr(O,l)(']AZ) ifd=2,
S {@Mﬁv%ﬁ) < QPHOLI(T) x QFHOSI(Ty) ifd =3

be the usual broken (elementwise) Raviart-Thomas space on the rectangular/rectangular
cuboid mesh Ty, see, e.g., [BBF13, Section 2.4.1]. We then set

Vet .= RTP(T,) N Ho(div, D), (482)
Vit = {® (@) : B € V;M'} = B(V;H). (48b)

Since
HO(diV7 wb) = Q(HO(dlvv @b))a
we also have

Vi = RTP(Ty) N Hy(div,ws), (49)
where RTP(T,) is the space RTP (7\3) mapped by the Piola transform
RT?(Ty) := {®(®,) : O, € RT?(T;)} = ®(RT?(Ty)). (50)
Crucially, by construction, see [BBF13, Section 2.4.1],
V-Vt =Qpt, (51a)
whereas by the Piola transform identity (45) and definition (46b), one also has
vVt =Qrt. (51b)

Remark 5.1. While it is in principle not relevant for the quality of our a posteriori
estimator whether the knot lines corresponding to Vi, are aligned with those of a NURBS
parametrization F (see Remark 4.2), this is essential for Qz’b and RTP(Ty). Indeed, the
latter two spaces must exhibit good approximation properties to obtain small oscillation
terms (77b) and (84c). On the other hand, as Q¥® and RTP(Ty) are discontinuous
(piecewise with respect to the mesh Ty ), they do not see/need the reqularity of F over the
knot lines. We also refer to Remark 8.3 and Remark 8.5 for conditions under which the

oscillations even vanish.
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6. ABSTRACT ASSUMPTIONS

In this section, we attempt to describe as clearly as possible the underlying principles
of a posteriori error analysis by equilibrated fluxes in the present context. For this
purpose, we identify six abstract assumptions under which our subsequent analysis can
be carried out. We then immediately verify these assumptions in the particular context
of Sections 2-5.

As for the general setting, we merely need to assume:

Assumption 6.1. Q is an open bounded connected Lipschitz domain in R?, F is a bi-
Lipschitz mapping, Q := F(Q), and V}, is an arbitrary subspace of H} ().

As for the partitions of unity, the minimalist assumptions are (note that we do not
require that the partitions are non-negative, i.e., 14, ¥y > 0):

Assumption 6.2. There is a finite index set Vy, and functions g such that

{Yg : @ €V} C WH(Q) (52a)
form a partition of unity over € in the sense that
d ta=1 inQ (52b)
acVy

The interior wg of the support of any g is a connected Lipschitz domain with |wge| > 0.
Moreover,

{¢g 1 @ €V} N Hy(Q) C V. (52¢)

Assumption 6.3. For any node a € V,, there is a finite set of vertices V¢ and functions
Uy such that

{ip : be VI CWH™(w,) (53a)
form a partition of unity over wq in that
Z Yp=1 in w,. (53b)
beve

The interior wy of the support of any ¥y is a connected Lipschitz domain with |wp| > 0.
Moreover, for H} (wq) given by (36), all vy such that ¥atby € HY(QY), where 1y is identified
with its extension by zero onto §2, are contained up to additive constants in a finite-
dimensional subspace V;* C H}(wg), i.e.,

: Ve, R if Ya € Hg(Q
{tp : bEVE ANbathy € Hy(Q)} C {;{/z:ﬂLc vy € Vi, c € R} Zg]};ﬁ' € Hy(Q)
(53c)

Remark 6.4. While in theory, there is almost no connection between the functions v, and
the functions vy, in practice, g are mapped piecewise polynomials with high smoothness
on some local mesh and the corresponding 1y are mapped piecewise polynomials with low
smoothness on the same mesh, see Sections 3.3 and 5.1. We stress that the choice of
these partitions of unity determines the quality of the equilibrated flux estimator through
the oscillations terms in Propositions 8.2 and 8.6.

Next, we recall the space H}(wp) from (39), the Poincaré-Friedrichs inequality (41),

and assume the following set of estimates:
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Assumption 6.5. There exist generic positive constants Cy, . ..,Cg > 0 such that for all
a €V, and b € Vg, it holds that

[Yallcowa < Ci, (54a)
vaaHOO,wadiam(wa)CPF(wa) < (s, (54b)
IV tall oo wp, diam(wp) Cpr (wp) < Cs, (54c)
sup #{b' € V¢ : x € wy} < C4, (54d)
z€wa

196l 00w < Cs, (54e)
V95 | 00, diam (wp) Cpr (wp) < Cs. (54f)

Recall the space Hy(div,wp) from (40), the subspace L?(wp) of L?(wp) containing func-
tions with mean value zero if Va1 € H(Q) from (38), and the similar space L?(Wp)
in the parameter domain. Recall also the contravariant Piola transform ® from (43).

For local flux equilibration, we will rely on discrete spaces QZ’b and Vha’b satisfying the
following;:

Assumption 6.6. For any node a € V), and any vertex b € Vg, there are finite-
dimensional subspaces

@b [Xwp) and V" € Hy(div,ws) (55a)
satisfying the compatibility condition
V-V = Qb (55b)

Moreover, we suppose the existence of a global space Qj, C L*(2) such that

CT) . a.b R ' a Hl Q
Qnlwy € Qe = {{q5b+ ()30 EQLCER) T Vatn € o) (55¢)
g . else.
Remark 6.7. Using the Piola transforms ® and ® from (43)—(44), let
Q8P = &Y (QM) C LA(@p) = (LA (ws)) (56)
and
Vit = @7 (Vi) C Ho(div, Bp) = @ (Ho(div,w)). (57)

From (55b) and (45), we in particular have
v_‘/}ha,b _ @gb)

as in Section 5.5. The role of the global space Q, C L*(Q) will be prominent below:
please note that it is related to neither the node a, nor to the vertex b; this forces the
local spaces ng to contain patch-independent “base-blocks”. In practice, Qplw, = QZ?
only for unifor/n mesh refinement but not, for example, in the setting of Figure 6, where a
strict inclusion holds, since the local spaces sz stem from the local uniform fine meshes
Ta (in grey in Figure 6), whereas Qy, is related to the (mapped) hierarchical mesh Ty, (in
black in Figure 6).

Finally, we will essentially employ the following finite dimension to infinite dimension
extension property.
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Assumption 6.8. There exist a generic constant Cy > 1, as well as a superspace
RT™® C [L*(wp)]? verifying V*° = RT™ N Hy(div,ws) for all nodes a € V, and
vertices b € V', such that

min ||vp + Tpllw, < Cq  min ||V 4+ 73]|w, (58)
vaVha’b veHo(div,wp)
V-vn=gn V-v=gp

for all gy, € V‘Vha’b = Z’b and all T, € RT,f’b.
We now verify that the above assumptions are satisfied in our IGA context:

Proposition 6.9. Assumptions 6.1-6.8 are satisfied in the context of Sections 2-5 with
the choice RT,f’b = RTP(Ty). In particular, the constants in Assumption 6.5 can be
taken as Cy =1, Cy = 2¢, C5 = 1 and such that Cy, Cs, Cy, and Cy only depend on the
shapes in ﬁni(o) as well as the mapping F via max{||DF||__ g5, |(DF)™ || g} C2 and Cs
additionally depend on the supplementary polynomial degreé D from (30)—&31).

Proof. Assumptions 6.1-6.3 are immediately satisfied with the choices made in Sections 2—
5, in particular fixing the space V,* following (42).

We now verify Assumption 6.5. Thanks to (18) and (33), inequality (54a) is sat-
isfied with the constant C; = 1, whereas (54d) and (54e) hold easily with respec-
tively Cy = 2% and C5 = 1. Next, (54b), (54c), and (54f) follow from the facts that
VYallsows S pdiam(w,) ™!, diam(wp) < diam(wg), and [[Vip|loow, < diam(wp)™?, see,
e.g., [BAVBSV14, Equation (2.7)], where we also use that Cpr(ws), Cpr(ws) S 1 (see,
e.g., [VV12, Corollary 2.2]). Here, A < B means that A < CB for a hidden con-
stant C > 0 depending only on the shapes of the elements in ﬁni(o) as well as on
max{||DF| . [(DF) |l a}-

We now turn to Assumption 6.6. Properties (55a) and (55¢) are trivially satisfied for
the spaces defined in Section 5.3, see in particular (47) and (49), whereas the compatibility
condition (55b) follows from the construction requirement of the Raviart-Thomas space
in the parameter domain (51a) by (45) and definition (46b), see (51b).

We finally address Assumption 6.8. For the spaces defined in Section 5.3, where we take
RT} b — RT?P (7Tp), this result is proved in the parameter domain in [BPS09, Theorems 5
and 7] in two space dimensions; in three space dimensions, one needs to rely instead
on [CDDO08], cf. [EV20, Theorem 2.5 and Corollary 3.3] building on [CM10, DGS12]. We
give a proof in the physical domain in Appendix A, where the resulting constant Cl

depends only on the shapes of the elements in fmi(O) and max{||DF | 5. [(DF)™ &}
We stress that Cy; is independent of the polynomial degree p. O

Remark 6.10. Recall that the supplementary polynomial degree p from Section 5.1 de-
pends on the considered smoothness but not necessarily on the polynomial degree p. In
this sense, Co, C5 in Proposition 6.9 are independent of the polynomial degree p. We
recall in particular that p = 1 can be taken for C° splines, and in general p = k+1 for C*
splines. We admit, though, that p = p for CP~1 splines, see the discussion in Section 5.1.

Remark 6.11. We mention that the abstract Assumptions 6.1-6.6 are also satisfied in
the setting of Sections 3.1 and 3.2. Indeed, one can simply choose one function vy := 1
on each patch wq so that wy = we, V;* := {0}, Vha’b = RTP(T,) N Hy(div,wg) with
RT?(T,) from (7), Q¥* == QP(T,) N L2(wa) and Qy := QP(Ty). For Assumption 6.8, in
turn, to our knowledge, there only is a rigorous proof in the setting of Section 3.1 with

“small” vertex patches wq, and not in Section 3.2 with “large” vertex patches wg.
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7. INEXPENSIVE EQUILIBRATION

Let the abstract assumptions of Section 6 be satisfied, let u solve (2), and let uy,
solve (3). The partition of unity functions 1, from Assumption 6.2, in our setting the hi-
erarchical B-splines 1, of polynomial degree p = (p, ..., p) and multiplicity 7 from (34),
lead to

(vuhv vwa>wa = (fa r‘/}a)wa for all @ € vh with wa € H&(Q)a (59)
which is an immediate consequence of (3) and (52c). Thus, in view of (2),
(V(u—up), Vo), =0 for all @ € V}, with v, € Hy(9). (60)

This orthogonality is sufficient to localize the error ||V (u—uy)||o (or, equivalently, the dual
norm of the residual) over the large patches wq, see [BMV20] and the references therein,
and then a flux equilibration can be easily devised. The issue, however, is that this leads
to an expensive equilibration with higher-order (related to the polynomial degree p) mixed
finite spaces on the large patches wq, see Section 3.2. Our goal below is to design a much
less expensive equilibration, with some inexpensive (typically piecewise multilinear) solve
on the large patches w, followed by higher-order (related to p) mixed finite element solves
on the small patches wp only, extending the construction from Section 3.3 to the present
general setting. In order to achieve it, we crucially rely on the discrete patchwise spaces
from Section 6/Section 5.3.

7.1. Inexpensive (lowest-order) residual lifting on the large patches w,. Our
first step is to construct a discrete residual function r5 € V,*, where V,® is the local space
from Assumption 6.3. Recall that in the context of hierarchical B-splines, V;* merely
consists of mapped piecewise multilinear functions, see (35) and (42).

Definition 7.1. For all nodes a € Vy,, let vy € V;* be such that

(V1 Vor)w, = (f s v¥%a)we — (Vun, V(Uptba))w,  for all v, € Vi (61)

Figure 3, steps 1)-3), gives an illustration for (61) in the spline setting, which is an
inexpensive scalar-valued lowest-order local problem on the larger patches w,, lifting the
a-weighted residual, cf. [CF00, BPS09, EV15, BMV20]. We note that (61) is a finite-
dimensional version of the problem: find r* € H!(w,) such that

(Vr%, Vo), = (f ¥a)w, — (Vun, V(0104))w, for all v € Hl (wg). (62)
This can be equivalently written as: find r* € H}(w,) such that
(Vr® + 9aVuy , V0)u, = (ftha — Vup-Vibe, v)w, forallve Hl(ws).  (63)

From (63), we see that —(Vr® + 1, Vuy,) lies in Hy(div,w,) with the divergence equal to
ftva — Vu,-Vipe. It can be also characterized by

argmin v 4+ YaVup||w,, (64)
veHy(div,wa)
V-v=f1eg—Vup-Vipg

which is the infinite-dimensional paradigm of (9).
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7.2. Projection operators for general bi-Lipschitz mappings F'. In order to pro-
ceed, we need to define some projection operators. Recall the local space Qz’b from As-
sumption 6.6 as well as Q% from (56). For a given g € L*(wp), we define Tavg € QP as
h
the Petrov—Galerkin projection of ¢ into QZ’b with the test space Q;‘l”boF_1 ={qnoF!:
a\h € Q%b}a i'e'>
(Tgergs an)w, = (9 dn)wy,  for all g € Qo F . (65)

When the mapping F is affine, the scaling factor det(DF)~! in (44) is constant, so that
the trial space QZ’b and the test space QZ’b o F~! become the same. In such a case, TQa,b
h

is simply the L?(wp)-orthogonal (Galerkin) projection. Let
Ot = {9 (@) : g € QY = 71 (QRY),
On = {27 (qn)  an € Qu} = 27 H(Qn).
For g € L*(wp) and g € L?(f2), respectively, we define TQZ,’fg € ng and Yg,9 € Q

analogously, i.e.,
(Tgorg, Gn)wy, = (9 Gn)w,  for all g € Qoo F!, (66a)

(Y0,9, an)a = (9, qn)o for all g, € Qno F1. (66b)

7.3. Equilibrated flux on the small patches w;. Let r{ be given by Definition 7.1
and recall the projection operator TQZ,I) from Section 7.2. Then our equilibrated flux on

the small patches wy is given by:

Definition 7.2. For all nodes a € V), and all vertices b € V!, let

a'f:’b = argmin |vn + Yp(VaVun + V1y) ||w,- (67)

’UhEVha’b
V=T ab (ftbab—Vup-V(Yathp)—VrE-Vipy)
h

Figure 3, steps 4)-5), gives an illustration in the spline setting. From (63), we know
that —(Vr® 4+ 1qVuy) lies in Hy(div, wg) with the divergence equal to f1hq — Vuy,-Vib,.
Thus, its cut-off by ¥y, —1p(1e Vuy + Vr®), lies in Hy(div, wp) with the divergence equal
to f1hahe— Vun-V(1hathp) — Vr®-Viby. Similarly to (64), it can be characterized implicitly
by

argmin v + Yo (e Vup + V1?) ||y, - (68)
veH(div,wp)
Vu=fYathp—Vun -V (Yathp)—Vre-Vip
The flux o"® from (67) is then its discrete approximation.

The following lemma guarantees the existence and uniqueness of the minimizer of

Definition 7.2:

Lemma 7.3. There exists a unique minimizer o® of (67).

Proof. Let us abbreviate
9= [vats — Vup-V(athp) — Vry-Visy (69)

and
T = @Z}b(@/}aVuh + VT‘Z').
By definition of TQa,b, TQa,b g € QZ’b = V-Vha’b, so that the minimization set is nonempty,
h h

and existence and uniqueness follow by standard convexity arguments, see, e.g., [ET99,
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Proposition 1.2]. In more details, problem (67) is equivalent to finding a,’l”b with V-a}‘:’b =
TQa,bg such that
h

(% )y = —(T, Vp)u, for all v, € V*® with Vv, = 0, (70)
which is a square linear system. Existence and uniqueness thus follow when a‘,‘f’b = 0 for
zero data. Let thus ¢ = 0 and 7 = 0. Since TQZ,,bO = 0 follows from (65), we can take
v, = o in (70), which implies ||o®|., = 0 and thus o = 0. O

Recalling (65) and (66a), the following is an important extension of Lemma 7.3:

Lemma 7.4. The projection TQZ,b in (67) can be replaced by TQZ,b, i.e.,
(Tgar = Toer) (fatho = Vun-V(¢athp) = Vry-Vip) = 0. (71)

Proof. From (55¢), the spaces QZ’b and QZ? only differ if a1, € Hj(2), the difference
only being transformed constants that remove the constraint. Let thus g1, € Hi(Q)
and recall the notation (69). From V,*® C Hy(div,w,) (recall (40)) and (67), 0 =
(V-o®, 1), = (TQZ,bg, 1).,. Taking into account (65) and (66a), we thus only need

to verify the Neumann compatibility condition (g, 1),, = 0. Hence, test g with 1 and
obtain that

(97 1)wb = (fqu)av wb)wb - (Vuh'v¢aa 77Z}b>wb - (@Z)avuh’ V¢b)wb - (VT?L’ V¢b)wb' (72)

We consider two cases.

First, let v, € H(Q2). Then, we use that supp(¢) C supp(t),) from (53a), (61) with
the test function v, = ¥p — |wa| ™' (¥p, 1)., having zero mean value on w, (which is
possible due to (53c)), and (59) to see for the last term in (72) that

(Vi Vo) = (V7 V(s — wal 7 (U, D) e
= (fwa - Vuh'vlba, % - |wa|_1(¢b7 1) a)wa - (¢avuh7 v¢b)wa

= (fwa - Vuh'vwa7 zbb)wb - ('l/iaVUh, vwb>wb~

With (72), we then see that (g, 1), = 0.
It remains to consider 1, ¢ H}(2). In this case, we obtain again with supp(¢p) C

supp(t,) and (61) with the test function v, = 1 (which is possible due to (53c)) that

a a (61)
(Vrh ) V¢b)wb = (VTh ) V¢b)wa = (f,lvz)a - vuh'v’lvbay 77ZJb)uJa - (wavuha v¢b)um
= (fwa - Vuh'vwaa ¢b)wb - (¢avuh7 v¢b)wb-
With (72), we again see that (g, 1), = 0, which concludes the proof. O
7.4. Equilibrated flux on the large patches and the final equilibrated flux. As

in the simplified setting of Section 3.3, our equilibrated flux on the large patches w, and
the final equilibrated flux are given by:

Definition 7.5. From (67), define the patchwise fluzes, for all a € Vy,
oy = ot (73a)
beve
and the equilibrated flux

o= Z o (73b)

acVy
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Remark 7.6. With the definitions of Remark 6.11, the discrete residual function ry
from (61) is simply zero, so that, up to the projection TQa,b, the local equilibrated flux
h

o from (67) coincides with o from (73a) and (9).

We first discuss the contributions o, which can be seen as discrete approximations of
—(Vr® + 14 Vuy) from (64). Recalling (37), we have.

Lemma 7.7. For all a € V}, it holds that o € Hy(div,wg) and
(V-0 qh)we = (fha — Vun-Vea, h)w.  for all g € Qo F1. (74)

Proof. By Definition 7.2, we have O'h € Vha’b C Hy(div,wp) for all b € Vg. If ¢, €
H}(Q), then 1qthy € HA(Q), and 6®n,, = 0 on dws from (40), so that o**-n,,, =0 on
Owg by virtue of supp(¢p) C supp(wa), which we assume in (53a). If ¢, & H}(Q), then
Yathy € HE(S2) may still hold, in which case the previous reasoning applies. If 1, & H(Q)
and Yy € HL(Q), then the homogeneous Neumann (no flow) boundary condition only
applies on dwp N (Ya1hp) ~1({0}) in (40), and, in the sum of contributions over all b € V?,
on dwg N (Ye) 1 ({0}). Thus o € Hy(div,w,).

To see (74), we use again definitions (67) and (73a), along with the partition of unity
property (53b) and (71). Let ¢, € @h o F~! be fixed. Then

(V'o-l?7 qh)wa = Z (V‘O';?ba Qh)wb

bevp

Gy ge o (Faths — VeV (tat) = VIE-Viie) , 41y

bevy
(66a)

(55¢) S7 (Faths — Vun-V(taty) — VriE-Vey , g,
bevy

(f% — Vup-Vipg , Qh)waa

where we have crucially used Lemma 7.4 (on the second line) and the inclusion prop-
erty (55¢) (on the third line). O

(53b)

We now show that o, is indeed an equilibrated flux:
Lemma 7.8. [t holds that o, € H(div, Q) with
(Veon, an)o = (f, an)a for all gy € Qno F~, (75)
or equivalently, by virtue of (66b), Yq,(f —V-o5,) =0.

Proof. Definition 7.5, (37), and Lemma 7.7 immediately imply that o, € H(div,Q). To
see the second point, we use again Lemma 7.7 and the partition of unity property (52b),
giving

(Voor, a)o = > (Voo g & D (ftra = Vur-Viba, gh)u, E(F L e,

acVy, acVy,
which concludes the proof. Il

8. A POSTERIORI ERROR ESTIMATES

We are now ready to present our a posteriori error estimates.
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8.1. Reliability. With the dual norm

|-l = sup (-, v)a,
vEHE(Q)
IVolla=1

one immediately gets the following reliability result:

Proposition 8.1. Let the abstract assumptions of Section 6 be satisfied, let u solve (2),
and let uy, solve (3). Let the equilibrated flux be given by Definitions 7.1, 7.2, and 7.5.
Then

IV(u—wn)lla < llon+ Vunlla + (1 =To,)(f = V-ou)lz-10)- (76)

Proof. The weak solution definition (2), the fact that o, € H (div, ), the Green theorem,
and Lemma 7.8 show

IV(uw—w)le = sup ((f, v)o— (Vun, Vo))
vEH(Q)
IVv]le=1

= sup ((V-a’h, v)g — (Vuy, Vo)g + (f — Vo, U)Q)
vEHI(Q)
([Vv]a=1

= sup (—(on+ Vuy, Vo)g+ (1= Tg,)(f — V-oun), v)a)
vEHI(Q)
Vollo=1

< |low + Vuplo +[[(1 =Y, )(f = V-ou)lla—19)-
O

Let || - |2 denote the spectral norm of a square matrix. In the particular situation of
Section 5.3, the || - ||g-1() in (76) can be further estimated by a computable weighted
L?-norm, forming a data oscillation term.

Proposition 8.2. Suppose that @h o F~1 contains the space of piecewise constants with
respect to some mesh Ty of 2, as is the case in Section 5.53. Assume that for all T € Ty,
T := F~YT) is convex. Then, there holds that

IV (u—up)|la < |lon + Vur||a —|—osc§fl, (77a)

where

1/2

Cre . e

osci! i= ( Z osczel(T)2> with osci(T) 1= Wl diam(7)||(1 = Yo, )(f — V-on)||7
TeTh

(77b)

and

Crat = || det(DF)[| || det(DF)~Y|"/% sup | DF (7). (77¢)
’ =)

Proof. Let v € H}(Q) with ||Vu|lqg = 1 and let v, be its L*(Q)-orthogonal projection

onto the space of Tj,-piecewise constants. Recall from Lemma 7.8 that Y¢, (f — V-04,) =

0. Hence, the Cauchy—Schwarz inequality and the Poincaré inequality as in (41) (with
25



constant Cp(T")) show that
(L=To)(f =V-on), v)a=(f = Vo, v-w)a= Y (f=Von v—u)r

TETh
< N =Veoulrllv=wllr < Y If = V-oullz diam(T)Cp(T)|| V||
TeTh TeT
1/2
(Zdlam (@]f - VahuT) .
TeTh

According to [VV12, Corollary 2.2, it further holds for 7 := F~'(T) that
diam(T)Cp(T) < diam(T) Cp(T) || det(DF) || /% || det(DF)™|)% sup | DF(@)]],

zeT
where Cp (f) denotes the Poincaré constant of T, which is smaller or equal to 1 /T as we
assumed that 7" is convex. g

Remark 8.3. If there also holds the converse inclusion in (55¢), i.e., Zf C Qy, (where

elements in QZ? are extended by zero outside of wy), then V-0, € Qp and thus (1 —
Yo,)V-on, = 0. For the spaces of Section 5.3, the converse inclusion is satisfied for
uniform refinements Ty, of Ty, but not in general. In this case, the second term in (77a)

is, for smooth f, of order O(hP*2), where h denotes the mazimal diameter in T, cf.
[DEV16, Equation (3.12b)] and [EV15, Remark 3.6].

8.2. Efficiency. To prove efficiency, we will crucially rely on the patchwise Sobolev
spaces from Section 5.2 and Assumption 6.8. We will employ the residual function
r® € Hl(wg) from (62). The next proposition states local efficiency of the equilibrated
flux estimator from Proposition 8.2:

Proposition 8.4. Let T, be a mesh of 2, as is the case in Section 5.53. For all T € Ty,
it holds that

lon+Vunllr < > (2V/TH (1 F G Cullnl| V= ) o,

w50 (784)

+/ 20, Clenr OSCZH (Wa, T)> )

where

08¢, (wa, T) = ( > (diam(ws)*Crp(ws)’[[(1 — T gao) (fatho — Vun'V (Yatde)) 3,
bevy ’
|wpNT'|>0

1/2
+ H(l - HRTva)(wa¢bvuh)"ib)> (78b)

and Mgpas [L*(wp)]? — RT™ denotes the L*-orthogonal projection. With Cp =
I det(DF)Hoo,ﬁ [ det(DF)~! -

Cveﬁ‘ = 2Cst max {0305 + 01(05 + C@), 05 + (05 + C(j) + CFCG} (78C)

In the setting of Sections 2-5, all involved constants depend themselves only on the space

dimension d, the polynomial degree D from Section 5.1 (which itself depends only on the
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considered smoothness, see Remark 6.10), and max{||DF | g, [(DF)~"|a}. They do
not depend on the polynomial degrees p and p.

Proof. We prove the assertion in seven steps.
Step 1: Definition (73b), the partition of unity property (52b), and the triangle inequality
show that

(73b)
52b o a
||0'h+Vuh||T (:) E (O'h —H/JaVuh) S E ||O'h +¢aVuhHT.
acVy T acVy
|waNT|>0 |waNT|>0

Step 2: Next, we bound each summand separately. Let a € V), with |w, NT| > 0. Then,
definition (73a) and the partition of unity property (53b) together with the Cauchy—
Schwarz inequality give that

(73a)
(53b)
loft +vaVunllz =" || > (0" + vatsVur)
bevy T
|wpNT'|>0
(54d) 1/2
< v04< > lla;‘f”’wmwhu%)
bevy
|wpNT'|>0
(54e) 1/2
< wcu( > (Ha::"’wbwam+v7~z>n?p+c§uwznib)> .
bevg
|wpNT'|>0

(79)

Step 3: We estimate the first summand of (79). To this end, let b € Vi with |w,NT'| > 0.
As in Lemma 7.3, we abbreviate g := fiatp — Vup-V(Yatp) — Vre-Vibp as well as
T = Yp(¢YaVup, + Vri). Then, definition (67) (or its equivalent formulation (70), which
allows to stick in the projector IT RT;:,b) with V,*® € RT*® together with (58) give that

loh® + vo(vaVun + Vri)llr < lo® + 7L,

(67) ) (58) )
= m‘lfr}l b [on + HRT;;"’(T)”% < Ca veHrﬁég ) v+ HRT;;"’(T) [
VR E ’ ’
V.vhh:r:;?b(g) V~v=TQz,b(g)

veHy(div,wp)

V'U:TQg,b (g)

(54e) ) o
< Cst( min v + 7y, + [[(1 = Tpges) (WatsVun)|lw, + C5||V7"h||wb)-

Let r%? € H!(wp) solve
(Vr*® V), = (TQ:,b(g) Ve — (T, V), forall v € H} (wp).
Then a standard primal-dual equivalence gives, as in, e.g., [EV20, Corollary 3.6],

min v+ 7, = [Vr*llu, = sup ((Tgee(g), v)u, — (T, V)u,).

veHo(div,wp) vEH ] (wp)
V-'v:TQZ,b(Q) [Vollw, =1
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Thus,

min o+ 7l,, = sup (= (7, Vo), + (9, V), — (1 - TQZ,b)g, V) )

i e S Hr )
= sup ([t = VunVia, 0¥p), = (aVun + Vriy, V(uth))s, (80)
i
— (1 =T gee)(fathe — Vun'V(vathp) = VIi-Vije) , v)w,)- (81)

Step 4: Recalling (39), we note that for all v € H} (wp),

(ftoa, Vo), = (f » Vatip)uy 2 (Vat, V(0thatip) )y
€H(Q)

= (VU'VT%, wa>wb + (anU, V(U%))wb-

With the Poincaré—Friedrichs inequality (41) and Assumption 6.5, the latter equality
allows us to further estimate the term in (80)

sup  ((fva — Vup- Vi, 0w, — (WaVun + Vi, V(0hp))w,)

veH} (wp)
HVUHwb:l
= SL}p ((V(U - Uh)‘v¢a ) wa)wb + <wav(u - Uh) - VT}CLL 3 V(wa))wb)
vEH, (wp)
1901y 21
< IV(u = un)llwp|V¥alloow, sup v,
veH ] (wp)
(IV]lw, =1
+ (1Vallcows |V (= un)llwy + IVrillwy)  sup [V (010p) |l
veH} (wp)
”VUHwbzl

< IV = un)lly (1V¥0alloo s [0 |0 0 diam (ws) Cor (ws))
+(I1¥alloows IV (w = un) Ly, + V75 1) (V26| 0. diam (wp) Cor (wp) + [[¥5]]00.0s)

< (C3C5 + C1(Cs + Co)) IV (1 — up) [y, + (Cs + Co) VT3] -

Step 5: To estimate the term in (81), we use that TQa,bg = TQa,bg from Lemma 7.4,
h h,c
(44), (66a), the Poincaré—Friedrichs inequality (41), and (54f) to infer that

Su? )((1 - TQ“vb)(f¢a¢b - Vuh'v(d)a'ébb) - VTZ"V@/JI,) ) U)wb
vEHL (wp h
||V'1)Hwb:1

(44)
(66a)
< (H(l - T@Z:é’)(f@bawb — Vup-V(ats))|lw,

+[| det(DF)|oo gy | det(DF) ™ ooz, | V75 ey Vb o0, ) diam (wp) Cr (wi)
(54f)

< diam(wb)CPF<Wb>H (1 - TQ‘Z:S)(fwawb - vuh'v<¢awb)) Hwb + CFCﬁHVTf?Hwb'
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Together with Steps 3-4 and the Cauchy—Schwarz inequality, we conclude that
lo5® + v (YaVun + Vi) |7
< Cfeff(HV(u —un)l5, + IVIRIIE, + 11— Hggee) (VatsVun) |G,

+ diam(wb)QCPF(wb)QH (1 - TQZ:?)(fwaq/Jb - vuh'v(d]ad}b))nib)'

Step 6: As a final auxiliary step, we bound ||Vr®||,,. Since rf from (61) is the Galerkin

approximation of r® from (62), and crucially employing (36), we see with the variational
formulation (2) that

(82)

(62)
a a (36)
IVrpllwe < VP, = Slf%) ((f7 Va Juwa — (Vun, v(vwa))wa)
’UEH* Wa
[Vlwq=1 €Hy ()
(2)
= sup (V(u—up), V(0¥a))w, < [[V(u—un)llw, sup  [[V(v¥a)l|wa-
veH} (wa) veH} (wa)
[Vollwg=1

[Vollwg=1

Relying on the Poincaré inequality (41) and with (54b) and (54a), we can bound the
supremum

(54a)

(54b)
sup  [V(0¥a)llww < sup (IVallscwalVllwa + Wallsowal VOllwa) < Ci+ Co.
vEH, (wa) vEH (wa)
[V0llwg=1 [Vllwg=1

(83)
Step 7: Putting all steps together, also using that C5 < Clg, we obtain that
||0'h + VuhHT

1/2
1,2
< N \/204< > (Ha;‘f”’+wb(wavuh+Vr,‘:>\l%+052llwz‘ﬂ|ib)>

acvy, bevy
|lwa NT'[>0 |wpNT'|>0

(82)
<V Y ( S (19— w2, + IVr51,

acVy bevy
|waNT|>0 |wpnT|>0

(1 = Tgpese) (atsVun) [,

1/2
+ diamn(w)*Cpe (0 [(1 = Tgan)(fibatn — ViV (i) I2,) + C?HWHZ,,))

(54d)

(78b) " 1/2 .
< 2CCwkr Y (IV—wn)|2, + [Vrl2,) 4 \/2C0,Cut > ose;(wa, T)
acVy acVy
|waNT|>0 |waNT'|>0
6
< 2¢/1+ (C1 + C2)2 CyCleqt Z IV (u = up)|lwe + V2C1Cles Z 0scs (wq, T,
acVy, acVy
|waNT'|>0 |waNT|>0

which concludes the proof.
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Remark 8.5. In the situation of Section 5, oscs (wa, T') of (78b) vanishes if F is affine,
Tn is a uniform refinement of Ty, [ is a Tp,-piecewise polynomial of some degree q =
(q,...,q) withq >0, andp > max{g+p+ 1,p+p+ 1}. Note thatp > p+Dp+1 in
particular implies that YaibeVuy, + Ve Vrd € RTP(Ty) that we take for RTf’b.

We now turn towards the global efficiency. In order to achieve robustness with respect
to the strength of the hierarchical refinement (the number of hanging nodes), we do not
straightforwardly use the element-related result of Proposition 8.4 but rather resort to
its patch-related variant. With an assumption on the maximal overlap by the patches
we (not limiting the strength of the hierarchical refinement, see Remark 8.7), our global
efficiency result is:

Proposition 8.6. Let T, be a mesh of €, as is the case in Section 5.3. Let Coer > 0 be
a constant such that
sup#{a €V, 1 € wa} < Coyer- (84a)

e

Then, there holds that
\|lon + VuhH?) < 4C?

over

CiCs((CL+ C2)* + DIV (u — un) g

+4Coverc4cgeff Z OSCZH(UJG>2, (84b)
acVy
where
05 (wg)? = Z (diam(wb)2C’PF(wb)2H(1 — TQZ’i’)(fwawb — Vuh.v(wawb))”ib
beve : (84¢)

+|| (1 _ HRT;”’)W“%VU’““) ||ib)

In the setting of Sections 2-5, all involved constants except of Cover depend themselves only
on the space dimension d, the polynomial degree p from Section 5.1 (which itself depends
only on the considered smoothness, see Remark 6.10), and max{||DF|| _ 4, [|(DF)~'| , a}-
They do not depend on the polynomial degrees p and p. Coyer is discussed in Remark 8.7
below.

Proof. Proceeding as in the proof of Proposition 8.4 while relying on Definition 7.5 and
the partitions of unity (52b) and (53b) together with the finite overlap assumptions (54d)
and (84a), we see

(52b)

2
73b (84a) Y
HG’h + VuhH?) (:) < C'over Z ”o-h + Q/JaVUhHZa

0 acVy,
2

Z (0',? + anuh)

acVy

(53b)

= Coer 3

acVy

Z (UZ’b + YathpVuy,)

bevy

Wa

(54d) o
< CovaCi Y Y lom® + tathp Va2,

acVy bGVﬁ'

We now employ (82) plus the triangle and the Cauchy—Schwarz inequalities. Also us-
ing (54e) and the fact that C5 < Cleg, this leads to

lon + Vurlg < CoverC14Chg Y ( Y IV —w)lZ, + IVril2,) + OSCZH(an),

aeV, \beve
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and we are left to treat the first two terms. The finite overlap assumptions (54d) and (84a)
again imply
54d) 84a)

( (
Do IVu—w)lE, < G ) IV —uw)llf, < CoaCillV(u—un)l.

acVy, bEVfL‘ acVy

Reasoning similarly and also employing the two estimates from Step 6 of the proof of
Proposition 8.4, we see

(54d)
DD IVERIE, < G IIVRIE, < Cu(Cr+ G Y IV (u —w),
acVy bEVg acVy acVy
(84a) 5 )
S CoverC4<Cl + 02) ||V(U - U/h)HQ,
which altogether gives (84b). O

Remark 8.7. For (scaled) hierarchical B-splines 1, of degree p on H-admissible (i.e.,
H-admissible with respect to p, Ko, and ) meshes ’7A71 of class p introduced along with
suitable refinement algorithms in [GHP17] for p = 2 and in [BGV18] for u > 2, the upper
bound Coyer from (84a) only depends on the polynomial degree p (which itself only depends
on the considered smoothness), the initial knot vector Ko, the multiplicity m, and the
grading parameter p, allowing for meshes with arbitrarily many hanging nodes. Meshes
satisfying assumption (84a) with the constant Coyer only depending on the polynomial
degree p are considered in the numerics Section 9 below.

Remark 8.8. We further mention that the degree p and the smoothness p—mm for (scaled)

hierarchical B-splines 14, or more precisely the approrimation power of the spanned space,

do not directly affect the oscillations (84c) and thus the efficiency of the estimator. Sim-

ilarly, the chosen p and m do not directly affect the oscillations (77b) and thus the reli-

ability of the estimator. Indeed, as discussed in Remarks 5.1 and 8.5, the presence and

size of data oscillations is rather induced by the approzimation properties of the spaces
“b und RTP(Ty) which are discontinuous (piecewise with respect to Tp).

9. NUMERICAL EXPERIMENTS

We consider problem (1) on the quarter ring depicted in Figure 7,

Q= {r(cos(p),sin(p)) : € (1/2,1) Ap € (0,7/2)}
with NURBS parametrization F' as in [GHP17, Section 6.3], and prescribe the exact
solution

u(z,y) = rysin(4r(z? + y?)). (85)

For polynomial degrees p € {1,...,5} and multiplicities m € {1, p}, we define the initial
knot vectors by

K1) == Koy :=(0,...,0,1/2,...,1/2, 1,...,1 ),
(p+1)-times m-times (p+1)-times

leading to piecewise p-degree polynomials with CP~" smoothness. As the corresponding
polynomial degree p for the partition of unity by the v, in Section 5.1, we choose p := p+
1—m and the corresponding multiplicity 7 := p—p+m = 1 following (31), so that the 1,
are mapped piecewise p-degree polynomials of class CP~1. The polynomial degree p for the
flux equilibration in Section 5.3 is chosen in {p+1, p+2}. Following Remark 8.5, ignoring

temporarily the source term f, this would only imply osciT (wga,T) = oscsi(w,) = 0 in
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FiGURE 7. The domain €2 considered in Section 9 along with the initial
mesh 7y and the first three refinements: in the right half of Q (leading to
arbitrary many hanging nodes) (top) and towards the point (1,0) (violating
the bounded patch overlap condition (84a)) (bottom).

Propositions 8.4 and 8.6 if F' was affine (which is not the case here) and p > p+p+1
(which is only the case here for m = p, i.e., C°, but not higher-smoothness splines; note
that in the case of maximum CP~! smoothness, we should use p > p+p+1=2p+1
theoretically, but we merely employ p = p+ 1 or p = p + 2 numerically). Nevertheless,
both choices p € {p + 1,p + 2} seem to perform numerically well in the considered test
case also for high-smoothness cases, up to m = 1, corresponding to C?~! splines.

We consider four different refinements of the initial mesh: 1) uniform refinement, where
in each step, all elements in the parameter domain are bisected in both directions; 2)
adaptive refinement, where in each step, a minimal set of elements M) C 7, is marked
via the Dorfler marking

0> " (llon + Vunllz + osa; (7)) < > (low + Vun|3 + ose;(T)?)
TeT, TeMy

with # = 0.5 and subsequently refined via the refinement strategy from [GHP17] (see also
Remark 8.7); 3) artificial refinement enforcing an arbitrary number of hanging nodes,
where in each step, all elements in the parameter domain that are contained in [0, 1/2] x
[0, 1] are bisected in both directions (see Figure 7, top); 4) artificial refinement enforcing
an arbitrary number of overlapping patches w,, where in each step, the element in the
parameter domain containing the point (0,0), which is mapped onto (1,0) under F,
is bisected in both directions (see Figure 7, bottom). In each case, new knots have
multiplicity m. 1

\v4 on,+Vu +osc .
lontVunle o lontVunllatossi” oo ) etion of the num-
IV (u—un)lla IV (u—un)lla

ber of mesh elements N in 7, are displayed in Figures 8-11. Recall from Propositions 8.4
and 8.6 that the efficiency constant in (84b) may theoretically depend on the space dimen-
sion d, the polynomial degree p (which itself depends on the considered smoothness, see
Remark 6.10), max{||DF|| g, [(DF)~'[| g}, and the overlap constant Coye, from (84a)
(which itself only depends on p for the first three refinements types, see Remark 8.7, but
grows unboundedly in the fourth case). At least in this example, though, the dependence

on p is not observed, and the equilibrated flux estimator ||o;, + Vuy||q (plus oscillation
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corresponding to the problem of Section 9 with uniform mesh refinement,
polynomial degrees p € {1,...,5}, multiplicities m € {1, p}.

terms) seems to be not only, as proven, robust with respect to the polynomial degrees
p and p, but also with respect to the smoothness incarnated in p. The increase of the
effectivity indices on adaptively refined meshes with p = p+1 in the right part of Figure 9
is only because of data oscillation, as we discuss below. Moreover, as theoretically shown
in Proposition 8.6, we also numerically observe in Figure 10 the robustness with respect
to the strength of the hierarchical refinement (number of hanging nodes). For the fourth
refinement, (84a) is not uniformly satisfied, which, however, is again not reflected in the
resulting efficiency constants. Note however that the computation of the equilibrated flux
becomes very expensive in this case, as there are nodes a whose patches w, coincide with
the entire computational domain €2, so that the corresponding meshes 7, are uniform re-
finements of 7o up to the same level as the element containing the point (1,0). Additional
numerical experiments were carried out for an exact solution u(z,y) = sin(27x) sin(27y)
on the square (not displayed), with similar results.

The “data oscillation” terms osci® from (77b) are displayed separately in Figure 12,
again as function of the number of mesh elements N in 7,. For the present smooth
solution (85), one expects the error ||V (u — up)||q to decay as O(h?) ~ O(N~P/?) for
uniform mesh refinement. Recall from Remark 8.3 that osci® are expected to decay in
this case as O(hP*?), i.e., as O(NP/273/2) or O(N~P/272) for respectively p = p + 1 and
p = p+2. Figure 12 only concerns adaptive mesh refinement, where ||V (u — uy)||q is still
expected to decay as O(N~?/2). We do not have here theoretical indications for osci,
but we observe at least O(N~/2) in most cases, even though the chosen 7 is theoretically
inappropriate for higher smoothness as discussed above. For uniform mesh refinement
(not displayed), we indeed observe O(hP*2), following Remark 8.3.

APPENDIX A. PROOF OF THE BROKEN POLYNOMIAL EXTENSION PROPERTY

In this section, we verify Assumption 6.8 for the spaces defined in Section 5.3. Recall
the Piola transformations from (43) and (44)

®(-) = (det(DF)"Y(DF)(-)) o F' and &(-) := (det(DF)~'(:)) o F~"
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and the identity (45)
B(V:() = V() (86)

see, e.g., [EG21, Lemma 9.6]. Following the imposition of the Neumann boundary con-
dition in the space Hy(div,wp) in (40), we denote by Fp' the boundary faces of the local
mesh T if 1athp € HE(Q) and such boundary faces of T, where F' C (a1p) ' ({0}) for
Vathy & HE(Q). By Firt, we denote the interior faces of T5. Analogously, we write Fp
and .7/-:%,nt for the corresponding faces on the parameter mesh 7p. Finally, we write V()

for the Ty- or Tp-piecewise divergence operator.
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Since 7, € RT® = RT?(Ty) and V,*® = RTP(T,) N Hy(div,ws) by (49), we can
substitute in (58) vj, + T, = wy, with w;, = ®(wy) and w, € RTP(T,), also using (50).
This shows that

min |vp + 7, = min [wh[w, = min | (wh) e,
v, eV, wpERTP(Tp) Wy e RTP(Tp)
V-vp=gp Wh Ny | F=Th Ty | F=TF VFG]—"};I O (Wy,) Ny | p=rF VFG.F})\I
[Wh Py | F=[Th Ty | p=ip VFEFM [®(Wp) nwy|p=rr YFeFM
Vo wp|r=(9n+Ve-mh)|r=r7 VTE€T Vo ®(Wp)|r=rr VTE€T,
(87)

With ng, denoting the outer normal vector on Jwp, elementary analysis, cf. [EG21,
Lemma 9.11], provides the relation

(DF" o F Yn,, =ng, o F'|(DF' o F')n,,|
and thus
B(@p) 1, — ((det(DF) 1% (DF)") o F’l)nwb

. !(DFTOF_l)an) 1
g F
(wh " T qet (DF) 0

Hence, with F := F~'(F) and 7, := ® !(7},), the first equation in the last minimum
of (87) is equivalent to Wy -ng,|5 = Th-ng, | =: 'z, and the second equation is equivalent
to [Wy-ng,)ls = [Thng,)s = rp. The identity (86) shows that the third equation is
equivalent to Vy-wyls = @7 H(gn + Verrn) = 15 As || ®(Wh)]w, S |whllz, (with a
hidden constant depending only on | DF||__ ), we can formulate (87) in the parameter
domain

min v, + 7w, S min _ - [[whla, (88)
eV @), €RTP(Ty)
V'vh’:gh wh n“"b'F VﬁGfN
[@Wrngylp=rp VFG]—"“t

V- wp, |T7TT VTEIE,
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problem of Section 9 with adaptive mesh refinement, polynomial degrees
p € {1,...,5}, multiplicities m € {1, p}.

Finally, an application of [BPS09, Theorems 5 and 7] in two space dimensions or a similar

procedure relying on [CDDO08] in three space dimensions, see also [EV20, Theorem 2.5
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and Corollary 3.3] building on [CM10, DGS12], yields that

min _ [Whlz, < Cst min | @|a,,
w,ERTP(Ty) we H(div,Tp)
Wy mg, | p=rp VFEF] Wng, |p=rp VFEF]
[’lﬁh.n@b}ﬁ:’l‘ﬁ V%‘_‘te‘fli)nt [ﬁn@b]ﬁ:’rﬁ vj::e_fti)nt
V- wn|p=rs VT€Ty Vo | p=rs VTETy

~

for a generic constant Cy; only depending on the shapes of the elements in Tyni). Here,

H (div, 7\3) is the space of ﬁ—piecewise H (div)-functions on &, with the normal compo-
nent understood as in [EV20, equation (2.6)]. The required compatibility condition

d g Da— Y, (rp, Dp=

TeT FeFNUFins

in case of Yathy € HL(Q) follows from the assumption that g,, and thus ®'(g,), has
integral mean zero then. Finally,

min _ Wz, S min o+ 7y,
weH (div,Ty) veH(div,wp)
Wng, | p=rz VFEFY V-v=gn

[’l/ﬁ-’ngb]ﬁ:’r‘ﬁ VF:G.fém
vb~’lﬁ|f17’f VYTETy

with a hidden constant depending only on [[(DF)~'||, g, as in (87) and (88). This
concludes the proof.
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