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Balancing Efficiency and Privacy in a Decision-Dependent Network
Game

Raphaël Taisant1, Mandar Datar2, Hélène Le Cadre1 and Eitan Altman2

Abstract— We consider a network game, where End Users
(EUs) minimize their cost by computing their demand and gen-
eration while satisfying a set of local and coupling constraints.
Their nominal demand constitutes sensitive information, that
they might want to keep private. We prove that the network
game admits a unique Variational Equilibrium, which depends
on the private information of all the EUs. A data aggregator is
introduced, which aims to learn the EUs’ private information.
The EUs might have incentives to report biased and noisy
readings to preserve their privacy, which creates shifts in their
strategies. Relying on performative prediction, we define a
decision-dependent game Gstoch to couple the network game
with a data market. Two variants of the Repeated Stochastic
Gradient Method (RSGM) are proposed to compute the Perfor-
matively Stable Equilibrium solution of Gstoch, that outperform
RSGM with respect to efficiency gap minimization, privacy
preservation, and convergence rates in numerical simulations.

I. INTRODUCTION

A. Problem Statement

In distributed control system literature, there is a usual
trade-off between cost minimization and privacy preserva-
tion: to obtain a better outcome, each End User (EU) in the
system relies on its own information and the information the
others have reported. However, the EUs might be reluctant to
release sensitive information because of privacy limitations
or because, by acting strategically on their readings – there-
fore providing fake information, they might decrease their
cost. The former situation might give rise to moral hazard,
which could generate inefficiencies at the system level. To
penalize free-rider behaviours and incentivize the EUs to
minimize the variance of their readings, we aim to define
contracts which remunerate the EUs as increasing functions
of the data quality while discriminating between the EUs
depending on their local privacy breach.

For example, in many demand-response programs, the
aggregator uses the EUs’ historical energy consumption to
determine their nominal demand profiles, and design incen-
tives to flatten peak times. The nominal demand profiles are
then used to compute incentives depending on how much
they curtail relative to their nominal profiles. In this setting,
energy consumers may artificially inflate their nominal de-
mand prior to a demand-response program event, in order to
receive larger payments under the program. Such situations
have been observed in practice in the US (see [1] and
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references therein). In this paper, we want to quantify the
EUs’ trade-off between privacy preservation, i.e., minimum
information release, and indistinguishability, i.e., the inability
for the aggregator to determine whether the EUs’ readings
are biased or not, and the efficiency loss for the market, under
different coordination schemes.

B. Main Contributions

We consider a peer-to-peer electricity trading problem
formulated as a network game, where strategic EUs want
to minimize their cost by computing their demand (flexible
around a nominal value), controllable generation, and trades
with their peers, while satisfying a set of local constraints
including the local balance of supply and demand, and
trading reciprocity constraints that couple the EUs’ optimiza-
tion problems. Their nominal demand constitutes sensitive
information, that is kept private to the EUs. We prove
that under mild assumptions, the network game admits a
unique Variational Equilibrium (VE), which is efficient and
stable. In addition, we prove that, at the VE, the EUs’ best-
responses depend on the private information of all the EUs.
A Data Aggregator (DA) might then be introduced, which
aims to learn the EUs’ private information. Indeed the EUs
might have incentives to report fake readings which might
create shifts in the EUs’ strategies. Relying on performative
prediction, we define a decision-dependent game to couple
the peer-to-peer trading problem with a data market. On the
data market, the DA designs a privacy contract incentivizing
the EUs to report their private information truthfully. The
EUs’ readings, demand and controllable generations are then
determined as unique solutions of the decision-dependent
game, relying on Nash (NE) and Performatively Stable
(PSE) Equilibria. Finally, we propose three gradient method-
based algorithms to compute NE and PSE, under different
coordination schemes between the DA and the EUs, that
we test against the Repeated Stochastic Gradient Method
(RSGM) from [2]. Numerical results are presented.

C. Reviewed Literature

Over the last few years, there has been a growing body
of literature on data markets. On the market design side,
Agarwal et al. propose an innovative design involving robust
real-time matching, to efficiently buy and sell data [3], while
Shilov et al. quantify the impact of privacy constraints on the
market equilibrium [4]. On the pricing side, Cai et al. in [5]
study a data market with many strategic data sources and one
DA. The DA aims to build an estimator of a function, thanks
to the readings reported by the sources. The quality of the



readings depends on the level of effort exerted by the sources,
which determines the variance of the sample as a decreasing
function of the effort exerted, and the aggregator wants to
design incentives to obtain the best possible estimator. Cai
et al. prove that there exists a unique NE, which is also
a dominant strategy equilibrium. Westenbroek et al. extend
this result in [6] by taking into account the non-rivalry
nature of data and considering multiple DAs among which
the same data can be freely reproduced and shared. They
prove that either no equilibrium exists or an infinite number
of Generalized Nash Equilibria (GNEs), depending on the
contract payment parameters. They also provide necessary
and sufficient conditions for GNEs to be socially inefficient.
In the same vein, Gast et al. in [7] propose a non-cooperative
game model of strategic data sources, which optimize the
variance of the noise level of their readings to minimize
their cost, which can be split into a disclosure cost and an
estimation cost based on linear regression. The impact of
strategic information is quantified through explicit bounds
on the price of stability. The above works differ from ours
in that we explicitly take into account the dependence of
the reading distributions in the decision variables of the
EUs. Furthermore, our work differs significantly from the
framework of ε-differential privacy, because in differential
privacy, noise is added by a principal to the output of a
computation which is subsequently publicly released [8], [9],
and the principal performing the computation is trusted (i.e.,
it does not act strategically). In contrast, we do not assume
that the EU is trusted, which motivates input perturbations
that can be related to the more recent notion of local
differential privacy, though ignoring the strategic aspect of
the input perturbation [10]. Although strategic information
and privacy often lead to system inefficiencies, uncertainty
can be beneficial in some cases. For example, in trans-
portation networks, the overall congestion can be decreased
when a principal carefully calibrates the level of information
available to each user [11]. Much as tolls can push the system
to a better outcome, information can similarly affect the
system performance at equilibrium [12]. Finally, some papers
study the trade-off between the accuracy of equilibrium
computation and privacy or fairness guarantees [13], [14].
Indeed, most distributed equilibrium computation algorithms
have to either sacrifice the accuracy of the computation to
gain rigorous privacy guarantees or violate some privacy
constraints to achieve accurate computation.

This paper is organized as follows. In Section II, we
formulate the peer-to-peer electricity trading problem as a
non-cooperative network game. Relying on performative pre-
diction, we define a decision-dependent game to couple the
network game with a data market, in Section III. Algorithms
for equilibrium computation are tested in Section IV. We
conclude in Section V.

Notation

EX [f ] specifies that the expectation of the function f(.) is
taken with respect to the random variable X (when X is clear
from the context, we abbreviate the notation to E[f ]). Vectors

and matrices will be represented by bold letters. The stack
of the N vectors x1, ...,xN is denoted x ≜ col(x1, ...,xN ).
x−n is the stack of the vectors containing the decision
variables of all the agents in N except n. The collection
of N variables x1, ...,xN will be denoted (xn)n=1,...,N .
xT will denote the transpose of the vector x. Ai,j will
denote the element at the intersection of the ith row and
jth column of matrix A. For a closed set C ⊆ Rm, the
mapping projC : Rm → C denotes the projection onto C, i.e.,
projC(x) ≜ argminy∈C∥y−x∥. SOL(P ) will denote the set
of solutions of Problem P .

II. A NETWORK GAME MODEL

A. Description of the Agents

1) The End Users: We let N be a set of N EUs, forming
a directed graph Γ ≜ (N , E), where E ⊆ N×N is the set
of links between the EUs. Let Γn be the set of nodes, EU
n can interact with. Furthermore, we make the assumption
that node 0, i.e., the root node, can interact with any other
node in N , leading to Γ0 = N \{0}.

Each EU n updates the vector of decision variables
xn ≜ (Dn, G

c
n, (qmn)m∈Γn) ∈ Xn, which contains its

demand, controllable generation, and bilateral trades with its
neighbors, where Xn ⊆ Rmn is the strategy set of EU n that
captures only local constraints. In addition, we impose the
following convention on EU n’s bilateral trades: qmn ≥ 0
means that n buys qmn from m; while qmn < 0 means
that n sells −qmn to m. Coupling constraints are added
to capture bilateral trading reciprocity between EU n and
its neighbors such that EU n’s strategy set takes the form:
Cn(x−n) ≜

{
xn = (Dn, G

c
n, (qmn)m∈Γn) ∈ Xn | qmn = −qnm,

∀m ∈ Γn

}
, with Xn ≜

{
xn = (Dn, G

c
n, (qmn)m∈Γn) ∈ Rmn |

Dn ≤ Dn ≤ Dn, G
c
n ≤ Gc

n ≤ G
c
n, Dn ≤ Gc

n+Gnc
n +Qn

}
where Dn and Dn are lower and upper-bounds on n’s
demand, Gnc

n is the uncontrollable generation of EU n
(solar PV panels generation), and Qn ≜

∑
m∈Γn

qmn is the
net import at node n. The constraint Dn ≤ Gc

n+Gnc
n +Qn

captures the fact that demand at node n should not exceed
the sum of local generation and net import.

Typically, the EUs’ utility functions Πn(.) depend on some
parameters that are sensitive, and that they might not want
to disclose [4], [15]. We define θn ∈ Θn ⊆ R as the private
information of EU n. Let Πn : Rmn×

∏
m Θm → R be the

utility function of EU n. Following [15], we define EU n’s
utility (in the cost minimization sense) as the difference
between the sum of the total cost incurred from the bilateral
trades with its neighbours and the controllable generation
cost, and its usage benefit Un(.) (−Un(.) is the consumption
cost of EU n):

Πn(xn, θn) =
∑

m∈Γn

cnmqmn−Un(Dn, θn)+CG
n (Gc

n), (1)

where cn > 0 is a known vector of parameters capturing
EU n’s preferences, and −Un(.) is its consumption cost.
The controllable generation cost is assumed to be quadratic
in Gc

n, i.e., CG
n (Gc

n) =
an

2 Gc 2
n +bnG

c
n+cn where an, bn, cn

are positive input coefficients.



We assume Un(.) to be a quadratic function in EU n’s
demand, i.e., we can write:

Un(Dn, θn) = −ãn

(
Dn−θn

)2

+b̃n, (2)

where ãn, b̃n are positive input coefficients, and θn is EU
n’s nominal demand. EU n’s usage benefit is a strictly
concave function in its demand Dn. It leads to the following
interpretation: by being flexible around its nominal demand,
e.g., agreeing to slightly reduce its demand around its target
value, EU n will decrease its usage benefit but it might also
decrease its bilateral trading or controllable generation costs.

2) The Market Operator: The economic dispatch is classi-
cally obtained through a centralized clearing, i.e., the market
operator aims to determine the vector x that minimizes
the social cost defined as the sum of the EUs’ costs,
i.e., SC(x,θ) ≜

∑
n Πn(xn,θn) under network coupling

constraints, i.e., it solves the following optimization problem:

min
x

SC(x,θ), (3a)

s.t. x ∈ C ≜
∏
n

Cn(x−n). (3b)

We prove in [15] that the solution of (3) can be reached
through a distributed clearing, where each EU n ∈ N solves
the parametrized optimization problem:

min
xn∈Cn(x−n)

Πn(xn, θn). (4)

The latter setting gives rise to a non-cooperative game G
between the EUs.

3) The Data Aggregator: The goal of the DA is to collect
readings from the EUs to build an estimate xa of the EUs’
decisions x at equilibrium and use it to measure the quality
of the readings. To this end, it builds contracts with the EUs,
and pays pan(.) to each EU n, which is an increasing function
in the accuracy of xa

n with respect to xn.

B. Existence, Uniqueness and Stability of the Variational
Equilibrium

To generalize the notion of NE in the presence of cou-
pling constraints, we use the Generalized Nash Equilibrium
(GNE). It is defined as a strategy profile vector x such
that xn solves the system KKTn for each n. The coupling
constraint qmn = −qnm written in the problem of n
(respectively m, ∀m ∈ Γn) is associated to the duals ζnm
(respectively ζmn). In this work, we focus on the special
case of a GNE known as a Variational Equilibrium (VE),
i.e., a solution x = (xn)n such that xn solves the system
KKTn for each n and, in addition, such that the duals of
the coupling constraints are equal, i.e., ζnm = ζmn,∀n ∈
N ,∀m ∈ Γn. Set F x(x) ≜

(
∇xn

Πn(xn, θn)
)
n

.

Definition 1 (Variational Equilibrium [16]): The
Variational Inequality problem VI(F x, C) consists in finding
a vector x∗ ∈ C such that (y−x∗)TF x(x

∗) ≥ 0, ∀y ∈ C. A
solution of of VI(F x, C) is called a VE.

Proposition 1: If no energy surplus is available at node
n, then EU n’s best-response strategy x∗

n at equilibrium
depends linearly on the nominal demands of all the EUs, i.e.,
x∗

n = An,nθn+An,−nθ−n+
[
Bn,nG

nc
n +Bn,−n

∑
n′ ̸=n Gnc

n′

]
+Cn, with An,n, Bn,n,Bn,−n,Cn vectors and An,−n

matrix of appropriate dimensions; otherwise x∗
n depends

only on the EU n’s own nominal demand, θn.
Proof: See Appendix A.

Remark 2.1: The coefficients of the best-responses are
not known by the EUs because they rely on coefficients
(ãn, an)n that the other EUs might not want to share.

Assumption 1: Demand and supply balance each other at
each node, i.e., Dn = Gc

n+Gnc
n +Qn,∀n ∈ N .

Assumption 2: We assume that there exists at least one
EU n ∈ N such that at the VE, D∗

n ̸= 0 or Gc∗
n ̸= 0.

Theorem 1: Under Assumption 2, the game G admits a
unique VE, which is in addition efficient.

Proof: See Appendix B.
Equilibrium stability is a sufficient condition for dis-

tributed learning methods to converge in [17].
Definition 2 (Stability [17]): An equilibrium point x∗ ∈

C is said to be variationally stable (or simply stable) if there
exists a neighborhood U of x∗ such that (y−x∗)TF x(y) ≥
0 for all y ∈ U . In particular, if this property holds for all
y ∈ C, we say that x∗ is globally stable.

Proposition 2: The VE solution of G is globally stable.
Proof: In Theorem 1 proof, we check that G belongs

to the class of generalized potential games for which the
EUs’ utility functions are aligned along the game’s potential
whose minimizers are VEs. From [17] Rk. 1, VEs solutions
of convex potential games are automatically stable in the
sense of Definition 2.

The impact on (cnm)n,m on G equilibria has been an-
alyzed in [15]. In case (cnm)n,m capture taxes, it seems
natural to take them homogeneous among EUs belonging to
same community.

Assumption 3: We assume that the EUs’ preferences for
trading are uniform and normalized, i.e., cnm = 1,∀n,m.

We notice that under Assumptions 1 and 3, controlling
demand and generation allows to control the net import.
Therefore Q will be treated as a dependent decision variable
in the rest of the work.

III. COUPLING NETWORK GAME AND DATA
MARKET AS A DECISION-DEPENDENT GAME
Decomposition methods are another way to compute equi-

librium with minimum information exchange [18], [19]. Nev-
ertheless, works in this category do not distinguish between
local and global objectives. Hence, we rely on performative
prediction to capture the shift caused by the EU’s strategic
readings on their decisions and market performance.

A. Balancing Cost and Privacy
We introduce randomization in the reading sent by EU n

to the DA, which takes the form θ̃n = θ̂n+εn. The first
part of the reading captures the ability of EU n to add a
deterministic bias to its reported information. The second
part is a noise following a randomized mechanism M(.),
added in order to preserve privacy. We assume that the noise
in the readings is independent across the EUs [6].

Assumption 4: For each EU n ∈ N , εn follows a centered
Gaussian distribution with variance Vn. Furthermore, the
random variables (εn)n∈N are independent.



To incentivize the EUs to report truthful readings that can
later be monetized through targeted advertisements, the DA
comes into play. The DA defines a payoff contract to each
EU; the payment is decreasing in the distance between the
EUs’ strategy xn and the estimate xa

n ≜ (Da
n, G

c a
n ) built by

the DA, defined as follows:

xa
n = Aa

nθ̃+Ba
nG

nc+Ca
n. (5)

The form of the DA’s estimator is known by all the EUs.
It comes from Proposition 1, assuming that Assumption 1
holds. The contract between the EU n and the DA takes the
form:

pan(xn,x
a
n, θ̃) = γn−βn

(
(Dn−Da

n)
2+(Gc

n−Gc a
n )2

)
, (6)

where γn, βn are non-negative parameters which can be
optimized by the DA to check specific market properties [6].

Each EU n chooses the neighboring input θ̂n such that
(θ̂n−θn)

2 ≤ αn [20]. Let LM,θn,θ̂n
be the privacy loss

of M(.), which follows the distribution N (ηn, 2ηn), with
ηn = (θn−θ̂n)

2

2σ2
n

[21]. How much information can be extracted

from the reading θ̃n is measured by the expected privacy loss
of the mechanism M(.): In(θn, θ̃n) ≜ −Eεn

[
LM,θn,θ̂n

]
,

which coincides with the Kullback-Leibler divergence (rela-
tive entropy) between M(.)’s output distributions on θn and
θ̂n. Under Assumption 4, the Kullback-Leibler divergence
takes the closed form: In(θn, θ̂n, Vn) =

(θ̂n−θn)
2

2Vn
.

B. Formulation of the Stochastic Game
In the data market, EU n’s extended utility is split in three

terms. The first term captures the cost it bears in G; the
second term measures the cost of information release, while
the third term is the contract payment it receives from the
DA:

Π̃n(xn, θ̂,V, ε) = Qn+ãn(Dn−θn)
2−b̃n+

an

2
Gc 2

n +

+bnG
c
n+cn+cIn

(θ̂n−θn)
2

2Vn
−γn+βn((Dn−Da

n)
2

+(Gc
n−Ga

n)
2)+ξ(

N∑
m=1

Qm)2, (7)

with cIn, ξ non-negative parameters. Under Assumptions
1 and 3, the bilateral trading reciprocity constraint at each
node can be equivalently reformulated as

∑N
n=1 Qn = 0. To

avoid coupling between the feasibility sets of the EUs, we
put the constraint as a penalty in their utility function, with
a weight ξ ≥ 0 that is the same for all the EUs. The penalty
ξ calibration is discussed in Lemma 1.
The first term in Q in (7) refers to the benefit/cost due to the
trades, while the second one encourages the EUs to ensure
trading reciprocity among the community. We introduce V ≜
diag(V). Each EU n solves:

min
xn,θ̂n,Vn

E
ε∼N(0,V)

[
Π̃n(xn, θ̂,V, ε)

]
, (8a)

s.t. Dn ≤ Dn ≤ Dn, (8b)

Gc
n ≤ Gc

n ≤ G
c
n, (8c)

Dn = Gc
n+Gnc

n +Qn, (8d)

d(θ̂n, θn) ≤ αn, (8e)

V n ≤ Vn ≤ V n. (8f)

This gives rise to the stochastic game Gstoch. Each EU
wants to ensure a minimum privacy level, so it imposes a
lower bound V n on Vn. To limit the unstability of the market,
the DA imposes an upper bound V n on Vn.

The game between the DA and the EUs takes place as
follows:

a) Each EU n reports a reading θ̃n = θ̂n+εn, with
εn ∼ N (0, Vn), to the DA by solving (8) with respect
to θ̂n, Vn. The readings θ̃ are then broadcasted to all
the EUs by the DA.
b) Each EU n computes its xn by solving (8).

Note that depending on the coordination level between the
DA and EUs, steps a) and b) can take place simultaneously
or sequentially.

We define Yn as the feasible set of Problem (8). We denote
yn ≜ (xn, θ̂n, Vn) ∈ Yn the decision variable of EU n in
Gstoch.
C. Main Results

Definition 3: A Nash Equilibrium (NE) is a strategy pro-
file y∗ = (y∗

n)n ∈ Y such that for all n ∈ N :
y∗
n ∈ argmin

yn∈Yn

E
ε∼N(0,diag(Vn,V∗

−n))

[
Π̃n(yn,y

∗
−n, ε)

]
.

Definition 4: [2] A Performatively Stable Equilibrium
(PSE) is a strategy profile ys = (ys

n)n ∈ Y such that for all
n ∈ N :

ys
n ∈ argmin

yn∈Yn

E
ε∼N(0,Vs)

[
Π̃n(yn,y

s
−n, ε)

]
. (9)

If N (0,V) is a best-response, then a PSE corresponds
to a Stackelberg Equilibrium (SE) [22]. NE and SE do not
necessarily coincide.

Proposition 3: The utility function Eε

[
Π̃n(yn,y−n, ε)

]
is strongly convex in yn, ∀n.

Proof: We explicit the expectation of EU n’s utility
function: E

ε∼N(0,V)

[
Π̃n(xn, θ̂,V, ε)

]
= (Dn−Gc

n−Gnc
n )+

ãn(Dn−θn)
2−b̃n+

an
2
Gc 2

n +bnG
c
n+cn+cIn

(θ̂n−θn)2

2Vn
−γn+

β
(
(Dn−Da

n(θ̂))
2+(Gc

n−Ga
n(θ̂))

2+
∑N

m=1(A
a
n)

2
(1,m)Vm+∑N

m=1(A
a
n)

2
(2,m)Vm

)
+ξ(

∑N
m=1 Dm−Gc

m−Gnc
m )2. Using

the former expression, we compute the partial
derivative F n ≜ F yn

and the partial Hessian
Hn ≜ Hyn

of Eε

[
Π̃n(.)

]
with respect to yn. We get:

Hn =


cIn
Vn

+2βn((A
a
n)

2
1,n+(Aa

n)
2
1,n)

−cIn(θ̂n−θ)

V 2
n

−2βn(A
a
n)1,n −2βn(A

a
n)2,n

−cIn(θ̂n−θ)2

V 2
n

cIn(θ̂n−θ)

V 3
n

0 0

−2βn(A
a
n)1,n 0 2ãn+2βn+2ξ −2ξ

−2βn(A
a
n)2,n 0 −2ξ an+2βn+2ξ

 .

We note that zTHnz > 0,∀z ∈ Yn, i.e., Eε

[
Π̃n(.)

]
is

strictly convex in yn, which will be used later in the proof. In
a second time, we prove the strong monotonicity of F n, i.e.,
that ⟨F n(yn)−F n(y

′
n),yn−y′

n⟩ ≥ α∥yn−y′
n∥2,∀yn,y

′
n ∈

Yn. Using the multidimensional Mean Value Theorem on the
convex set Yn, we obtain the existence of a z ∈ [yn,y

′
n],

i.e., component-wise zi ∈ [(yn)i, (y
′
n)i]∀i, such that

⟨F n(yn)−F n(y
′
n),yn−y′

n⟩ = (yn−y′
n)

T ·∇nF n(z)·(yn−
y′
n). We then use the Spectral Theorem on ∇nF n = Hn

to obtain the existence of D, a diagonal matrix such that
Hn(z) = PDP−1, and P the orthogonal transition matrix.



By replacing Hn by its expression, identifying the variable
in the new base, and using the property that the product of a
vector by an orthogonal matrix preserves the Euclidean norm
of the vector, we obtain: (yn−y′

n)
T ·PDP−1 ·(yn−y′

n) ≥
mini{λi(Hn(z))}∥(yn−y′

n)∥2 where the (λi(Hn(z)))i∈J1,4K
are the eigenvalues of Hn(z). We obtain the α-strong
monotonicity by taking the minimum over all the feasible
set of the eigenvalues of Hn (which are positive due to the
strict convexity), with α = minz∈Yn mini∈J1,4K λi(Hn(z)).
Since the conditions listed in [16] are met, we conclude that
Eε

[
Π̃n(.)

]
is strongly convex.

Let ∇nh(y) be the partial derivative of h(.) with respect
to yn.

Lemma 1: If the penalty coefficient ξ in Π̃n(.) is
bigger than the Lagrangian multiplier of the constraint
(
∑N

m=1 Qm)2 = 0, then the penalized game has the same
solutions as Gstoch.

Proof: We adapt the proof of Thm. 2.2 [23].
We call Π♯

n(.) the function Π̃n(.) without the penalty:
Π♯

n(xn, θ̂,V, ε) = Πn(xn, θn)+cInIn(θn, θ̂n, Vn)−
pan(xn,x

a
n, θ̃). We set h(y) ≜ (

∑N
m=1 Qm)2 and ϕ is

the Lagrangian multiplier related to the constraint h(y) = 0.
We denote ŷ the point that minimizes Π♯

n(.) over Y and
satisfies the constraint h(ŷ) = 0. For any y ∈ Y , we have:

Π♯
n(y)+ξh(y) ≥ Π♯

n(y)+ϕh(y) (10a)

≥ Π♯
n(y)+ϕ(h(ŷ)+∇nh(ŷ)

T (y−ŷ)), (10b)

= Π♯
n(y)+ϕ∇nh(ŷ)

T (y−ŷ), (10c)

= Π♯
n(y)−∇nΠ

♯
n(ŷ)

T (y−ŷ), (10d)

≥ Π♯
n(ŷ) = Π♯

n(ŷ)+ξh(ŷ). (10e)

To go from (10a) to (10b), we use the convexity of h(.). To
go from (10c) to (10d), we use the stationarity condition.
To go from (10d) to (10e), we use the convexity of Π♯

n(.),
which can be proved by invoking similar arguments as in the
proof of the strict convexity of Eε[Π̃n(.)] in Proposition 3.
Hence, ŷ also minimizes the penalized problem.

Since for all n, Eε

[
Π̃n(.)

]
is strongly convex and the

feasibility set Yn is close and convex, we derive the following
result.

Corollary 1: There exists a unique NE solution of Gstoch.
Theorem 2: If the DA’s estimate xa is perfect for the

game G, i.e., xa(θ,Gnc) = xG with xG ∈ SOL(G), then
the NE solution of Gstoch is efficient.

Proof: We denote xG the VE solution of the game
G. We have, ∀θ̂,V ,xn: Πn(x

G) ≤ Πn(xn)+cIn
(θ̂n−θn)2

2Vn
+

βn((Dn−Da
n(θ̂))

2+(Gn−Ga
n(θ̂)

2)+ξ(
∑N

m=1 Qm)2 =⇒
Πn(x

G)+
∑N

m=1 KmV m ≤ Πn(xn)+cIn
(θ̂n−θn)2

2Vn
+βn((Dn−

Da
n(θ̂))

2+(Gc
n−Ga

n(θ̂))
2)+ξ(

∑N
m=1 Qm)2+

∑N
m=1 KmVm

where we set Km ≜ ((Aa
n)

2
(1,m)+(Aa

n)
2
(2,m)). Note that the

term −γn is constant and does not change the equilibrium,
so we omit it. This lower bound is reached in θ̂ = θ,
Vn = V n ∀n and xn = xG

n . So, we have proved that
assuming xa is perfect for G, xG ,θ, V is the NE solution of
Gstoch. If we sum the former inequalities over n, we observe
that θ̂ = θ, Vn = V n ∀n and x = xG also minimizes the

EUs’ expected social cost. Thus, assuming xa is perfect for
G, the NE solution of Gstoch is efficient.

Next, we look at the properties of the PSE.
Proposition 4: There exists a unique PSE solution of

Gstoch.
Proof: To prove this result, we rewrite Eε

[
Π̃n(.)

]
as

follows, to use Thm. 1 [2]:

E
ε∼N(0,V)

[
Π̃n(xn, θ̂,V , ε)

]
= Eεn∼N (0,Vn)

[
Πn(xn, θ̂,V , εn)

]
,

(11)
where Πn(xn, θ̂,V , εn) = (Dn−Gc

n−Gnc
n )+ãn(Dn−

θn)
2−b̃n+

an
2
Gc 2

n +bnG
c
n+cn+cIn

(θ̂n−θn)2

2Vn
−γn+β

(
(Dn−

Da
n(θ̂))

2+(Gc
n−Ga

n(θ̂))
2+

∑N
m=1,m ̸=n(A

a
n)

2
(1,m)Vm+∑N

m=1,m ̸=n(A
a
n)

2
(2,m)Vm+(Aa

n)
2
(1,n)ε

2
n+(Aa

n)
2
(2,n)ε

2
n

)
+

ξ(
∑N

m=1 Dm−Gc
m−Gnc

m )2. To prove the strong convexity
of Πn(.), we proceed the same way as to prove the
strong convexity of Π̃n(.), because the partial Hessians
of both objective functions are the same. We also check
the C1 continuity of Πn(.), the Lipschitz-continuity of the
application ε 7→ Πn(y, ε), and that the distribution of the ε
varies in a Lipschitz way according to Assumption 2 [2].
From Thm. 1 [2], we obtain the existence and uniqueness
of the PSE.

We introduce the game G♯(θ̂,V ), where each EU n ∈ N
solves:

min
xn

E
ε∼N(0,V)

[
Π♯

n(xn, θ̂,V , ε)
]
, (12a)

s.t. Dn ≤ Dn ≤ Dn, (12b)

Gc
n ≤ Gc

n ≤ G
c
n, (12c)

Dn = Gc
n+Gnc

n +Qn, (12d)∑
Qm = 0. (12e)

By comparison of the KKTs of G♯(θ̂,V ) with the KKTs of
the minimization problem with

∑
n Eε

[
Π♯

n(xn, θ̂,V , ε)
]

in the objective, under the concatenation of the constraints
(12b)-(12d), ∀n, and (12e), we derive the following result:

Proposition 5: G♯(θ̂,V ) is a generalized potential game,
∀ θ̂,V .
This means that G♯ can be reformulated as an optimization
problem, and its VE computed through classical optimization
methods.

IV. SIMULATIONS
Numerical results are presented on a three-node network,

with θ = [0.23, 0.32, 0.55] and Gnc = [0.1, 0.2, 0.4]. Gstoch

parameters are available on GitHub1.
To compute the NE, we formulate (8) as a deterministic

optimization problem. This is possible because the (εn)n are
independent and εn ∼ N (0, Vn),∀n. To compute the NE
and the social optimum (SO), we apply a classic Gradient
Descent Method (GDM). To compute the PSE, we use
the Repeated Stochastic Gradient Method (RSGM) [2]. In
RSGM, having initialized y0, at each step t, each EU
samples its εn, and updates its variable yt

n using the formula:

yt+1
n = projYn

(yt
n−η∇nΠn(y

t, εtn)), (13)

1https://github.com/RaphaelTaisant/

https://github.com/RaphaelTaisant/


where Πn(.) is defined in Proposition 4 proof. We used a
backtracking line search for the choice of the step size η.

However, RSGM requires that the EUs share their
decision variables with the other EUs at each itera-
tion. Also, depending on the structure of the game,
it might not be possible to reformulate the objec-
tive function Eε∼D(y)

[
Π̃n(xn, θ̂,V, ε)

]
, in the form

Eεn∼Dn(y)

[
Πn(xn, θ̂,V, εn)

]
,∀n – for example, in case

the (εn)n are correlated. For this reason, we propose an
alternative algorithm, Coupled Privacy Repeated Stochastic
Gradient Method (CP-RSGM), in which at each time step t,
each EU n samples its εtn and shares its θ̃tn with the DA,
which then broadcasts it to the other EUs. In fact, in our
game Π̃n(y

t, εt) ≡ Π̃n(x
t
n, θ̂

t
n, V

t
n, θ̃

t
). Each EU updates

its decision variables following the rule:
yt+1
n = projYn

(yt
n−η∇nΠ̃n(y

t, εt)). (14)
In CP-RSGM, the update of readings parameters, demand

and generation variables is done simultaneously. In case
where the readings parameters on the one side, demand and
generation variables on the other side need to be updated
sequentially, we introduce another algorithm, Privacy Split
Repeated Stochastic Gradient Method (PS-RSGM).

Algorithm Privacy Split Repeated Stochastic Gradient
Method (PS-RSGM)

1: Find xG ∈ SOL(G).
2: Find θ̂♯n, V

♯
n = argminθ̂n,Vn

Eε

[
Π̃n(x

G
n, θ̂,V , ε)

]
under

constraints (8e), (8f) ∀n. Set x = xG and compute a
solution with CP-RSGM.

3: Find x♯
n = argminxn

Eε∼N (0,V♯)

[
Π♯

n(xn, θ̂
♯
,V ♯, ε)

]
∀n

under constraints (8b), (8c) and
∑N

n=1(Dn−Gc
n−

Gnc
n ) = 0. Π♯

n(.) is define above (10).

In Fig. 1, we plot the final value of θ̂−θ reached by
GDM, RSGM, CP and PS-RSGM, considering 50 different
initializations of y0. We proved that the NE and the PSE
solutions of Gstoch are unique. However, CP-RSGM and PS-
RSGM only enable to approximate the PSE. This is due to
the sampling on ε and to the fact that we impose an upper
bound on the number of iterations. We depict the resulting
neighborhoods as the convex hulls of the set of approximate
PSEs that can be reached by CP and PS-RSGM.

Fig. 1. Final value θ̂−θ reached by GDM, RSGM, CP, PS-RSGM for 50
different starting points.

We observe that the NE is very close to the SO. This
gap can be explained from Theorem 2 as resulting from the

estimation bias of the DA estimator. We compare the speed
of convergence of RSGM, CP and PS-RSGM in θ̂, in Fig.
2.

Fig. 2. 95% confidence interval for θ̂ while learning the PSE.

To build this plot, we ran the algorithm for 50 random
starting points. Due to the sampling on ε at each step, the
algorithms only converge in expectation. Using the function
relplot from the Python library seaborn [24], we plot a
95% confidence interval for each step of the algorithm. We
observe that PS-RSGM converges faster than the two other
algorithms, and that CP-RSGM and PS-RSGM might provide
upper and lower bounds on the approximate PSE computed
by RSGM.

Let yso be the SO solution of the optimization problem
with objective the sum over n of the expected utilities (12a),
denoted SC(.), under the concatenation of the constraints
(8b)-(8f) for all the EUs. In an equilibrium y, we evaluate the
efficiency gap as the difference between the social cost in the
equilibrium and the optimal social cost: SC(y)−SC(yso).
We plot the distribution of the efficiency gap for the GDM,
RSGM, CP and PS-RSM in Fig. 3. The efficiency gap of the
NE is close to 0, i.e., the NE is a desirable equilibrium to
reach. The PS-RSGM and the CP-RSGM have a 5% lower
efficiency gap than the RSGM. The total information released
by the EUs on the market is defined as

∑
n In(θn, θ̂n, Vn).

The smaller it is, the less information is released. We
summarize the performance of each algorithm in Tab. I.

Fig. 3. Box plots of the efficiency
gaps for each algorithm.

Fig. 4. Total information released
by the EUs for each algorithm.

TABLE I
COMPARISON OF THE ALGORITHMS FOR EQUILIBRIUM LEARNING.

Algo. Coordination Eff. Gap Info. Release
∑

n d(θ̂n, θn) Eq.
GDM simultaneous 0.26 0.025 0.077 NE

RSGM simultaneous 66.06 0.034 0.452 PSE
CP-RSGM simultaneous 61.61 0.034 0.378 PSE
PS-RSGM sequential 62.99 0.046 0.490 SE

GDM leads to the smallest efficiency gap, information
release and bias. However, it requires full coordination
between the DA and EUs, which is very hard to impose
in practice. CP-RSGM generates a smaller efficiency gap



than RSGM, that we interpret as benchmark, for almost
the same information release but with smaller bias, i.e.,
higher indistinguishability for the EUs, and requires less
coordination among the EUs. Allowing sequentiality in the
DA and EUs’ decisions through PS-RSGM leads to a smaller
variance (more information release) and larger bias (less in-
distinguishability) than RSGM and CP-RSGM. Convergence
proofs of the algorithms and explicit bounds on the efficiency
loss will be provided in an extension of this paper.

V. CONCLUSION

Relying on performative prediction, the coupling between
network game and data market is formulated as a decision-
dependent game. Nash and Performatively stable equilibria
are characterized, and two variants (CP, PS-RSGM) of the
Repeated Stochastic Gradient Method (RSGM) are proposed
to compute equilibria. In our numerical experiments, CP-
RSGM outperforms RSGM, leading to smaller efficiency
gap and better privacy preservation for the end users. PS-
RSGM achieves faster convergence rates than CP-RSGM,
but its sequential implementation requires more information
release and less indistinguisability for the end users.
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APPENDIX
A. Proof of Proposition 1

For any EU n ∈ N , Problem (4) can be formulated as
follows:

min
Dn,Gc

n,(qmn)m
Πn(xn, θn), (15a)

s.t. Dn ≤ Dn ≤ Dn, (µ
n
, µn) (15b)

Gc
n ≤ Gc

n ≤ G
c
n, (νn, νn) (15c)

qmn = −qnm, (ζnm) (15d)
Dn ≤ Gc

n+Gnc
n +Qn. (λn) (15e)

To compute an equilibrium solution of G, we derive
the KKT conditions of the Lagrangian function Ln(.) with
respect to Dn, G

c
n, qmn,∀m ∈ Γn,m ̸= n, the first order

stationarity conditions write down as follows:
∂Ln

∂Dn
=2ãn(Dn−θn)+λn−µ

n
+µn = 0, (16a)

∂Ln

∂Gc
n

=anG
c
n+bn−νn+νn−λn = 0, (16b)

∂Ln

∂qmn
=cnm+ζnm−λn = 0, ∀m ∈ Γn,m ̸= n. (16c)

From (16c), we obtain:

λn = cnm+ζnm, ∀m ∈ Γn. (17)

Then, from (17), we infer that at a VE:

ζnm = λn−cnm = λm−cmn, ∀m ∈ Γn. (18)

From (16a), we infer that at equilibrium:

D∗
n = θn−

1

2ãn

(
λn+(µn−µ

n
)
)
. (19)
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From (16b), we infer that at equilibrium:

Gc∗
n = − bn

an
+

1

an

(
λn−(νn−νn)+(µn−µ

n
)
)
. (20)

Complementarity constraints are:

µ
n
≥ 0 ⊥Dn ≤ Dn, (21a)

µn ≥ 0 ⊥Dn ≤ Dn, (21b)
νn ≥ 0 ⊥Gc

n ≤ Gc
n, (21c)

νn ≥ 0 ⊥Gc
n ≤ G

c
n, (21d)

λn ≥ 0 ⊥Dn ≤ Gc
n+Gnc

n +Qn. (21e)

Complementarity constraint (21e) implies that
λn(Dn−Gc

n−Gnc
n −Qn) = 0, which leads us to distinguish

between two cases depending on whether constraint (15e)
is binding.

Case 1 [No surplus at node n] In case λ > 0 then

Q∗
n = D∗

n−Gc∗
n −Gnc

n , (22)

which is equivalent to ∆n = 0, i.e., there is no surplus at
node n. By substitution of (19), (20) in the net import at
node n, Qn, and using the fact that

∑
n Qn = 0, we obtain:∑

n

[
θn−

1

2ãn
(µn−µ

n
)+

bn
an

+
1

an
(νn−νn)−Gnc

n

]
(23)

=
∑
n

(
1

2ãn
+

1

an
)λn.

But, from (18), we have the following relationship:

λn = cn0−c0n+λ0, ∀n ∈ Γ0. (24)

By substitution in (23), we obtain a closed form expression
for λ0:

λ0 =

∑
n

[
θn− 1

2ãn
(µn−µ

n
)+ bn

an
+ 1

an
(νn−νn)−Gnc

n

]
∑

n(
1

2ãn
+ 1

an
)

(25)

+

∑
n(

1
2ãn

+ 1
an

)(c0n−cn0)∑
n(

1
2ãn

+ 1
an

)
.

To simplify the notations, let

K ≜

∑
n

[
− 1

2ãn
(µn−µ

n
)+ bn

an
+ 1

an
(νn−νn)

]
∑

n(
1

2ãn
+ 1

an
)

+∑
n(

1
2ãn

+ 1
an

)(c0n−cn0)∑
n(

1
2ãn

+ 1
an

)
.

Substituting λ0 closed form (25) in (24),
and then later in (19), (20), (22), we get:
λn =

∑
n θn∑

n( 1
2ãn

+ 1
an

)
−

∑
n Gnc

n∑
n( 1

2ãn
+ 1

an
)
+K+(cn0−c0n),

D∗
n = (1− 1

2ãn
∑

n( 1
2ãn

+ 1
an

)
)θn− 1

2ãn

( ∑
m̸=n θm∑

n( 1
2ãn

+ 1
an

)

−
∑

n Gnc
n∑

n( 1
2ãn

+ 1
an

)
+K+(cn0−c0n)+(µn−µ

n
)
)
,

Gc∗
n = 1

an

( ∑
n θn∑

n( 1
2ãn

+ 1
an

)
−

∑
n Gnc

n∑
n( 1

2ãn
+ 1

an
)
+K

+(cn0−c0n)−(νn−νn)+(µn−µ
n
)
)
− bn

an
, and

Q∗
n =

(
1− 1

2ãn
∑

n( 1
2ãn

+ 1
an

)
− 1

an
∑

n( 1
2ãn

+ 1
an

)

)
θn

−
(

1
2ãn

+ 1
an

) ∑
m̸=n θm∑

n( 1
2ãn

+ 1
an

)
−
(
1− 1

2ãn
∑

n( 1
2ãn

+ 1
an

)

− 1

an
∑

n( 1
2ãn

+ 1
an

)

)
Gnc

n −
(

1
2ãn

+ 1
an

)(
−

∑
m ̸=n Gnc

m∑
n( 1

2ãn
+ 1

an
)

+K+(cn0−c0n)+(µn−µ
n
)
)
+

(νn−νn)

an
+ bn

an
. We observe that

D∗
n, G

c∗
n , Q∗

n at equilibrium depend linearly on the target
demands of all the EUs.

Case 2 [Possible surplus at node n] In case λn = 0,
then by substitution in (19), (20), (22) we obtain that
D∗

n = θn− 1
2ãn

(−b̃n+(µ
n
−µ

n
)), Gc∗

n = − bn
an

− 1
an

(νn−νn),
and Q∗

n = θn− 1
2ãn

(−b̃n+(µ
n
−µ

n
))+ bn

an
+ 1

an
(νn−νn)

−Gnc
n .

In both cases, Proposition 1 statement follows from the
closed form expressions of D∗

n, G
c∗
n , Q∗

n,∀n ∈ N at equilib-
rium.

B. Proof of Theorem 1

In the non-cooperative game G, the strategy set of each
EU is convex and compact; thus, the existence of a NE
follows from Thm. 3 [25]. Now let us consider that there
exists two VEs x̂ and x̄ solutions of the game G. As
both x̂ and x̄ points are equilibrium they must satisfy
the KKT conditions, multiplying first order condition
with [x̄n−x̂n] at point x̂n and x̄n for each n, we get:[(

2ãn−(D̂n−θn)
)
−
(
2ãn−(D̄n−θn)

)]
(D̂n−D̄n) = 0,

+
[(

λ̂n−µ̂
n
+µ̂n

)
−
(
λ̄n−µ̄

n
+µ̄n

)]
(D̂n−D̄n) = 0,[(

anĜ
c
n+bn

)
−
(
anḠ

c
n+bn

)]
(Ĝc

n−Ḡc
n)−[(

ν̂n+ν̂n−λ̂n

)
−
(
ν̄n+ν̄n−λ̄n

)]
(Ĝc

n−Ḡc
n) = 0,

[cnm−cnm] (q̂nm−q̄nm)+
[(

ζ̂nm−λ̂n

)
−
(
ζ̄nm−λ̄n

)]
(q̂nm−q̄nm) = 0, ∀m ∈ Γn,m ̸= n. Summing over all the n
gives us:

(x̂−x̄)T [F x(x̂)−F x(x̄)]+(x̂−x̄)T
[
Λ̂−Λ̄

]
= 0, (26)

where Λ̂ and Λ̄ represent matrices with Lagrangian multi-
pliers from KKT at point x̂ and x̄ respectively. We observe
that:

(x̂−x̄)T [F x(x̂)−F x(x̄)]+(x̂−x̄)T
[
Λ̂−Λ̄

]
> 0, (27)

which contradicts the assumption that there exist two VEs.
In the above equation to prove that first term is positive, we
show that game G is strongly monotone, i.e.:

(y−x)T [F x(y)−F x(x)] > 0, ∀x ̸= y, (28)

under Assumption 2.
Consider the pseudo Hessian matrix H of utilities of the

EUs where each nth row and mth column block matrix is
given as Hn,m =

[
∂F xn
∂xm

]
, i.e., in details:

Hn,m =


2ãn 0 0

0 an 0

0 0 0

 if n = m,

03×3 if n ̸= m.

(29)

However, we observe that the matrix H is a block diagonal
matrix with each diagonal matrix positive semi-definite,
which implies that matrix H is positive semi-definite and
in our case ∂FQn

∂Qn
is constant for all n ∈ N , thus inequality

(28) follows from Thm. 6 [25] and the game G is strongly
monotone. The efficiency of the VE follows from the gener-
alized potential game structure of G, which results from the
coincidence of the KKTs of (3) and G.
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