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Abstract

We establish a disintegrated PAC-Bayesian bound, for classifiers that are trained via continuous-time
(non-stochastic) gradient descent. Contrarily to what is standard in the PAC-Bayesian setting, our
result applies to a training algorithm that is deterministic, conditioned on a random initialisation,
without requiring any de-randomisation step. We provide a broad discussion of the main features of
the bound that we propose, and we study analytically and empirically its behaviour on linear models,
finding promising results.

1 Introduction

Effectively upper-bounding the generalisation error of modern learning algorithms is one of the main open
challenges for the statistical learning theory community (Zhang et al., 2016). Originally, properties of
the hypothesis space, such as VC dimension and Rademacher complexity (Bousquet et al., 2004; Vapnik,
2000; Shalev-Shwartz and Ben-David, 2014), were used to establish worst-case generalisation bounds,
holding uniformly over all the possible algorithms and datasets. However, these results are often vacuous
when applied to the current over-parameterised models, the modern perspective focuses on algorithm-
and data-dependent bounds (McAllester, 1998; Bousquet and Elisseeff, 2002; Dwork and Roth, 2014;
Hardt et al., 2016; Xu and Raginsky, 2017; Clerico et al., 2022b; Lugosi and Neu, 2022). Among the
various approaches proposed in the literature, the PAC-Bayesian framework (Guedj, 2019; Alquier, 2021)
has obtained promising empirical results for deep networks (Dziugaite and Roy, 2017; Zhou et al., 2019;
Pérez-Ortiz et al., 2021; Clerico et al., 2022a).

Typically, the PAC-Bayesian bounds are upper bounds on the expected population loss of stochastic
classifiers, holding with high probability on the random draw of the training dataset. This setting, where
the model’s parameters are required to be intrinsically random, does not match with the more standard
scenario of a non-randomised predictor. Although most available empirical PAC-Bayesian studies on
neural networks focus on specifically designed stochastic architectures (Dziugaite and Roy, 2017; Zhou
et al., 2019; Pérez-Ortiz et al., 2021; Clerico et al., 2022a), there are also de-randomisation methods
that allow to apply PAC-Bayesian ideas to deterministic classifiers. For instance, one can approximate
a deterministic model with a noisy version, whose parameters are stochastically perturbed. Under suit-
able stability assumptions, a PAC-Bayesian analysis of the stochastic model can bring a generalisation
bound for the deterministic one (Neyshabur et al., 2018; Nagarajan and Kolter, 2019; Miyaguchi, 2019).
Alternatively, one can average a stochastic algorithm to get a deterministic one. Then, PAC-Bayesian
bounds on the loss of this averaged predictor can be obtained by Jensen’s inequality (Germain et al.,
2009; Letarte et al., 2019; Biggs and Guedj, 2021) (if the loss function is convex), or through margin-based
arguments (Langford and Shawe-Taylor, 2002; Banerjee et al., 2020; Biggs and Guedj, 2022). Finally,
besides the PAC-Bayesian bounds in expectation, there are disintegrated bounds that hold with high
probability with respect to a random realisation of the stochastic algorithm. For instance, in the case
of a stochastic network, this means that we have a generalisation bound for the deterministic classifier
obtained by drawing all the parameters once (Catoni, 2007; Blanchard and Fleuret, 2007; Rivasplata
et al., 2020; Viallard et al., 2021).
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When trying to apply the PAC-Bayesian framework to study a given non-stochastic model, the first of the
methods proposed above is the most natural. However, in the present work, we show that for this purpose
it is also possible to leverage the disintegrated PAC-Bayesian bounds. Our starting point is noticing that
even training a deterministic classifier does usually involve some randomness: the standard procedure
when training a neural network almost always starts with the random draw of the initial weights from
some known simple distribution (Goodfellow et al., 2016). For a model trained via continuous-time (non-
stochastic) gradient descent, we show that it is possible to exploit this source of stochasticity and obtain
a disintegrated PAC-Bayes bound that holds with high probability on the random training dataset and
initialisation (Proposition 2). Evaluating this bound only requires to be able to evaluate the density
for the initial and final configurations of the network, and to compute the integral along the trajectory
of the training objective’s Laplacian. Although the bound necessitates the ideal situation of continuous
training dynamics, to our knowledge this is the first PAC-Bayesian result that directly apply to a standard
non-stochastic neural networks with a fully deterministic training, without strong assumptions on the
architecture and the need of the introduction of any auxiliary stochastic model. Besides, we find our
bound remarkably easy-to-prove, clean, and simple, with no strong hypotheses made on the training
objective, which is only required to be twice differentiable.

The paper is organised as follows. First, we set up the learning framework and introduce the notations in
Section 2. Section 3 gives a quick overview on the disintegrated PAC-Bayesian bounds, while in Section
4 we establish our main result (Proposition 2). Section 5 discusses the main features of our bound, and
finally Section 6 presents some analytical and empirical quantitative results.

2 Notation and setting

In a standard supervised learning framework, we consider pairs (x, y) ∈ X × Y, where x denotes an
example and y its label. For simplicity, we can imagine that there is a mapping f? : X → Y that
associates to each x a unique correct label y = f?(x). A learning algorithm takes a labelled training
dataset s = {x1 . . . xm}, made of m inputs whose labels {f?(x1) . . . f?(xm)} are known, and outputs
a function f : X → Y, which ideally is a good approximation of f?. More generally, the algorithm
will return an hypothesis h ∈ H (e.g., values of a neural network’s parameters), which is understood
to parameterise a function fh : X → Y. For simplicity, we will always assume that H ⊆ RN , for some
dimension N > 0. We call the algorithm stochastic when its output h is a random variable on H, whose
law can depend on s.

The performance of each hypothesis can be assessed via a loss function `, which takes a pair of labels
(y, y′) and returns a real value, representing how “far apart” y and y′ are. In practice, for any hypothesis
h, one can always compute the empirical loss on the training dataset

Ls(h) =
1

m

∑
x∈s

`(fh(x), f?(x)) .

However, we are essentially interested in how well h can predict the label of an x which does not belong
to s. Assuming that the population of examples follows a distribution µ, the actual relevant quantity is
the population loss

LX (h) =

∫
X
`(fh(x), f?(x))dµ(x) .

Upper-bounding LX , having access to Ls only, is usually referred to as the generalisation problem.
Typically, the training dataset is made of m i.i.d. samples from µ (i.e., s ∼ µm = µ⊗m). We are
interested in upper bounds on LX (h) (where h is the hypothesis picked by the algorithm) that holds with
high probability on the random draw of s (or of (h, s) in the stochastic setting).

We will consider an algorithm whose output is obtained by optimising an objective Cs : H → R via
continuous-time gradient descent. Clearly, Cs depends on the training dataset s and, in practice, it can
coincide with the empirical loss, although this is not necessarily the case, as one might use a surrogate
loss for the training or add some regularisation term. We require that the objective is twice differentiable,
and we define the gradient flow (h0, t) 7→ Φt(h0) as the solution of the dynamics

∂tΦt(h0) = −∇Cs(Φt(h0)) ; Φ0(h0) = h0 .
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As h0 is fixed before starting the training, we will often omit the explicit dependence on it, and simply
write the solution of the above dynamics as ht. Fixed a time horizon T > 0, our algorithm’s output is
given by hT .

We will focus on the case of a random initialisation, with law ρ0. We define the distribution ρt as the
push-forward of ρ0 under the gradient flow, that is

ρt = Φ#
t ρ0 .

In this way, if we draw h0 from ρ0, then we automatically get that ht ∼ ρt. Note that ht is non-random
when conditioned on the initialisation h0. In particular, although the algorithm is in fact stochastic,
we can see it as a deterministic model that has only a random initialisation. This is actually the com-
mon setting for modern neural networks, whose initial configuration is usually drawn from some simple
distribution (e.g., He et al. (2015)).

3 Disintegrated PAC-Bayes bounds

The main focus in the development of the PAC-Bayesian theory has been on bounds in expectation,
and only recently Rivasplata et al. (2020) and Viallard et al. (2021) have brought back interest in the
disintegrated bounds, which actually date back to the works of Catoni (2007) and Blanchard and Fleuret
(2007). We refer to Alquier (2021) for a detailed introductory exposition of the PAC-Bayesian framework
that also discusses some disintegrated results.

We consider a stochastic model, which takes a sample s ∼ µm and returns a random hypothesis h ∼ ρs,
where the superscript s that we use in this section stresses explicitly that ρ depends on s.1 We denote
the joint law of (s, h) as µm ∗ ρs, that is d(µm ∗ ρs)(s, h) = dµm(s)dρs(h). As it is standard in the
PAC-Bayesian literature, we will call ρs the posterior distribution. We denote as π a prior distribution
on H, whose only requirement is to be data-agnostic, in the sense that it cannot depend on the specific
dataset s used for the training. We write µm ⊗ π for the law of a pair (s, h), where s ∼ µm and h ∼ π
are independent.

A disintegrated PAC-Bayesian bound is an upper bound on LX (h), where h is the output of a stochastic
algorithm, that holds with high probability over (s, h) ∼ µm ∗ ρs. The next result, from Rivasplata et al.
(2020), allows to derive several of these bounds. We provide a short proof for completeness.

Proposition 1. Let Ψ : R2 → R be an arbitrary measurable function, and define ξ as the expectation
of eΨ(Ls(h),LX (h)) under (s, h) ∼ µm ⊗ π. For any δ ∈ (0, 1), for any posterior distribution ρs absolutely
continuous with respect to the prior π, with probability at least 1− δ on (s, h) ∼ µm ∗ ρs we have that

Ψ(Ls(h),LX (h)) ≤ log
dρs

dπ
(h) + log

ξ

δ
.

Proof. By Markov’s inequality, for (s, h) ∼ µm ∗ ρs we have that with probability at least 1− δ

eΨ(Ls(h),LX (h))−log dρs

dπ (h) ≤ 1

δ

∫
Xm×H

eΨ(Ls(h),LX (h))−log dρs

dπ (h)dµm(s)dρs(h) .

By noticing that for all s ∈ Xm∫
H
eΨ(Ls(h),LX (h))−log dρs

dπ (h)dρs(h) =

∫
H

eΨ(Ls(h),LX (h))

dρs

dπ (h)
χ dρs

dπ (h)>0dρs(h) =

∫
H
eΨ(Ls(h),LX (h))dπ(h) ,

we easily get the desired result.

Choosing Ψ(u, v) = 2m(u − v)2 one finds the disintegrated version of a standard PAC-Bayes bound
from McAllester (1999). Alternatively, defining kl(u‖v) = u log u

v + (1− u) log 1−u
1−v (the relative entropy

between two binary Bernoulli distributions) and setting Ψ(u, v) = mkl(u‖v), we get a tighter bound,
which is the disintegrated counterpart of a bound due to Langford and Seeger (2001) and Maurer (2004).
These results follow from the fact that in both cases ξ can be upper-bounded by 2

√
m, if the loss ` is

bounded in [0, 1] (Bégin et al., 2016).

1To be rigorous, one should actually require that s 7→ ρs is a Markov kernel.
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Corollary 1. Assume that the loss ` is bounded in [0, 1]. Then, for any δ ∈ (0, 1), for any posterior
distribution ρs absolutely continuous with respect to the prior π, each of the following bounds hold with
probability at least 1− δ on (s, h) ∼ µm ∗ ρs

LX (h) ≤ Ls(h) +

√
log dρs

dπ (h) + log 2
√
m
δ

2m
;

LX (h) ≤ kl−1

(
Ls(h)

∣∣∣∣∣ log dρs

dπ (h) + log 2
√
m
δ

m

)
,

where kl−1(u|c) = sup{v ∈ [0, 1] : kl(u‖v) ≤ c}.

4 Disintegrated bounds under gradient flow dynamics

We state here our main result, a disintegrated bound for an algorithm trained by continuous gradient-
descent optimisation. We recall some notation from Section 2. We denote as Cs a twice differentiable
training objective, and we consider a random initial state h0 ∼ ρ0. The dynamics are described by

∂tht = −∇Cs(ht) ,

where we omit the explicit dependence of ht on s and h0. The algorithm’s output is given by hT , with
T > 0 some fixed time horizon. We define ρt as the push-forward of ρ0 under the gradient flow, so that
ht ∼ ρt. For simplicity, for all t we assume that ρt admits a density with respect to the Lebesgue measure,
which we will again denote as ρt, with a slight abuse of notation.

It is natural to suppose that ρ0 is chosen without relying on the specific dataset s used for the training,
so that, in particular, we can select ρ0 as our PAC-Bayesian prior. On the other hand, ρT depends on s
through the objective Cs, and plays the role of the posterior. Sampling the initialisation h0 of the model
from ρ0, and then following the deterministic training dynamics up to T , we get a final hypothesis hT ,
which can be seen as a sample from ρT . In particular, saying that an event holds with probability at
least 1 − δ under (s, hT ) ∼ µm ∗ ρT is equivalent to state that it has probability at least 1 − δ under
(s, h0) ∼ µm ⊗ ρ0. We can thus use Proposition 1 to obtain a PAC-Bayesian generalisation bound for an
algorithm that, once drawn s and h0, is deterministic.

So far, we have a bound that involves the term ρT (hT )/ρ0(hT ). Typically, the density ρ0 is known, and
evaluating ρ0(hT ) does not pose any problem. On the other hand, computing ρT (hT ) is less straight-
forward. However, thanks to the continuity of the gradient descent dynamics, it is possible to keep
track of the evolution of ρt(ht) along the training trajectory via a simple trick, usually referred to as
“instantaneous change of variables” in the normalising flow literature (Chen et al., 2018).

Proposition 2. Consider the dynamics ∂tht = −∇Cs(ht), where Cs : H → R is twice differentiable. Let
Ψ : R2 → R be a measurable function. Fixed T > 02 and δ ∈ (0, 1), with probability at least 1− δ on the
random draw (s, h0) ∼ µm ⊗ ρ0, we have

Ψ(Ls(hT ),LX (hT )) ≤ log
ρ0(h0)

ρ0(hT )
+

∫ T

0

∆Cs(ht)dt+ log
ξ

δ
,

where ∆ denotes the Laplacian with respect to h and ξ =
∫
Xm×H e

Ψ(Ls(h),LX (h))dµm(s)dρ0(h).

Proof. Since sampling (s, hT ) from µm ∗ ρT is equivalent to drawing (s, h0) ∼ µm ∗ ρ0 and following the
dynamics up to T , Proposition 1 yields directly that, with probability at least 1− δ on (s, h0) ∼ µm⊗ρ0,

Ψ(Ls(hT ),LX (hT )) ≤ log
ρT (hT )

ρ0(hT )
+ log

ξ

δ
.

The gradient flow’s continuity equation states that, for all h ∈ H,

∂tρt(h) = ∇ · (ρt(h)∇Cs(h)) = ∇ρt(h) · ∇Cs(h) + ρt(h)∆Cs(h) .

2To be fully rigorous, one should explicitly assume that the solution t 7→ ht of the dynamics is well defined on [0, T ], for
all initial conditions h0 ∈ H.
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It follows that
∂t(ρt(ht)) = ∂tρt(ht) +∇ρt(ht) · ∂tht = ρt(ht)∆Cs(ht) ,

which yields

log
ρT (hT )

ρ0(h0)
=

∫ T

0

∆Cs(ht)dt .

Hence

log
ρT (hT )

ρ0(hT )
= log

ρ0(h0)

ρ0(hT )
+

∫ T

0

∆Cs(ht)dt ,

and we conclude.

Note that the time horizon T must be chosen a priori, as it cannot depend on the specific s and h0 used
for the training. However, through a classical union bound argument, one can slightly loosen the bound
while allowing to select the optimal T from a finite pool of possible values. Concretely, it is possible to
pick the best T from a set containing K potential choices at the cost of replacing the term log ξ

δ with

log Kξ
δ , in the bounds of Propositions 1 and 2.

Clearly, for ` ⊆ [0, 1], the choices of Ψ that lead to Corollary 1 will again bring explicit bounds. Setting
Ψ(u, v) = 2m(u− v)2 yields

LX (hT ) ≤ Ls(hT ) +

√
log ρ0(h0)

ρ0(hT ) + log 2
√
m
δ +

∫ T
0

∆Cs(ht)dt
2m

, (1)

while from Ψ(u, v) = mkl(u|v) we get

LX (hT ) ≤ kl−1

Ls(hT )

∣∣∣∣∣ log ρ0(h0)
ρ0(hT ) + log 2

√
m
δ +

∫ T
0

∆Cs(ht)dt
m

 , (2)

where each of the above two bounds holds with probability higher than 1− δ on the random initialisation
and training dataset.

We remark that Proposition 2 holds also for time-dependent objectives (as long as they do not depend on
ρt), as the gradient flow’s continuity equation is still valid. Leveraging this, we can specialise the result
for training with (potentially randomly selected) batches. We refer to Section 5.5 for further details.
Finally, an interesting alternative scenario is when the continuous-time dynamics are stochastic. For
instance, one might want to look at the Langevin’s diffusion dht = −∇Cs(ht) + σdBt, where σ > 0 is a
fixed coefficient and Bt a Brownian motion. However, in this case we do not end up anymore with an

easily tractable exact expression for log ρT (hT )
ρ0(h0) (see Appendix A).

5 Analysis and discussion

5.1 A few comments on the Laplacian term

An interesting feature of the bound in Proposition 2 is the integral of the Laplacian of the optimisation
objective along the training path: ∫ T

0

∆Cs(ht)dt . (3)

Under the gradient flow dynamics, ∆Cs(ht) is keeping track of how the local probability density is locally
varying. Indeed, from a PAC-Bayesian point of view, for the bound to be small we need to end up in
some point where the posterior density is not too high compared to the initial prior. If we are following
a trajectory characterised by high values of the Laplacian, we will see a sharp increase of the density.
Intuitively, we can picture the situation as if we were attracting the nearby paths and bringing further
probability mass around us. In this case we are likely to end with a final ρT that is much larger than the
initial ρ0, and hence, potentially, a loose bound.

It is worth noticing that, in the one-dimensional case, (3) takes a particularly simple form, as it only de-
pends on the initial and final “velocities”. To see this, note that ∂tC′s(ht) = C′′s (ht)∂tht = −C′′s (ht)C′s(ht),
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with C′s and C′′s denoting the first and second derivatives of Cs. It follows that C′′s (ht) = −∂t log |C′s(ht)|,
which yields ∫ T

0

C′′s (ht)dt = log
C′s(h0)

C′s(hT )
.

On the other hand, things are not that simple in the multidimensional case. With a few algebraic
manipulations, we can write∫ T

0

∆Cs(ht)dt = log
‖∇Cs(h0)‖
‖∇Cs(hT )‖

−
∫
h[0:T ]

∇ · τ(h) ‖δh‖ , (4)

where τ(h) stands for the unit tangent vector to the trajectory in h, and
∫
h[0:T ]

. . . ‖δh‖ denotes the line

integral along the path h[0:T ]. The last term has a clear interpretation, as it quantifies how much h[0:T ]

is attracting the nearby trajectories. We refer to Appendix B for the derivation of (4).

Although we are not aware of any generalisation bound that involves the exact term (3), the Laplacian’s
integral might find a natural interpretation through the connection between flatness in the loss landscape
and good generalisation. It dates back to Hochreiter and Schmidhube (1997) the belief that an algorithm,
able to find wide local optima of the loss, performs well on unseen inputs. Re-popularised by Keskar et al.
(2017), this idea has been the object of an intense debate, attracting some criticisms as the definitions of
flatness are often susceptible to re-parameterisations of the hypothesis space (Dinh et al., 2017; Neyshabur
et al., 2017). However, numerous recent works have provided empirical and theoretical support, as well
as new insights, to the flat minima’s argument (Izmailov et al., 2018; He et al., 2019; Dziugaite and Roy,
2017; Neu et al., 2021). Going back to our setting, if we assume that the objective Cs coincides with the
empirical loss, we clearly see that sharper loss’s local optima correspond to higher values of the Laplacian
term. As a consequence, converging towards flatter minima will typically yield a tighter bound.

5.2 Role of the time horizon

Most of the standard PAC-Bayesian bounds (in expectation) contain the Kullback-Leibler divergence
between the prior and the posterior. This quantity is infinity if the posterior is a Dirac delta, and this is
why these results cannot apply directly to the deterministic setting. Even the disintegrated framework
is not exempt from this pathological behaviour, which is reflected by the fact that in Proposition 2 we
cannot let the time horizon T to be infinite even if ht converges, as the posterior would be degenerate
and typically consist in a sum of Dirac deltas centred on the local optima. Concretely, we can easily see
that if an algorithm is converging to a local minimum (where Cs is approximately quadratic), then (1)
will asymptotically go as

LX (h)− Ls(h) . O(
√
T )

for large T (see Appendix C for more details). However, this is not the only possible asymptotic behaviour.
For instance, we can consider situations where ht is not converging but diverging. As we will see in Section
6, this is what happens for linear models trained to optimise a linear objective or the cross-entropy.

Although characterising the typical spectrum of the Hessian of the loss during the training evolution is a
challenging open problem, recent empirical studies suggest that after an initial phase where the Laplacian
can potentially be negative, later stages of the dynamics are characterised by a few dominant positive
Hessian’s eigenvalues (Sagun et al., 2018; Ghorbani et al., 2019). As a consequence, in most situations
the Laplacian’s integral will soon become monotonically increasing with T . Moreover, we can expect that

log ρ0(h0)
ρ0(hT ) will grow with T as well, since h0 is likely to lie in a region where the prior density is high, and

the training will typically push ht farther and farther from it. Overall, in order to achieve non-vacuous
bounds, we need to stop the training at a finite time horizon T , which will play the role of a trade-off
between how well we can fit the training dataset, and how much we can keep the bound small.

A final remark, already mentioned earlier, is that T must be chosen independently of the dataset s and
initial state h0 used for the training. However, adding a penalty logK to the bounds of Propositions
1 and 2 allows us to pick the best time horizon among a set {T1 . . . TK} of K possible choices. This is
the consequence of an elementary union argument, as for each Tk we can consider a bound holding with
probability at least 1− δ/K.
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5.3 Scaling with the dimension of the hypothesis space

When dealing with generalisation bounds, a natural question is how they scale with the dimension N
of the hypothesis space. In our case, the answer is not easy, as it is hard to say how the different
components of bound depend on N . For instance, we can expect the Laplacian to scale linearly with N ,
as it is the sum of N terms. If T = O(1) and the Laplacian’s integral dominates the bound, (1) becomes

O(
√
N/m), which is a standard behaviour. On the other hand, if the log-density term log ρ0(h0)

ρ0(hT ) is the

main contribution to the bound, the scaling with N might be more complex, as it will depend on the
particular choice of the prior density.

Interestingly, the optimal time horizon T can scale with N as well, and empirical results on MNIST show
that for a linear model we can have T ∼ O(1/N), and hence obtain non-vacuous bounds even in a highly
over-parameterised setting (see Figure 1). Intuitively, when N is large, the algorithm can quickly find
an hypothesis that fit well the training data and is “close” to h0, hence requiring a low training time
to be reached. On the other hand, fewer learnable parameters might need a longer training time before
reaching low values of the empirical loss. Despite the simple setting of our experiment, we believe that
this is a promising result as the bound seems unaffected by the curse of dimensionality. However, a more
detailed empirical and theoretical analysis is needed in order to gauge how well our bound performs with
more complex models, such as deep networks.

Figure 1: Behaviour of best time horizon T with the
model dimension N , from experiments on MNIST for
linear models trained to optimise a cross-entropy ob-
jective. The optimal T was found to go roughly as
1/N (cf. dotted line), preventing the bounds (1) and
(2) from exploding, even in highly over-parameterised
settings. Note that the results reported here were ob-
tained via discretised gradient dynamics (cf. Section
5.4 and Figure 2). We refer to Appendix E.3 for fur-
ther details on the experiment.

Figure 2: Relative error (B1 − B2)/B2, for a lin-
ear model with 105 parameters trained on MNIST
via discretised gradient steps on a cross-entropy ob-
jective. Here, B1 and B2 are the values of the bound
(2) obtained with the time-steps δt,1 = 2 × 10−4 and
δt,2 = 2 × 10−6 respectively. The small relative error
suggests that the corrections to the bound due to the
time-discretised dynamics are likely to be negligible.
We refer to Appendix E.3 for further details on the
experiment.

5.4 Discretised dynamics

One of the main limitations of the present work is that the bound of Proposition 2 requires a continuous-
time gradient descent. Apart from a few simple settings, where analytic solutions are available, the
standard gradient-based optimisation algorithms consider discretised dynamics, whose trajectories are
made of jumps and only approximate the continuous flow. As a consequence, in order to leverage our
results and get rigorous generalisation bounds for the standard gradient-descent optimisers, one would
need to control the errors introduced by the time discretisation via a careful analysis, which is beyond
the scope of the present work. However, we can at least conjecture that, for small enough learning rates,
the results obtained via the discretised dynamics are a good approximation of the exact solution of the
gradient flow. In Figure 2, the relative error between the values of the bound (2), obtained from two
different time discretisations, stays small throughout the training, suggesting that the discretised results
can be good approximations of the actual continuous dynamics.
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Interestingly, Barrett and Dherin (2021) remarked that the solutions of the discretised dynamics hk+1 −
hk = −ε∇Cs(hk) follow closely the continuous paths yielded by ∂tht = −∇(Cs(ht) + ε‖∇Cs(ht)‖2), with
an error after a single step of order O(ε3)3. Consequently, if we aim at studying the discrete dynamics,
we could obtain a more precise approximation of an actual generalisation bound by replacing the term
∆Cs with ∆(Cs(ht) + ε‖∇Cs(ht)‖2). If higher accuracy is required, one can add further correction terms
to Cs, as it is standard in the backward error analysis of Runge-Kutta methods (Hairer et al., 2006).

5.5 Training via batches

So far, we have considered the case of a training objective Cs which is fixed throughout the training.
However, the bound of Proposition 2 holds also for time-dependent objectives. In particular, we can
apply our result to the case in which the training is performed by optimising the empirical loss over
different batches of the training dataset. Let us denote as s1 . . . sM the (temporarily ordered) sequence
of batches used for the training, where a batch needs to appears multiple times if it is used more than
once. It is worth noticing that the batches and their order are allowed to be selected randomly, as it is
usually the standard stochastic gradient descent optimisation. Then, we can suppose that from t = 0 to
t = t1 we use Cs1 as optimisation objective, from t = t1 to t = t2, we use Cs2 , and so on until tM = T .

We can get a bound as the one of Proposition 2, with the only difference that
∫ T

0
∆Cs(ht)dt will now be

replaced by ∫ t1

0

∆Cs1(ht)dt+

∫ t2

t1

∆Cs2(ht)dt+ · · ·+
∫ tM

tM−1

∆CsM (ht)dt . (5)

5.6 Data-dependent priors

For most of PAC-Bayesian results, the prior is required to be chosen independently of the dataset used
to evaluate the bound. However, we can use an additional dataset s′ (independent of s) to learn the
prior. This strategy was first proposed by Seeger (2002) and has lead to the tightest currently available
empirical PAC-Bayesian bounds on MNIST and CIFAR10 (Pérez-Ortiz et al., 2021; Clerico et al., 2022a).

In our setting we might proceed in a similar way. Till a fixed time t0, we follow the dynamics ∂tht =
−∇Cs′(ht), and we select ρt0 as the PAC-Bayesian prior. Then, we take Cs as training objective and we
go on as usual, starting from ht0 and following the gradient flow until the time horizon T . In order to

evaluate the bound, we need to compute log ρT (hT )
ρt0 (hT ) . Proceeding as in the proof of Proposition 2, we can

get

log
ρT (hT )

ρt0(hT )
= log

ρt0(ht0)

ρt0(hT )
+

∫ T

t0

∆Cs(ht)dt = log
ρ0(ht0)

ρt0(hT )
+

∫ t0

0

∆Cs′(ht)dt+

∫ T

t0

∆Cs(ht)dt .

Now, the only problem is to evaluate log ρt0(tT ), as we do not have a closed form for ρt0 . However, it is
possible to exactly compute this term as

log ρt0(hT ) = log ρ0(ĥT−t0) +

∫ t0

0

∆Cs′(ĥT−t0+t)dt , (6)

where ĥt is the solution of ∂tĥt = −∇Cs′(ĥt) satisfying ĥT = hT . We hence get

log
ρT (hT )

ρt0(hT )
= log

ρ0(ht0)

ρ0(ĥT−t0)
+

∫ t0

0

(∆Cs′(ht)−∆Cs′(ĥT−t0+t))dt+

∫ T

t0

∆Cs(ht)dt .

Plugging this expression in Proposition 1 we readily obtain a bound whose prior ρt0 is data-dependent.
We refer to Appendix D for an explicit statement of the bound and a derivation of (6).

3For ∂tht = −∇Cs(ht) the single-step error is of order O(ε2).
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6 Linear models

To give an idea of the behaviour of the bounds that we propose, we report here some analytic and
empirical results. We consider models linear in the parameters, in the form

F ih(x) =
∑
j

hijΦj(x) ,

where the Φj are some fixed mappings R → R. For binary classification tasks, where y ∈ {−1,+1}, we
let Fh be a real function and the model’s prediction fh corresponds to the sign of Fh. Conversely, for
general multi-class problems the predicted label fh is the index of the largest component of Fh.

As it is standard in the classification setting, we can assume that ` is the 01-loss4, so that Ls and
LX represent the empirical and population error. Unless otherwise stated, we will always consider an
optimisation objective in the form Cs(h) = L̂s(h) = 1

m

∑
x∈s

ˆ̀(Fh(x), f?(x)), with ˆ̀ denoting some twice

differentiable surrogate loss function. Applying the chain rule to ˆ̀, we find that

∆ˆ̀=
∑
i

∂ ˆ̀

∂F i
∆F i +

∑
ii′

∂2 ˆ̀

∂F i∂F i′
∇F i · ∇F i

′
,

where ∆ and ∇ always refer to derivatives with respect to h. In the linear models that we are considering
∆F = 0 and ∇F i · ∇F i′ = δii′‖Φ‖2. Thus

∆ˆ̀= ‖Φ‖2∆F
ˆ̀, (7)

with ∆F
ˆ̀=

∑
i ∂

2
F i

ˆ̀, the Laplacian of ˆ̀ with respect to F .

6.1 Linear loss

A first simple example that we can solve analytically is a binary classification problem with

ˆ̀(F, y) = −Fy .

The surrogate loss is linear in F , and so (7) yields ∆ˆ̀= 0. In particular, the Laplacian’s integral in our
bounds vanishes. We can easily solve the evolution dynamics and find that

hT = h0 + γT ,

where, recalling that f?(x) is the correct label of the example x, we have defined γ = 1
m

∑
x∈s f

?(x)Φ(x).
Assuming that under ρ0 the components of h are all independent centred random variables, with variance

1/N (N being the dimension of h), we find that log ρ0(h0)
ρ0(hT ) = N

2 (‖hT ‖2 − ‖h0‖2). So, (1) becomes

LX (hT )− Ls(hT ) ≤
√

N

4m
(2Th0 · γ + T 2‖γ‖2) +

1

2m
log

2
√
m

δ
.

Tipycally, ‖h0‖ ∼ O(1), and we expect ‖hT ‖ ∼ T‖γ‖ to dominate the dynamics. Notice that the bound
scales linearly with T . This is different from the O(

√
T ) behaviour that we had encountered in section

5.2. Indeed, here h is not approaching a local optimum, but diverging at constant speed γ.

We tested empirically the behaviour of the bounds (1) and (2) with a linear surrogate loss, by training
a model where the learnable vector h had 10000 components. The dataset was made of 500 datapoints,
coming from Gaussian clusters in R5 and labelled into two categories. The map Φ was in the form
x 7→ φ(Wx), with φ the ReLU function and W a (5 × 10000)-matrix whose entries were independent
draws from a centred Gaussian with variance 1/5. We refer to Appendix E.1 for further experimental
details and results. Figure 3 compares the behaviour of the two bounds with the test errors obtained
from a held-out dataset, for 50 different possible values of the time horizon5 and for δ = 5× 10−3. Note
that for large T (1) is linear, as expected.

4`(y, y′) = 0 if y = y′; 1 otherwise.
5The penalty factor log 50 (see end of Section 5.2) is already included in the values reported.
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Figure 3: Behaviour of the bounds (1) and (2) for
a linear model with 10000 parameters, trained with a
linear surrogate loss, for different time horizons T . The
data came from eight different Gaussian distributions
on R5 that had been assigned binary labels. The train-
ing dataset counted 500 datapoints and a held-out test
dataset was used to evaluate the test errors reported in
the plot. We refer to Appendix E.1 for further details.

Figure 4: Behaviour of the bounds (1) and (2) for
a linear model with 10000 parameters, trained with a
quadratic surrogate loss, for different time horizons T .
The learning task was the same as in Figure 3. Again,
we used a training dataset made of 500 datapoints and
we evaluated the test errors on a held-out test dataset.
The parameters α and β in Cs were both set to 1. We
refer to Appendix E.2 for further details.

6.2 Quadratic loss

Another natural situation where we can solve things explicitly is the case of a quadratic surrogate loss

ˆ̀(F, y) =
1

2
(F − βy)2 .

Here, β is some fixed positive value, and we are still considering a binary classification problem, where
the true labels are +1 or −1 and the network’s prediction is the sign of F . Now, ∆F

ˆ̀= 1 and hence (7)

yields ∆ˆ̀= ‖Φ‖2. We consider a training objective in the form

Cs(h) =
α‖h‖2

2N
+

1

m

∑
x∈s

ˆ̀(Fh(x), f?(x)) ,

with α ≥ 0 and N the dimension of h. The regularising term α‖h‖2/(2N) is here introduced to compu-
tationally stabilise the algorithm.6 We easily find that∫ T

0

∆Cs(ht)dt = ΓT ,

with Γ = α + 1
m

∑
x∈s ‖Φ(x)‖2. The training dynamics are now governed by ∂tht = βγ − Θht, where

again we have defined γ = 1
m

∑
x∈s f

?(x)Φ(x), while Θ = α
N Id + 1

m

∑
x∈s Φ(x)Φ(x)> is a N ×N matrix.

Hence, assuming that Θ is invertible, we have

hT = h0 + (Id−e−TΘ)(Θ−1βγ − h0) .

If again we consider a Gaussian initialisation, (1) becomes

LX (hT )− Ls(hT ) ≤

√
N
2 (‖h0‖2 − ‖hT ‖2) + ΓT

2m
.

As the objective is quadratic, for large T this bound will behave as O(
√
T ), as it happens more generally

every time the algorithm is converging to a local minimum of the objective (see Section 5.2).

Figure 4 shows the bounds obtained by optimising a quadratic objective with α = β = 1. The dataset
and the setting were those that we used for the linear loss’s training, which we described in the Section
6.1. Again, we used δ = 5× 10−3. We refer to Appendix E.2 for further experimental details and results.

6In the unregularised case α = 0, the matrix inversion Θ−1, necessary to compute hT , can be source of significant
computational errors. Introducing a factor α > 0 makes the algorithm more stable.
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6.3 Cross-entropy loss

For a general classification task, which can possibly have more than two labels, when fh = argmaxi F
i
h a

common optimisation objective is the cross-entropy loss

ˆ̀(F, y) = log
∑
i

eF
i

− F y .

In this case we do not have simple analytic dynamics, and we will need to rely on some numerical solution.
We have

∂th
ij
t = − 1

m

∑
x∈s

(
e(htΦ(x))i∑
k e

(htΦ(x))k
− δif

?(x)

)
Φj(x) ,

where δif
?(x) denotes the Kronecker delta between the labels i and f?(x), and

∆ˆ̀= ‖Φ‖2
(

1−
∑
k e

2Fk

(
∑
k e

Fk)2

)
.

Contrarily to what happened with the quadratic and linear losses, where the objective’s Laplacian stayed
constant during the training, here we are in the interesting situation where the Laplacian tends to
decrease during the training. Indeed, for ˆ̀(F, y) to be small, we need F y to be much larger than the

other components of F , so that
∑
k e

Fk ' eF
y

. But this also means that the Laplacian is small, since

(
∑
k e

2Fk)/(
∑
k e

Fk)2 ' 1. This is a different behaviour from what happens when the algorithm is
converging to a local minimum of the objective, as as now we can expect that the Lapacian’s integral
will have a sub-linear behaviour in T . Indeed, in the present situation, we are not approaching a local
optimum. Conversely, ht is slowly diverging, reaching flatter and flatter regions of H.

We trained linear models of different sizes on MNIST, using the cross-entropy loss as objective. Since the
dynamics does not admit a simple analytic solution, we performed the classical gradient-descent algorithm
on batches of the training dataset, with finite time-steps. As discussed in Section 5.4, what we obtain
in this way are not rigorous generalisation bounds, as we are not following the continuous dynamics.
However, we believe that the result that we get are a good approximation of the ones that one would

Table 1: Bounds on MNIST

Dimension N Bound (2) Test Error

103 .3251 .2049
3× 103 .3034 .1967

104 .2786 .1680
3× 104 .2795 .1541

105 .2751 .1602
3× 105 .2812 .1534

106 .2757 .1568

obtain with the exact solution of the gradient flow (see Figure
2 and the discussion in Section 5.4). The feature mapping Φ
that we used was again the composition of a ReLU function
and a linear transformation x 7→ Wx, where the components
of W were independently sampled from a normal distribution,
with variance 1/784 (784 being the dimension of the input).
We refer to Appendix E.3 for further experimental details.

Table 1 compares the bound (2) with the test error evaluated
on a held-out dataset, for different dimensions of the hypothesis
space H, and always with δ = 5 × 10−3. We chose the best
bound among those obtained with 25 different values of T , at
the price of adding a penalty factor log 25 (see Section 5.2).
As we had already stressed in Figure 1 (which refers to the same experiment), note that the bounds are
not negatively affected by the high over-parameterisation, essentially because the optimal time horizon T
decreases roughly as 1/N . The tightest bound was achieved for a network of width 10000 (i.e., N = 105).
For this model, Figure 5 shows the evolution of the bounds (1) and (2) during the training. The values of

the empirical error and of the penalty factor (log ρ0(h0)
ρ0(hT ) + log 25

√
m

δ +
∫ T

0
∆Cs(ht)dt)/m are also reported.

Figures 6 compares the contributions of the Laplacian’s integral and the log-density term, showing that
in this case it is the latter that dominates.

As a final remark, we notice that the bounds of Table 1 are comparable to those reported by Clerico et al.
(2021) for a stochastic single-hidden-layer network. Notably, the results therein were obtained by using
a PAC-Bayesian bound as optimisation objective, while here we are directly optimising the empirical
cross-entropy loss, without any regularisation term.
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Figure 5: Behaviour of the bounds (1) and (2) at
different time horizons T , for a linear model with
105 parameters trained with the cross-entropy loss on
MNIST. The training dataset counted m = 60000
datapoints and a held-out test dataset was used for
the test errors reported. The plot also shows the
values of the penalty factor (log ρ0(h0)

ρ0(hT )
+ log 25

√
m

δ
+∫ T

0
∆Cs(ht)dt)/m, where δ = 5× 10−3. See Appendix

E.3 for more experimental details.

Figure 6: For the same experiment illustrated in Fig-
ure 5, comparison of the log density term log ρ0(h0)

ρ0(hT )

and the Laplacian’s integral
∫ T
0

∆Cs(ht)dt)/m. The
former clearly dominates on the latter. Note that the
contribution of log 25

√
m

δ
' 14.02 to the bound is neg-

ligible.

7 Conclusion

We established disintegrated PAC-Bayesian bounds for deterministic algorithms, holding with high prob-
ability on the random training dataset and initialisation. We tested our findings empirically on linear
models, obtaining promising results that are non-vacuous even for highly over-parameterised settings. It
is worth noticing that most of empirical PAC-Bayesian results in the literature are derived by using a
PAC-Bayesian bound as the optimisation objective (Dziugaite and Roy, 2017; Pérez-Ortiz et al., 2021;
Clerico et al., 2021, 2022a), while our bounds directly apply to the standard (continuous-time) empirical
risk optimisation. Yet, our results on MNIST closely match the bounds obtained by Clerico et al. (2021).
We defer to future work a more extensive empirical analysis, focusing on data-dependent priors and
non-linear models.

A main limitation of our framework is the necessity of continuous-time dynamics. However, it might be
possible to obtain rigorous results for the standard discretised gradient-descent optimisation via a careful
numerical analysis. Alternatively, a scenario which might be worth exploring is the limit of infinite width,
where the NTK dynamics (Jacot et al., 2018) might provide interesting continuous-time exact results.
Finally, we mention as possible further developments a deeper study of stochastic training dynamics,
where the gradient flow’s continuity relation is replaced by the Fokker-Planck equation, and the case of
a training objective that depends on the bound itself.
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EP/R034710/1. The authors would like to thank Umut Şimşekli, Tyler Farghly, and Patrick Rebeschini
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Appendix

A Langevin dynamics

We briefly discuss what happens if we try to use a Langevin dynamics instead of a deterministic gradient
method, that is

dht = −∇Cs(ht)dt+ σdBt . (8)

Here, σ > 0 is a diffusion coefficient and Bt denotes the standard Brownian motion. Note that the
introduction of noise prevents the bound from diverging at large T . Indeed, under suitable regularity
conditions for Cs, ρt will converge to the Gibbs equilibrium distribution

ρ∞(h) =
1

Z
e−2Cs(h)/σ2

,

with Z the normalising constant. As ρ∞ is bounded by 1/Z, asymptotically log ρT (hT )
ρ0(hT ) . − log(Zρ0(hT ))

does not diverge with T .

For (9), the Fokker-Planck equation yields

∂tρt(h) = ∇(ρt(h)∇Cs(h)) +
σ2

2
∆ρt(h) = ∇ρt(h) · ∇Cs(h) + ρt(h)∆Cs(h) +

σ2

2
∆ρt(h) . (9)

Applying Itō’s lemma we get

d(ρt(ht)) = (ρt(ht)∆Cs(ht) + σ2∆ρt(ht))dt+ σ∇ρt(ht) · dBt .

Now, writing ut = log ρt, we have

dut(ht) =

(
∆Cs(ht) +

σ2

2
‖∇ut(ht)‖2 + σ2∆ut(ht)

)
dt+ σ∇ut(ht) · dBt , (10)

where we used ∆ρt
ρt

= ‖∇ut‖2 + ∆ut. This expression cannot easily be integrated in t, as it happened

for the deterministic dynamics, since now we have a dependence on ut (and hence on ρt) in the RHS. In
order to obtain a computable bound, one would probably need to upper-bound the intractable quantities
in the RHS, an approach that we defer to future work.

An alternative way to tackle the stochastic dynamics consists in converting the SDE (8) in an ODE
inducing the same marginal distributions (an idea already exploited in Song et al. (2020)). In fact,
consider the deterministic flow

∂tĥt = −∇
(
Cs(ĥt) +

σ2

2
log ρ̂t(ĥt)

)
, (11)

where we denote as ρ̂t the density of ĥt and we impose ρ̂0 = ρ0. The continuity equation now reads

∂tρ̂t(h) = ∇ ·
(
ρ̂t(h)∇

(
Cs(h) +

σ2

2
log ρ̂t(h)

))
= ∇(ρ̂t(h)∇Cs(h)) +

σ2

2
∆ρ̂t(h) . (12)

Comparing (12) with (9), we immediately see that ρt and ρ̂t undergo the same dynamics and, since
ρ0 = ρ̂0, we have that ρt = ρ̂t for all t. In practice, this means that we have two equivalent ways to
get hT ∼ ρT : given an initial point from ρ0, we can follow either the stochastic dynamics (8), or the
deterministic ones (11), up to time T . Moreover, in order to evaluate the factor log ρT (hT ), needed for our
PAC-Bayesian bound, instead of using (10) we can leverage the continuity equation of the deterministic
flow to derive

log ρT (hT ) = log ρ0(ĥ0) +

∫ T

0

∆

(
Cs(ĥt) +

σ2

2
log ρt(ĥt)

)
dt ,

where ĥt denotes the solution of (11) satisfying ĥT = hT . Although this expression looks easier than
(10), its actual computation is typically unfeasible in practice, due to the RHS’s dependence on log ρt
(both explicit and implicit, through ĥt). In the generative modelling context, score matching and neural
networks techniques are used to approximate ∇ log ρt, but this introduces approximation errors difficult
to quantify (Song et al., 2020).
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As a final remark, we mention that the dynamics (11) also appear when trying to build an algorithm
that directly optimises a PAC-Bayesian bound. Indeed, for ` ⊆ [0, 1], the choice Ψ(u, v) = 2

σ2 (u− v) (for
an arbitrary σ > 0) in Proposition 1 leads to a bound in the form

LX (hT ) ≤ Ls(hT ) +
1

4mσ2
+
σ2

2

(
log

ρT (hT )

ρ0(hT )
+ log

1

δ

)
.

Using this bound as optimisation objective is equivalent to follow the dynamics (11), provided that we

set Cs(h) = Ls(h) + 1
4mσ2 + σ2

2 (− log ρ0(h) + log 1
δ ). We defer to future work a deeper analysis of this

connection.

B Rewriting the Laplacian’s integral

We explicitly derive here (4). First, notice that ∂t log ‖∇Cs(ht)‖ = − ∇Cs(ht)
‖∇Cs(ht)‖ · ∇‖∇Cs(ht)‖. Since, for

all h,

∆Cs(h) = ∇ · ∇Cs(h) = ∇ ·
(
∇Cs(h)

‖∇Cs(h)‖

)
‖∇Cs(h)‖+

∇Cs(h)

‖∇Cs(h)‖
· ∇‖∇Cs(h)‖ ,

we get

∆Cs(ht) = ∇ ·
(
∇Cs(ht)
‖∇Cs(ht)‖

)
‖∇Cs(ht)‖ − ∂t log ‖∇Cs(ht)‖ .

We conclude that∫ T

0

∆Cs(ht)dt = log
‖∇Cs(h0)‖
‖∇Cs(hT )‖

+

∫ T

0

∇ ·
(
∇Cs(ht)
‖∇Cs(ht)‖

)
‖∇Cs(ht)‖dt .

The integral in the RHS is a line-integral along the path h[0,T ], as ‖∇Cs(h)‖ is the norm of the flow’s

“velocity” in h. Moreover, τ(h) = − ∇Cs(h)
‖∇Cs(h)‖ is the unit tangent vector to the gradient flow in h. We can

thus write ∫ T

0

∆Cs(ht)dt = log
‖∇Cs(h0)‖
‖∇Cs(hT )‖

−
∫
h[0:T ]

∇ · τ(h)‖δh‖ ,

which is (4).

C Asymptotic behaviour around a local minimum

We consider the case in which the algorithm is approaching a quadratic local optimum of Cs. We will
hence say that for t larger than some t̂ we have

Cs(ht) ' Cs(h?) +
1

2
(ht − h?)>H(ht − h?) ,

where H is a positive definite matrix, namely the Hessian of Cs evaluated at h?. Hence, for t ≥ t̂ the
objective’s Laplacian is roughly constant,

∆Cs(ht) ' Tr[H] .

For a large enough time horizon T , we can asymptotically write
∫ T

0
∆Cs(ht) ' TTr[H]. Moreover, since

the Laplacian’s integral is diverging while ρ0(h0)
ρ0(hT ) →

ρ0(h?)
ρ0(hT ) , asymptotically we find that (1) takes the

form

LX (wT )− Ls(wT ) . O

(√
TTr[H]

2m

)
.

D Data-dependent priors

As we discussed in Section 5.6, if we want to use a prior ρt0 , learnt on a dataset s′ (independent of s),

we need to evaluate log ρt0(hT ). Define ĥt as the solution of ∂tĥt = −∇Cs′(ĥt) satisfying ĥT = hT . We
have that

log ρt0(hT ) = log ρt0(ĥT ) = log ρ0(ĥT−t0) +

∫ T

0

∂t(log ρt(ĥT−t0+t))dt .
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Since, for t ∈ [0, t0], ρt is the push-forward of ρ0 under the gradient dynamics with objective Cs′ , we have
that for all h

∂tρt(h) = ρt(h)∆Cs′(h) +∇ρt(h) · ∇Cs′(h)

and so in particular

∂t(ρt(ĥt)) = ∂tρt(ĥt) +∇Cs′(ĥt) · ∂tĥt = ρt(ĥt)∆Cs′(ĥt) .

We conclude that

log ρt0(hT ) = log ρ0(ĥT−t0) +

∫ T

0

∆Cs′(ĥT−t0+t)dt ,

which is (6). We can hence state the following variant of Proposition 2 for data-dependent priors.

Proposition 3. Let s and s′ be independent training dataset, with s ∼ µm. Let Cs and Cs′ be two twice
differentiable training objectives, fix T > 0 and t0 ∈ [0, T ). Consider an algorithm that, for an initial
state h0, follows the dynamics ∂tht = −∇Cs′(ht) for t ∈ [0, t0], and ∂tht = −∇Cs(ht) for t ∈ [t0, T ], and
finally outputs hT . Then, for any measurable function Ψ : R2 → R, with probability at least 1− δ on the
random draw (s, h0) ∼ µm ⊗ ρ0, we have

Ψ(Ls(hT ),LX (hT )) ≤ log
ρ0(ht0)

ρ0(ĥT−t0)
+

∫ t0

0

(∆Cs′(ht)−∆Cs′(t̂T−t0+t))dt+

∫ T

t0

∆Cs(ht)dt+ log
ξ

δ
,

where ĥt is the solution of ∂tĥt = −∇Cs′(ĥt) with ĥT = hT , and ξ =
∫
Xm×H e

Ψ(Ls(h),LX (h))dµm(s)dρt0(h).

E Experimental details

E.1 Linear loss

For our experiments with the linear surrogate loss (see Section 6.1), we used a binary toy dataset, which
was created as follows. First, we sampled eight independent points in R5, from a standard normal distri-
bution. These eight points were then used as the means of eight Gaussian distributions, symmetric and
with variance 0.1. We sampled eight Gaussian clusters of 5000 points from each of this eight distributions.
We then assigned the label −1 to four clusters, and +1 to the remaining four. Finally, all the points were
projected on the unit sphere. 500 of them, randomly chosen, were used as training dataset, while the
remaining 39500 constituted a held-out test dataset.

The linear model that we considered was a neural network with a single-hidden layer, where the hidden
nodes were kept fixed at their initial values and only the outer layer was trained. Explicitly, we had
F (x) = h ·Φ(x), with Φ(x) = φ(Wx). Here, W denotes a random 5×N matrix, whose components were
independently drawn from a centred normal distribution with variance 1/5, and φ is the ReLU function
φ(x) = max(0, x). We chose the distribution ρ0 as a multivariate normal distribution, so that all the
components of h0 were independent draws from a Gaussian random variable with variance 1/N .

We tried different values for the dimension N of h: 100, 1000, and 10000. We reported in Figure 3 in
the main text the results obtained for N = 10000. The parameter δ was fixed at .005, so the bounds
hold with probability higher than .995. Since the values reported are already comprehensive of the factor
log 50 due to the union bound, it is possible to select the horizon time T yielding the tightest result.
Figure 7 compares the values of (2) for the different sizes N .

E.2 Quadratic loss

For the experiments with the quadratic surrogate loss (Section 6.2), we used the same binary dataset and
models that we described in Appendix E.1. The parameters α and β that define Cs were both set to 1.
Figure 4 in the main text reports the results obtained for N = 10000. The value reported are already
taking into account the log 50 factor (due to the union bound), and δ was again chosen to be .005. Figure
8 compares the values of the bound (2) for different dimensions N .
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Figure 7: For the experiment with the linear surro-
gate loss, comparison of the evolution of the bound (2)
for different sizes N of the the model. See Section 6.1
and Appendix E.1 for more details.

Figure 8: For the experiment with the quadratic sur-
rogate loss, comparison of the evolution of the bound
(2) for different sizes N of the the model. See Section
6.2 and Appendix E.2 for more details.

E.3 Cross-entropy loss

We performed our experiments with the cross-entropy as surrogate loss (see Section 6.3) on the MNIST
dataset, with the standard split of 60000 images used for the training and 10000 for the testing of the
model. The training was performed on batches of 500 elements. The images were flattened to one-
dimensional arrays and renormalised. We used again linear architectures F (x) = hΦ(x), but now with h
being a 10×w matrix (w denoting the width of the network). Φ was always in the form Φ(x) = φ(Wx).
Here φ acts component-wise as the ReLU function, and W is a w×784 matrix (784 being the dimension of
the input datapoints), whose components were independently drawn from a centred normal distribution
with variance 1/784. The dimension of the hypothesis h was N = 10w, as the networks had 10 output
nodes. We tested different values of N , as reported in Table 1. In all the bounds δ = .005.

Since closed-form solutions for the flow are not available, we used discretised gradient dynamics. For each
batch sk we made an update ht+δt = ht + δt∇Csk(ht), for some small δt. Recall that, when training by
batches, the Laplacian’s integral takes the form (5). Here we chose that tk = kδt, so that every time we

switched to a new batch after a single time-step. In particular, we get
∫ tk
tk−1

∆Csk(ht)dt = ∆Csk(ht−1)δt
in (5). Table 2 reports the different values of time discretisations δt, used for the models that we trained.

Table 2: Time discretisation

Dimension N Final Time δt

103 60 2.00× 10−2

3× 103 20 6.67× 10−3

104 6 2.00× 10−3

3× 104 2 6.67× 10−4

105 .6 2.00× 10−4

3× 105 .2 6.67× 10−5

106 .06 2.00× 10−5

Figure 2 in the main text shows the relative error between the
values of (2) obtained for the same model (N = 105) for two
different time discretisations (δt,1 = 2 × 10−4 and δt,2 = 2 ×
10−6). In both cases we trained for a time-interval of 2× 10−4

before switching batch. This means that for δt,1 each batch
was used for a single time-step, before switching to the next
one, while for δt,2 100 gradient-steps were performed on each
batch before passing to the next one.

The values of (2) that we obtained for the different dimensions
N are reported in Table 1, in the main text. The penalty
log 25 is already taken into account for the values reported,
as for each width the best bound has been chosen among the
values obtained with 25 different time horizons. The optimal T reported in Figure 1 are the values of the
best time horizon (among the 25 ones that we tried) that we obtained for each model’s width. Figures 5
and 6 refer to the model with size N = 105.
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