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ABSTRACT

We describe an end-to-end trainable neural network for satel-
lite image compression. The proposed approach builds upon
an image compression scheme based on variational auto-
encoders with a learned hyper-prior that captures depen-
dencies in the latent space for entropy coding. We explore
this architecture in light of specificities of satellite imaging:
processing constraints onboard the satellite (complexity and
memory constraints) and quality needed in terms of recon-
struction for the processing task on the ground. We explore
data augmentation to improve the reconstruction of challeng-
ing image patterns. The proposed model outperforms the
current standard of lossy image compression onboard satel-
lite based on JPEG 2000, as well as the initial hyper-prior
architecture designed for natural images.

Index Terms— Deep Image Compression, Neural Net-
works, Satellite Application.

1. INTRODUCTION

The last years have seen an explosion in earth observation
data of increased resolution, with obvious implications on the
volume of data to be processed onboard the satellite, which
can exceed billions of pixels per image. The transmission
to the ground of this large volume of data requires efficient
compression solutions which can preserve the high frequency
details needed for interpretation tasks to be performed on
the ground. The solution currently used has been defined by
the consultative committee for space data systems [1] and is
based on JPEG 2000. This solution uses a handcrafted DCT
transform followed by quantization and entropy coding.

Satellite image compression algorithms must fulfil three
characteristics. First, (i) quasi-lossless compression is needed
in order to allow accurate on ground interpretation. Second,
(ii) the algorithms must be of low computational complexity.
Third, (iii) satellite images differ from natural images (im-
ages captured from a handheld photographic camera), as they
contain small objects (as small as the size of the pixels) and
have high entropy, and thus compression must preserve these
high frequency details. While the literature on satellite image
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compression mostly focuses on multi and hyper-spectral im-
ages [2, 3], we propose a single image compression algorithm
based on variational auto-encoders (AEs), that preserves the
three required properties.

The field of image compression has indeed recently
known significant advances based on neural networks. Neural
networks based solutions outperform traditional codecs [4, 5]
both in terms of visual quality and quantitative measures, i.e.,
perceptual (SSIM) and distortion (PSNR) metrics.

This progress has been made possible thanks to the use
of variational AEs [6, 7] that are learned end-to-end to com-
press the input data into a lower dimensional latent space. The
latent representation is quantized and entropy coded. the au-
thors in [8, 9] further propose a so-called hyper-prior based
on an AE that learns the parameters of the statistical distribu-
tion of the latent representation for entropy coding. Note that
the use of variable AEs for satellite image compression has
already been explored in [10, 11] where the authors propose a
simplified entropy model to reduce the complexity of the AE
based hyper-prior of [8].

In this paper, we further explore the use of variational
auto-encoders for satellite image compression to reach all
goals (i), (ii) and (iii). In order to achieve an accurate rate-
distortion trade-off, an attention module is trained to allow
more rate to encode the (true) high frequency details of the
image (goal (i) and (iii)). Moreover, to preserve pixel-size
details (iii) in all directions, we augment the training data and
transform them with a shear mapping. Finally, small filters
size and light normalization function are considered to reduce
the computational complexity (goal (ii)).

2. VARIATIONAL AUTO-ENCODER BASED IMAGE
COMPRESSION: BACKGROUND

The hyper-prior architecture [8] is made of two AE networks
as shown in Figure 1. The first AE receives the original im-
age x and generates a latent representation y. Quantization
and entropy coding is performed to produce ŷ which is de-
coded by the inverse transform to reconstruct x̂. The purpose
of the other AE (the hyper-prior) is to extract the parameters
of the latent representation distribution to enhance the entropy
model. This entropy model is shared between the encoder and
decoder and used to code the quantized latent representation



Fig. 1. The architecture of our end-to-end compression model.

into a bit-stream. This allows having entropy coding mod-
els adapted to the characteristics of a specific image as the
entropy parameters are estimated for each image.

The parameters are learned with the following optimiza-
tion problem: a trade-off between a distortion D(x, x̂) be-
tween the original image x and the reconstructed image x̂ and
the rate R(ŷ) of the generated bit-stream.

J = λD(x, x̂) +R(ŷ) (1)

where λ is a factor to balance each term of the equation (1),
and the distortion is chosen as MSE. This equation which
represents our loss function is then minimized through back-
propagation. In the context of compression, the derivative
of the quantization function is either zero or undefined. To
overcome the issue of non-differentiability, the quantization
is replaced by uniform noise during training.

Generalised Divisive Normalization (GDN) has been
shown [6] to be highly efficient in shaping the local joint
statistics of images into Gaussians. The GDN layer is used in
its simplified form [12]:

zi =
xi

βi +
∑

j γijxj
(2)

where z is the filter response and γ, β are learned parameters.
It suffers from a minor drop in performance for sensible gain
in computational complexity.

3. PROPOSED ARCHITECTURE

To address the specific needs of satellite imaging, we choose
to work with the standard version of the hyper-prior network
[8] instead of more advanced and effective networks [9, 4, 5]
as they are less suited to the efficient use of GPUs. We modify
parameters of the hyper-prior model and augment it with gain

units [13], attention modules [14] and shear mapping to re-
spond to low computational complexity and high reconstruc-
tion quality. The whole network architecture is detailed in
Figure 1.

3.1. Reduce inference time

Models targeting high bit rates can suffer from saturation in
their performance gains if their capacity (i.e. model complex-
ity in the number of nodes and parameters) is not high enough
as shown in the appendix of [8]. The number of filters is thus
increased from 192 (analysis transform) and 256 (bottleneck
part) to respectively 256 and 448. The size of filters is re-
duced from 5 to 3 to reduce complexity and also because it
has no drop in distortion performance. Satellite images have
more information per pixel than natural images due to their
higher entropy, so the filter size does not need to be large to
capture the information in the area of a pixel.

Most end-to-end AEs compression models [8, 9, 4, 5] are
trained for a specific rate-distortion point, this requires train-
ing and loading several models onboard and waste storage
during run time. To reply to this efficiency demand, gain units
are added at the end and beginning of respectively the encoder
and decoder as done in [13] with the hyper-prior compression
network. We simplify it by not distinguishing between the
feature maps and applying the same scaling everywhere. It
allows for variable bit rate for a single model and works as a
quality parameter added during inference time while reducing
the memory consumption.

3.2. Enhance the reconstruction quality

To further increase compression and better adapt to pixel-
sized details, data augmentation is performed before each
batch of images. The issue is not the total number of im-
ages we trained our network on, as the overall compression



generates good results. But, some small patterns are badly
compressed (e.g. striped patterns) and yield a high recon-
struction error. Data augmentation through the use of shear
mapping (mapping based om shearing transform) paired with
rotation is aimed at those challenging structures and increase
the number of occurrences during training. It also helps to
reduce overfitting and thus acts as a regularizer.

Finally, the use of attention modules [14] is motivated by
the performance obtained in computer vision tasks. In the
context of image classification, those layers are used to dis-
card non-relevant background information. The learning of
this trade-off for each data set depends on the context and is
driven by gradient descent. On the subject of image compres-
sion, this layer helps the network highlight the challenging
part of the image to balance the bit rate between edges, high
frequencies and texture. We are using a lightweight version
[5] that comes with a significant reconstruction gain for low
computational complexity added.

4. EXPERIMENTS

4.1. Training details

All code is using parts of CompressAI [15] a PyTorch library
for deep learned compression model. The data set we used
is made of 300 12-bits RGB satellite images (2000x2000),
with a geometric resolution (effective ground distance be-
tween two pixels) of 50cm, that are then cropped to form
4800 patches (500x500). 5% are used for testing, the rest
for training. We use an initial learning rate of 1e−4 which
is halved when the evaluation loss reaches a plateau of 10
epochs. The lambda value used to balance the rate-distortion
trade-off is 1.25 to target a medium bit rate (around 2 bpp).
Data augmentation is randomly performed (on average 50%)
on each batch with rotation and shear mapping. Experiments
are conducted on an NVIDIA QUADRO RTX 8000 GPU.
Training time is around 5 hours for 200 epochs and infer-
ence time (without model loading) is about 1s to encode a
2000x2000 image and 1.5s to decode it.

4.2. Qualitative results

We visually compare in Figure 2, at the same bit rate, our
model with the ground truth and JPEG 2000. The differences
between all images are slight as we compare high bit-rate im-
ages, a requirement to obtain the most of high geometric res-
olution images. The influence of shear mapping in data aug-
mentation is clear in striped patterns that tend to be blurry in
the deep learned model even though the overall compression
achieves a greater SNR. This is illustrated in Figure 3, with
the Fourier transform graph. Shear mapping allows the net-
work to explore a larger part of the spectrum and keep more
very high frequencies information which is the case for 1-
pixel stripped patterns. Without this type of data augmenta-
tion, the network still has a good reconstruction overall but

act as a low-band filter. When zooming into fine details, the
JPEG2000 compressed image suffers from colour artefacts,
especially in the uniform textured pattern. However, both
learned models are close to one another and to the ground
truth image.

(a) Ground truth (b) JPEG 2000 (SNR=89)

(c) No shearing (SNR=119) (d) Our model (SNR=111)

Fig. 2. Visual comparison of compressed images (2 bpp) with
the ground truth. Geometric resolution of 50cm. (c) is our
model without shear mapping during training. The enlarged
image corresponds to the error map of the area compared to
the ground truth (range [0;6]).

Fig. 3. Left: Our model without shear mapping, Right: Our
model

4.3. Quantitative results

We evaluate our model on a subset of representative satellite
images. We are using SNR as our preferred metric as it allows



us to easily compare the amount of noise added by the com-
pression with noise already present in the image. We compare
our model with JPEG 2000, which has been used to define
the standard for onboard satellite compression [1]. Note that
[1] and JPEG 2000 have very close performance as shown
in [10]. A perk of neural network models is that they are
data-driven algorithms thus they can extract all the informa-
tion that defines a particular scenery. The hyper-prior model
has been designed for natural images but a training including
only satellite images yields a great improvement as the net-
work’s weights adapt to this kind of image as seen in Figure 4.
To measure the average gain in SNR or bit-rate between two
rate-distortion curves, we use the Bjontegaard metric [16].
The difference between the baseline model trained on natu-
ral images and the one trained on satellite data is: BD-SNR
: 22.2 SNR, BD-RATE: -21.7%. Thus training with satellite
images alone reduces the bit rate by 21%.

Shear mapping models are significantly lower in perfor-
mance than even the standard hyper-prior model. The care
on challenging patterns provided during training is done at
the expense of a good reconstruction metric. The opposite
can be seen with an attention only model where the over-
all SNR is greater but some artefacts remain in striped pat-
terns. Also, it quickly saturates at a high bit rate compared to
other deep models. Our model which includes both attention
modules and shear mapping, can mitigate the shear mapping
downside and ensure a better reconstruction on average than
the hyper-prior model while being able to preserve high fre-
quency details. Our model surpasses the hyper-prior model
by BD-SNR: 5.7 SNR, BD-RATE: -5.4%.

Fig. 4. Our combined approach has comparable performance
to the attention model but over a wider range of bit rates while
retaining more high frequency detail.

5. CONCLUSION

In this work, we have proposed a deep learned framework
with improved distortion performance compared to the cur-
rent baseline but without sacrificing its perceptual quality
with challenging patterns. Even high frequencies are well

reconstructed to keep as many details as possible at a pixel
level. The inference time and the network variable rate ca-
pability makes it well suited to onboard constraints. It gives
a promising step for extending it to higher resolution images
and includes more image processing onboard satellites such
as demosaicking to work with raw data.
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